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Preface 

Microcharacterization of materials is a rapidly advancing field. Among the many 
electron and ion probe techniques, the cathodoluminescence mode of an electron 
probe instrument has reached a certain maturity, which is reflected by an increas­
ing number of publications in this field. The rapid rate of progress in applications 
of cathodoluminescence techniques in characterizing inorganic solids has been 
especially noticeable in recent years. 

The main purpose of the book is to outline the applications of cath­
odoluminescence techniques in the assessment of optical and electronic proper­
ties of inorganic solids, such as semiconductors, phosphors, ceramics, and min­
erals. The assessment provides, for example, information on impurity levels 
derived from cathodoluminescence spectroscopy, analysis of dopant concentra­
tions at a level that, in some cases, is several orders of magnitude lower than that 
attainable by x-ray microanalysis, the mapping of defects, and the determination 
of carrier lifetimes and the charge carrier capture cross sections of impurities. In 
order to make the book self-contained, some basic concepts of solid-state phys­
ics, as well as various cathodoluminescence techniques and the processes leading 
to luminescence phenomena in inorganic solids, are also described. 

We hope that this book will be useful to both scientists and graduate students 
interested in microcharacterization of inorganic solids. This book, however, was 
not intended as a definitive account of cathodoluminescence analysis of in­
organic solids. In considering the results presented here, readers should re­
member that many materials have properties that vary widely as a function of 
preparation conditions. 

We are grateful to many authors for supplying illustrations and reprints of 
their work, and for their permission, together with the permission of the pub­
lishers, to reproduce their diagrams and micrographs. 

Newton and London 
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B. G. Yacobi 
D. B. Holt 
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1 
Introduction 

Cathodoluminescence is the emission of light as the result of electron (" cathode­
ray") bombardment. This phenomenon, first reported in the middle of the last 
century, was observed during the experiments on electrical discharges in evacu­
ated glass tubes, which exhibited luminescence when cathode rays struck the 
glass. In fact, the observation of luminescence due to cathode ray bombardment 
led Thomson at the end of the nineteenth century to the discovery of the electron 
and the determination of its charge-to-mass ratio elm (Thomson, 1897). Other 
luminescence phenomena, such as, for example, photoluminescence, have been 
known and studied for much longer periods of time, since they do not require 
vacuum and concentrated sources of electrons, which are not readily available in 
the terrestrial environment. 

Cathodoluminescence is an important technological phenomenon that is 
most widely used in modem cathode-ray tube (CRT)-based instruments, such as 
oscilloscopes and television and computer terminals, and in electron microscope 
fluorescent screens. With the developments of electron microscopy techniques in 
recent decades, cathodoluminescence has emerged as an important microcharac­
terization tool for the analysis of luminescent materials. 

Advances in understanding and applications of materials require parallel de­
velopments in characterization techniques. In order to elucidate macroscopic 
phenomena in solids, one must understand and characterize their properties on a 
microscopic level. This task is accomplished by using, for example, a battery of 
techniques that utilize effects of irradiating materials with photons, electrons, or 
ions. The signals from a solid under bombardment in terms of, for example, 
backscattered and transmitted particles and photons, diffracted waves, or pro­
cesses that occur in the bulk of a solid provide the information utilized in charac­
terization techniques. 

The continuing progress in solid-state electronics directed toward further 
miniaturization of electronic devices presents a great challenge from the charac­
terization point of view. It is now feasible to generate patterns on the submicron 
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2 CHAPTER 1 

scale, and there is even an ongoing discussion on feasibility of ultra-submicron­
level electronic devices. Naturally, we need microcharacterization techniques to 
investigate these devices. 

In an electron probe instrument, electron irradiation of a solid results in a 
variety of useful signals (Figure 1.1). Primary (i .e., incident or beam) electrons 
may be backscattered from the specimen with little or no energy loss, or they will 
lose energy to produce secondary electrons . Some primary electrons, absorbed in 
the bulk of the material, will dissipate their energy in various electronic excita­
tions, leading to the emission of characteristic x-rays; the generation of electron­
hole pairs, which themselves may lead to the emission of photons in the ultra­
violet, visible, and infrared spectral ranges (i.e., cathodoluminescence) or to 
various charge collection signals in devices; the generation of Auger electrons; 
and thermal effects, including electroacoustic (thermal wave) signals. In thin 
specimens, transmitted electrons may be scattered elastically (with no energy 
loss) or inelastically (with energy loss). All these processes lead to the formation 
of signals that can be used in the characterization of structural, chemical, and 
electronic properties of the material. 

Scanning electron microscopy (SEM) and scanning transmission electron 
microscopy (STEM) techniques are well suited for the microcharacterization of 
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Figure 1.1. Schematic diagram of types of interaction (or signal) available due to electron beam 
interaction with a solid. 



INTRODUCTION 3 

materials, since they provide high spatial resolution and the simultaneous avail­
ability of a variety of modes, such as x-ray microanalysis; secondary (voltage 
contrast), backscattered, and transmitted electron images; scanning elec­
troacoustic microscopy (SEAM); cathodoluminescence (CL); and charge collec­
tion signals. The last three modes constitute the electronic microcharacterization 
capability of the SEM (or STEM). Note that CL is unique among all the SEM 
modes in that it is the only contactless method that provides microcharacteriza­
tion of the optical and electronic properties of luminescent materials. Recent ap­
plications in a variety of studies have demonstrated the great value of the CL 
mode in characterizing the optical and electronic properties of materials with a 
spatial resolution of the order of I f.1m and less. An important consideration in 
STEM applications is that transmitted signals will depend on the thickness of the 
material, in addition to its properties. 

In general, CL analysis performed in an electron microscope can be divided 
into microscopy and spectroscopy. In the former, luminescence images or maps 
of regions of interest can be displayed; in the latter, a spectrum corresponding to 
a selected area of the sample (a point analysis in the terminology of x-ray micro­
analysis) can be obtained. 

Many SEM modes have been described in books listed in the bibliography. 
Several of these modes were also described in Journal of Applied Physics reviews 
by Niedrig (1982) on electron backscattering, Leamy (1982) on charge collec­
tion, Joy, Newbury, and Davidson (1982) on electron channeling, Seiler (1983) 
on secondary electron emission, and Yacobi and Holt (1986) on cathodolumi­
nescence. 

Cathodoluminescence analysis can also be performed in a relatively simple 
high-vacuum chamber equipped with an electron gun and optical windows. Al­
though the absence of scanning capability limits its applications, it is still very 
useful in, for example, depth-resolved studies of ion-implanted samples and 
characterization of semiconductor interfaces. Nondestructive depth-resolved CL 
studies are performed by varying the range of the electron penetration, which 
depends on the electron beam energy (see Chapters 4 and 6), in order to excite 
CL from different depths in the material. Moreover, simple "flood illumination" 
electron bombardment can produce large total CL intensities, enabling higher 
spectral resolution to be attained. For this reason, a SEM intended for CL use 
should provide the largest possible maximum electron beam current (I f.1A at 
least) with a widely defocused electron probe size. 

Cathodoluminescence offers a contactless and relatively "nondestructive" 
method for microcharacterization of luminescent materials. Some clarification of 
the term "nondestructive" is required. Often an analysis is considered to be non­
destructive if the physical integrity of the material remains intact. However, in 
certain cases electron irradiation may ionize or create defects and so alter elec­
tronic properties of the material temporarily or permanently. 

The mechanisms leading to the emission of light in a solid are similar for 
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different fonns of the excitation energy. Cathodoluminescence and other lumi­
nescence phenomena, such as photoluminescence (PL), yield similar results with 
some possible differences associated with the details of the excitation of electron­
hole pairs, for example in the generation rate and excitation volume. Electron 
beam excitation in general leads to emission by all the luminescence mechanisms 
present in the semiconductor. On the other hand, PL emission may strongly de­
pend on the excitation (photon) energy, which can provide additional important 
infonnation. An advantage of CL, in addition to the high spatial resolution, is its 
ability to obtain more detailed depth-resolved infonnation by varying the elec­
tron beam energy. An additional advantage of CL-SEM analysis is the availabili­
ty of complementary infonnation obtained from such SEM modes as electron 
beam-induced current (EBIC) and x-ray microanalysis (or, as often referred to, 
electron probe microanalysis, EPMA). 

The need for microcharacterization of the electronic properties of inorganic 
solids, and especially of semiconductors, led to the development of the quan­
titative capabilities of EM techniques. In this context, it is useful to compare the 
CL technique with the x-ray microanalysis technique. Both utilize the detection 
of electromagnetic radiation from the electron-bombarded material. Quantitative 
interpretation of cathodoluminescence, however, is difficult because, unlike x­
ray microanalysis, it cannot be unified under a simple law. Characteristic x-rays 
are emitted due to electronic transitions between sharp, inner-core levels (Figure 
1.2). The lines, therefore, are narrow, characteristic of the particular chemical 
element, and are unaffected by the environment of the atom in the lattice. In ad­
dition, there is a general rule for identifying the element using Moseley's law, 
which relates the frequency v of an x-ray line to the atomic number Z (v ex P). 
The CL signal is fonned by detecting photons of the ultraviolet, visible, and 
near-infrared regions of the spectrum. These photons are emitted as the result of 
electronic transitions between the conduction and valence bands and levels lying 
in the band gap of the material (Figure 1.2). Many useful signals in these cases 
are due to transitions that involve impurities and a variety of defects. Therefore, 
there is no general rule, analogous to Moseley's law, that would serve to identify 
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Figure 1.2. Energy band diagram of a one-dimensional lattice. 
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bands or lines in the CL spectrum. The influence of defects, of the surface and of 
various external perturbations, such as temperature, electric field, and stress, 
have to be considered in the analysis of the CL signal. (For a summary of effects 
of various external perturbations on the properties of semiconductors, see Pan­
kove, 1971.) Correction of CL signals for all the factors that may affect the emis­
sion of photons from a material is a formidable task compared with the analogous 
ZAF correction procedure for x-ray photons (the correction for the atomic 
number Z, which affects the efficiency of characteristic x-ray emission; the ab­
sorption A of x-ray photons of one element by another, which may reduce the 
count rate; and fluorescence F, i.e., the increase in the count rate of one element 
that absorbs x-ray photons from another element and reemits photons at its char­
acteristic energy). The ZAF correction can be easily performed for most cases by 
using microcomputers. In comparison, quantitative CL analysis is still in its in­
fancy because of the lack of any generally applicable theory for the wide variety 
of possible types of luminescence centers and radiative recombination mecha­
nisms. In addition to these problems, luminescence can describe only radiative 
emission processes. Nonradiative recombination events can be deduced only 
from CL images, provided the contrast between radiative and nonradiative sites 
is sufficiently strong. However, quantitative information on defect-induced non­
radiative processes is unavailable in spectroscopic CL analysis. And even though 
in some cases the demonstrated sensitivity of CL point analysis is several orders 
of magnitute better than EPMA, some elements do not emit CL, or they emit 
with subsequent strong absorption, or they emit in an energy range where no effi­
cient detectors are available. The nature of an impurity can best be determined by 
comparison with luminescence data in the literature, and its concentration can 
best be found by comparison with intentionally doped standards (provided no 
additional factors, such as the presence of nonradiative defects, affect the lumi­
nescence signal). If no published data are available about the observed emission 
band, an ab initio study must be carried out. The absence of any general method 
of identification and the lack of any universally applicable quantitative theory 
impose general limitations on developments of CL as an analytical technique. 

There are three main advantages which motivate further developments of 
the CL technique: (1) CL is the only contactless method (in an electron probe 
instrument) that provides microcharacterization of the optical and electronic 
properties (related to the fundamental band structure) of luminescent materials; 
(2) in favorable cases (i.e., when an impurity is an efficient recombination center 
and competing centers and self-absorption are absent), the detection limit can be 
as low as 1014 atoms cm - 3, which is several orders of magnitude lower than that 
ofthe x-ray mode; (3) in light-emitting optoelectronic materials and devices, the 
emission properties are of practical importance. 

To summarize, no universal theoretical approach is available to describe the 
luminescence centers and processes, and thus no unified theory of quantitative 
CL analysis can be presented and correlated with experimental data at this 
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juncture. Compared to x-ray microanalysis, quantitative CL is in its infancy. The 
major purpose of this book is to provide a basis for further developments of quan­
titative CL and to outline its applications in the analysis of inorganic solids. 

Solids are investigated by scientists from many fields, such as physics, ma­
terials science, chemistry, and engineering. Naturally, some ambiguity about ma­
terials classification is to be expected. From the view of a materials scientist, for 
example, most inorganic solids can be classified as ceramics, whereas a physicist 
would rather distinguish between metals, semiconductors, and insulators. Mate­
rials such as SiC, ZnO, and Si02 , for example, could have been treated in several 
chapters of the book. The subject index, however, should help in locating specif­
ic material of interest. 

To develop a systematic description of cathodoluminescence of inorganic 
solids, we need some basic principles of solid-state physics. Chapter 2 highlights 
some of these concepts. 

There are two basic needs for development of CL analysis. First, theoretical 
analysis of luminescence spectra in general and semiempirical expressions relat­
ing CL signal characteristics to materials properties are required for the quan­
titative interpretation of results. Second, the CL detection system should be 
available to provide a high sensitivity and spectral resolution with carefully cali­
brated characteristics. The basic principles of luminescence and cathodolumines­
cence phenomena are discussed in Chapters 3 and 4; various CL techniques are 
described in Chapter 5. 

Applications of CL analysis to various materials are discussed in Chapter 6, 
with emphasis placed on studies of semiconductors, which are described in more 
detail in Chapter 7. Chapter 8 is devoted to CL processes in phosphors, with em­
phasis on CL microcharacterization of these materials. In Chapters 9 and 10, ap­
plications of CL analysis to ceramics and minerals are discussed. Some ideas on 
future developments are presented in Chapter 11. 



2 
Introduction to Basic Concepts of 
Solid State Physics 

The purpose of this chapter is to highlight some basic concepts of the solid state 
that are important in the description of cathodoluminescence. Detailed introduc­
tions to solid-state physics are available in the Jextbooks listed in the 
bibliography. 

2.1. Structure and Bonding 

The basic categories of inorganic solids, as distinguished on the basis of 
their structural order, are crystalline, polycrystalline, and amorphous. In 
crystalline solids the atoms are arranged in a periodic, regularly repeated three­
dimensional pattern. This periodic array of atoms with long-range order is called 
a lattice. Polycrystalline materials are composed of numerous crystalline re­
gions, called grains, with different orientation. The region between crystallites in 
this case is called a grain boundary. Amorphous solids posses only short-range 
order with no periodic structure. 

In the crystalline material the entire solid can be recreated by repetitive 
translation of the so-called primitive cell in three dimensions. }-<or geometrical 
convenience, it is also possible to choose a larger atomic pattern, a unit cell, as a 
building block of the crystal. The length of the edge of the unit cell is called the 
lattice constant. 

Crystalline solids, in principle, can be classified on the basis of their struc­
tural symmetry. Although important, such a classification of solids cannot en­
tirely reflect their physical properties. A classification of solids that explains, for 
example, the electrical and optical properties is based on the electronic energy­
band structure of the crystal. 

We will first introduce some definitions for the description of the crystalline 
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structure. Many crystals exhibit anisotropy of physical properties, i.e., dif­
ferences in, for example, electrical and optical properties as a function of 
crystallographic directions. Thus, for the description of crystalline solids, nota­
tions for describing planes and directions in crystals are required. 

All crystal structures are produced by repeating an atom or a group of atoms 
at each point of one of the 14 Bravais space lattices. These all belong to one of 
the seven systems of axes. The unit vectors along the axes, a, b, and c are called 
the basis vectors and may be taken as the edges of a unit cell. This unit cell is 
then translated by integral multiples of the basis vectors to form a lattice. Planes 
in a three-dimensional lattice are identified by their intercepts along the crystal 
axes expressed as integral multiples of the basis vectors. The reciprocals of these 
numbers converted to the smallest set of integers of the same ratio are the Miller 
indices (hkl) for the set of parallel planes. When an intercept along any axis is 
negative, a bar is placed over that index, for example, (Ii kl). Some planes of the 
cubic system, for example, are shown in Figure 2.1. The set of symmetrically 
equivalent planes is denoted {hkl}. Thus, the set of all six cube faces is desig­
nated {tOO}. Directions in the crystal are expressed by their integral components 
along the axes, with the notation [hkl]. The equivalent directions are designated 
as (hkl). Note that in cubic systems a direction [hkl] is normal to the plane (hkl). 
This is, however, not so for other crystal systems. In the hexagonal structure the 
planes are referred to three coplanar axes at 1200 to each other and one axis nor­
mal to them. The indices in this case are (hkil). 

The configurations of atoms in many crystalline solids can be represented 
by a close-packed arrangement of identical spheres. In three dimensions, there 
are three possible positions for other close-packed planes on top of a first such 
layer, namely, A, B, or C (see Figure 2.2). This leads to several structures with 
different stacking sequences. ABCABC ... stacking produces the face-centered 
cubic (f.c.c.) structure of one atom at each point of an f.c.c. Bravais lattice. 
ABAB ... stacking produces the hexagonal close-packed structure based on the 
simple hexagonal lattice. The crystal structures of the important semiconducting 
materials are closely related to these but are produced by stacking pairs of planes 
of atoms vertically above one another, in arrays like those of Figure 2.2. Thus, 
the diamond cubic structure of Si, for example, has the stacking sequence AuB-

x 
(100) (110) (111) 

Figure 2.1. Miller indices of some planes in cubic lattices. 
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Figure 2.2. A close-packed layer of equal spheres. A, B, and C are three possible stacking 
positions for successive planes of atoms. 

I3C'Y AaB I3C'Y ... , where the roman and greek letter pairs denote vertically placed 
planes of atoms. The sphalerite or zinc blende structure of, for example, GaAs 
has the same stacking sequence but now the roman letter planes consist of one 
element (e.g. Ga), and the greek letter sites are occupied by the other element 
(As). For brevity the greek letters are sometimes omitted. The wurtzite structure 
has the stacking sequence AaBI3AaBI3 .... More complex stacking sequences 
called poly types are also possible. In the case of ZnS, for example, the zinc 
blende (sphalerite) structure corresponds to the cubic (often denoted 3C) packing 
ABCABC .... The wurtzite form corresponds to the hexagonal (often de­
noted 2H) packing ABABAB .... The polytype 4H can be represented by 
ABACABAC .... 

Many semiconductors have the diamond structure, which can be described 
as an f.c.c. structure with eight atoms in the cubic unit cell. Every atom in this 
arrangement has four neighbors in a tetrahedral coordination. 

The solid state, as mentioned earlier, can be classified on the basis of its 
structural properties. However, more relevant to our purpose is the classification 
scheme based on the bonding configurations of atoms. 

In a crystal, atoms are held together by a balance between the attractive 
forces that are dominant at larger interatomic distances and the repulsive forces 
dominant at smaller distances. Equilibrium between these forces occurs at the 
interatomic spacing in the crystal. The interatomic forces are quantum mechan­
ical in nature, and they largely depend on the distribution of the outer electrons 
around the nucleus and whether the solid is composed of one type of atom (such 
as Si, for example) or more than one type of atom (for example, GaAs or ZnS). 
There are five basic types of bonding: ionic, covalent, metallic, molecular, and 
hydrogen types. In some cases it is possible to classify solids by the type of bond­
ing. In many solids, however, the bonding between atoms is of mixed charader; 
for example, the interatomic forces may be partially ionic and partially covalent. 
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The ionic bond is formed between strongly electropositive and elec­
tronegative elements (for example in alkali halides). In such solids electrons are 
transferred from one atom to another. In contrast, in covalent bonding the elec­
trons are shared between neighboring atoms. In many compounds the electrons 
are not shared equally between the atoms. This leads to partial ionization and 
mixed ionic and covalent bonding. There is a range of compounds with continu­
ous transition from ionic, through mixed, to covalent bondings. In the metallic 
bond the valence electrons are free to migrate between atoms, and thus they are 
shared by all the atoms in the solid. The bonding in this case is between the 
positive ions and the negative electron gas. The relatively weak molecular, or 
van der Waals, bonding is due to the van der Waals attractive force between 
atoms with closed shells (e.g., inert gas atoms). In this case the attractive force is 
due to the electric dipoles caused by the vibrating electron cloud. In most cases, 
this force is overshadowed by one of the stronger forces present. However, for 
atoms with closed shells (e.g., inert gas atoms), it is the weak van der Waals 
bonding that holds atoms together in the solid. The hydrogen bond is formed in a 
compound of hydrogen and strongly electronegative atoms (e.g., oxygen). In this 
case the hydrogen is positively charged, and it thus can be shared between neigh­
boring atoms or molecules. The luminescent inorganic solids of concern in this 
book have largely mixed ionic and covalent bondings. 

2.2. Energy Levels of Electrons in Solids 

The physical processes in solids can be explained by the quantum theory of 
energy bands. With the formation of a solid, the electron wave functions of con­
stituent atoms overlap. The application of the Pauli exclusion principle in this 
case leads to the splitting of the discrete energy levels of the isolated atoms into 
bands of allowed electron levels separated by forbidden gaps. The electron oc­
cupation of the highest energy bands (Le., the valence and conduction bands), 
which are separated by a (fundamental) energy gap Eg • determines the electrical 
and optical properties of a solid. Thus, depending on the occupation of these 
bands and the size of Eg • solids are classified as conductors, semiconductors, and 
insulators. Solids with partially filled bands are metallic. Solids with a relatively 
narrow band gap separating a filled valence band and an empty conduction band 
are semiconductors. Similarly, solids with a wider band gap, a filled valence 
band, and an empty conduction band are insulators. At elevated temperatures, in 
the conduction band there will be more thermally excited electrons in a semicon­
ductor than in an insulator. 

Important information about the physical properties of crystalline solids is 
expressed by the electronic energy-band structure. This consists of the rela­
tionship between the energy and momentum, as well as the distribution, the den­
sity, and the occupancy of allowed states as a function of energy. 
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The application of a wave approach to free particles leads to a relation be­
tween the momentum p and the wave vector k, where k is related to the wave­
length as k = 2'IT/A. Since p = hlA, the relationship p = li,k is obtained. Thus, 
the energy of free electrons is E = li,2k2I2m. 

In quantum mechanics, an electron is described by a wave function IjI satis­
fying ScbrOdinger's equation 

HIjI = EIjI (2.1) 

where H is the Hamiltonian operator, 

H = (-1i,2I2m) V2 + V(r) (2.2) 

E is the energy of the electron, and V(r) is the potential energy distribution, 
which is zero for a free electron and for an electron inside a potential well, or is 
a periodic function in the crystalline solid. The physical meaning of IjI is that 
11jI12 dV represents the probability of rmding an electron in the volume eN. The 
solution of ScbrOdinger's equation, with appropriate boundary conditions, leads 
to quantized energy levels for electrons inside a potential well. In crystalline sol­
ids, the periodic potential V(r) applies. The solution of ScbrOdinger's equation in 
this case is in terms of the periodic Bloch functions 

ljI(r) = u(r)exp(ikor) (2.3) 

where u(r) is a periodic function, with the period of the crystal structure, which 
depends on the value of k. Since interatomic distances and the potential energy 
distribution in real crystals depend on the direction, the E(k) relationship is also a 
function of the crystallographic orientation. Figure 2.3 presents the E(k) dia-

Figure 2.3. The energy bands for Si and 
GaAs in the [100] and [Ill] directions. Note 
that in the valence bands there are both heavy 
(VI) and light (V2) holes. 

Si GaAs 
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grams for two crystal directions of Si and GaAs (a more complete description 
should be visualized in three dimensions). In three dimensions, discontinuities of 
the bands occur at k-values of ±mrla (where n is an integer) due to Bragg reflec­
tion. The locus of these energy-band discontinuities are boundaries in k-space 
enclosing Brillouin zones. 

The effective mass m* of an electron in the periodic potential of the lattice is 
different from the free-electron mass, and it depends on the curvature of the E(k) 
relationship; i.e., m* = h2(cPEI dk2) ~ 1. 

As can be seen in Figure 2.3, in some cases (e.g., Si) the maximum of the 
valence band does not occur at the same wave vector k as the minimum of the 
conduction band. The solid in this case is an indirect-gap material. If the band 
extrema occur at the same wave vector k (e.g., GaAs), the solid is a direct-gap 
material. 

In quantum mechanics, a particle may be described in terms of a wave pack­
et of length Ax, which is the resultant of individual waves with different ampli­
tudes and nearly equal wavelengths. The position of the particle is defined so that 
the probability of finding the particle at the center of the packet is highest. For 
smaller Ax, the position of the particle is more accurately defined. However, 
since the range of wavelengths I1A in the packet now must be wider, there is 
greater uncertainty in the momentum I1p. The particle's uncertainties are related 
by Heisenberg's uncertainty principle 

Ax I1p ~ hl2 (2.4) 

which implies that on an atomic scale it is impossible to measure simultaneously 
the precise position and momentum of a particle. 

In a semiconductor containing no impurities or defects (i. e., an intrinsic 
semiconductor), at temperatures above 0 K some thermally excited electrons are 
promoted from the valence band to the conduction band. An unoccupied state in 
the valence band is called a hole, and it may be regarded as a positive charge 
carrier that can contribute to the conduction process. Electronic transitions across 
the band gap to the conduction band lead to a spontaneous generation of holes in 
the valence band, and the generated carriers are described as electron-hole pairs. 
After a random movement through the lattice, the electron in the conduction 
band encounters a hole and undergoes a recombination transition. The generation 
of electron-hole pairs and their subsequent recombination is a continuous pro­
cess, and the average time that carriers exist between generation and recombina­
tion is called the lifetime of the carrier. 

During the spontaneous generation of electron-hole pairs, the concentration 
n of electrons in the conduction band is equal to the concentration p of holes in 
the valence band; i.e., n = p = ni , where n i is the intrinsic carrier concentration. 
In the steady state, the thermal generation and spontaneous recombination rates, 
which are temperature-dependent, are equal: Gi = Ri . 
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The availability of charge carriers in the valence and conduction bands is 
greatly affected by the presence of intentionally introduced impurities in the lat­
tice. In this case, the material is called extrinsic, and the process of putting im­
purities into the lattice is called doping. Impurities that contribute electrons to the 
conduction band are called donors, and those that supply holes to the valence 
band are acceptors. Donors are substitutional impurities that have a higher val­
ence than the atoms of the host; thus an electron is donated to the conduction 
band, which leads to an excess of mobile electrons, and the material is referred to 
as n-type. Acceptor impurities have a lower valence than the host, which leads to 
incomplete atomic bonding in the lattice; thus they capture electrons (i.e., supply 
holes to the valence band), and the material is referred to as p-type. 

In an extrinsic semiconductor, electrons are minority carriers and holes are 
majority carriers in p-type material; in n-type material, holes are minority car­
riers and electrons are majority carriers. 

In compound semiconductors, such as the III-V binary compound GaAs, an 
excess of one of the components may also generate donor or acceptor states. 
Thus, an excess of Ga atoms would lead to a p-type material; an excess of As 
atoms, to an _ n-type materia~. 

The binding energy ED of the electron to the donor impurity (i.e., the 
impurity ionization energy) can be estimated by considering an extra electron in 
the donor atom as a particle with an effective mass m* moving in the presence of 
a positive net charge; i.e., the situation is analogous to a hydrogen atom embed­
ded in the dielectric medium of the crystal. Thus, the ground-state binding 
energy of the extra electron becomes 

13.6m* 
ED = 

me2 
(eV) (2.5) 

where 13.6 eV is the ionization energy of the hydrogen atom and e is the 
dielectric constant of the solid. The binding energy is measured relative to the 
conduction-band level; thus, in terms of the energy-band diagram, donor im­
purities introduce levels Ed below the bottom of the conduction band E c so ED = 
Ec - Ed' The electron orbit around the impurity atom (i.e., the spatial extent of 
the wave function) can also be estimated. Thus, the radius of the first Bohr orbit 
becomes r = (em/m*)ao' where ao is the radius of the first Bohr orbit of 
hydrogen. These results indicate that for typical cases, the ionization energies are 
less than the room temperature energy kT of about 0.026 eV, and values of rare 
much larger than the atomic diameter. In other words, most such shallow donors 
are expected to be ionized at room temperature, and the wave functions are 
expected to extend over many atomic diameters; in other words, the electron is 
not localized at the impurity. 

Similar considerations can be applied to acceptor impurities. In this case it 
is convenient to describe a positive hole orbiting a negatively ionized impurity 
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atom. The donor and acceptor binding energies are expected to be somewhat 
different because of the difference in the effective masses of electrons and holes. 
In the band structure diagram the acceptor impurities introduce levels at energies 
Ea lying above the top of the valence band, so EA = Ea - Ev is the acceptor 
binding energy-i.e., the energy required to excite an electron from the valence 
band to the acceptor energy levels. 

If similar concentrations of donors and acceptors are present, one type of 
impurity will cancel out the effect of the other, and the material is said to be 
compensated. 

To summarize, the shallow donor and acceptor impurities we have described 
produce in the crystal relatively small perturbations that lead to the formation of 
bound states in the forbidden gap very close to the boundaries of the conduction 
and valence bands. Thus, they can easily contribute carriers to those bands and 
eventually control the type and the electrical properties of a material. However, 
the simple hydrogenic model for impurity levels is not always applicable. In 
some cases impurities form deep levels in the forbidden gap of a semiconductor. 
In addition to the impurity-induced deep levels, a wide variety of defects may 
also give rise to bound states in the forbidden gap. These states usually produce 
stronger perturbations in the crystal, lie deeper in the gap, and are more lo­
calized. The information about these deep centers is crucial in the analysis of 
luminescent materials, since they usually act as efficient recombination centers 
or traps and control the carrier lifetime. 

Luminescence properties of solids may also depend strongly on iso­
electronic impurities. These centers may be formed by replacing one atom of the 
crystal by another atom from the same group of the periodic table. For example, 
the substitution of N for P in GaP leads to the formation of a deep localized 
acceptor level that can trap an electron, and subsequently, through the coulombic 
attraction, it can also attract a hole. Thus, the isoelectronic trap is an efficient 
radiative recombination center. 

The carrier concentrations in energy bands can be calculated by taking the 
product of the density of states and the occupation probability of the energy 
levels. The former, which is defined as the number of states in the given energy 
interval per unit volume, is given by the parabolic function 

(2.6) 

and the occupation probability is given by the Fermi-Dirac distribution function 

1 
fiE) = ----=-----

I + exp [(E - EF )lkT1 
(2.7) 

where EF is the Fermi level, the energy for which the occupation probability is 
112. For holes, the probability of the state being empty is 1 - fiE). The carrier 



BASIC CONCEPTS OF SaUD STATE PHYSICS 15 

concentration in the bands can be derived by integrating the product of the 
density of states and the occupation probability over the band energy ranges. 

In semiconductors, excitations, such as photon or electron irradiation, may 
lead to the generation of charge carriers in excess of the thermal equilibrium 
densities. Recombination of electron-hole pairs restores that equilibrium. The 
rate R at which recombination occurs is proportional to the product of the elec­
tron and hole concentrations. So, in general, we may write 

R = BnoPo (2.8) 

where B is a constant and no and Po are the equilibrium concentrations of 
electrons and holes. If t1n and t1p are the excess carrier concentrations, we can 
write 

d t1n(t) 
-~ = B[no + t1n(t)][po + t1p(t)] - Bn? (2.9) 

If we assume that nopo = n? and consider the case of low-level injection (i.e., the 
excess concentrations are small) for an extrinsic material (for example, p-type), 
the equation can be simplified to 

d t1n(t) - -- = Bpo t1n(t) 
dt 

(2.10) 

Thus, if the generation process ceases, the original excess carrier concentration 
t1n(O) will decay exponentially: 

t1n(t) = t1n(O) exp( -BPot) = t1n(O) exp( -t/Tn) (2.1l) 

where Tn = (BPO) - 1 is called the recombination lifetime or minority carrier 
lifetime. Similarly, the decay of excess holes in n-type material occurs with decay 
constant Tp = (Bno) - 1. In general, for low-level injection, the carrier lifetime is 
T = [B(no + Po)] -1. In these types of direct recombination, the excess minority 
carriers decay at the same rate as the excess majority carriers. The analysis of 
indirect recombination processes (involving traps) in multi-energy-Ievel systems 
is more complex. These processes will be discussed in the following chapter. 

2.3. Defects in Solids 

Solids, as most macroscopic objects in nature, contain a wide variety of de­
fects (i.e., deviations from the perfect order in the crystal lattice). First of all, a 
free surface of even an ideal solid is a defect, containing, for example, dangling 
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bonds. It is essential to begin the theoretical analysis of solids as systems con­
taining atoms in an infinite regular array. After developing such an ideal picture 
of the solid state, one is left with the task of understanding real solids on the basis 
of the perturbations that irregularities introduce in the nearly perfectly ordered 
crystalline structure and the effects that they have on physical properties of the 
material. General defect categorization schemes have been introduced, and the 
collective effects of categories of defects on macroscopic properties have to be 
considered. 

The basic categories of defects in solids are point defects (e.g., substitu­
tional and interstitial impurity atoms and vacancies), one-dimensional or line de­
fects (dislocations), two-dimensional or planar defects (e.g., grain boundaries, 
stacking faults, surfaces), and three-dimensional or volume defects (e.g., voids, 
defect clusters, inclusions). In addition, the deviation from perfect crystal struc­
ture may result from a variety of elementary excitations, such as phonons (quanta 
of vibrational energy) and excitons (uncharged bound electron-hole pairs). De­
fects in real solids may also interact and form a myriad of possible combinations. 
In this section, these defects will be discussed briefly. Excitons, which are of 
great relevance in the analysis of luminescence processes, are described in the 
following chapter. For a more detailed discussion of defects in crystalline solids, 
see Van Bueren (1960), Cottrell (1964), Hirth and Lothe (1968), Henderson 
(1972), Stoneham (1975), Nabarro (1979-1983), and Hull and Bacon (1984). 

Two simple native (or intrinsic) point defects are a vacancy (i.e., a site in 
the lattice with the atom missing) and an interstitial (i.e., an atom inserted into a 
space (interstice) between the sites of the crystal structure; see Figure 2.4). An 
isolated vacancy in the lattice is termed a Schottky defect, and the associated va­
cancy and interstitial pair is referred to as a Frenkel defect. The missing atom in 
the case of a Schottky defect has migrated to the surface of the crystal or is trap­
ped at an extended defect, such as a dislocation. Although it is not shown in 
Figure 2.4, since the surrounding atoms in the lattice have to accommodate the 
defects, localized regions of distortion are formed in the crystal. Foreign (or ex-
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Figure 2.4. Simple native and foreign point defects. For 
simplicity, the distortion of the lattice around these defects 
is not shown. 
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trinsic) point defects are those formed by impurities as shown in Figure 2.4. In 
some cases, point defects may also form clusters (for example, a vacancy pair) or 
precipitates of impurity atoms. The presence of vacancies can explain the diffu­
sion of an atom through the solid by its movement to a vacancy. This movement 
results in a migration of a vacancy in the opposite direction. Note that atomic 
diffusion may also occur when atoms or ions change their interstitial positions. 
The equilibrium density of vacancies, n, in a crystal, containing N atoms per unit 
volume at a temperature T is given by n = N exp( - Eyl kn, where Ey is the 
energy of formation of a vacancy (usually of the order of an eV). In compound 
crystals (AB), an antisite defect may also form if an A atom occupies a B atom 
site, or vice versa. 

In an ionic compound, in order to maintain electrostatic neutrality, a variety 
of defect complexes (color centers) are formed by the presence of vacancies. The 
simplest of these is the F-center, which is an electron trapped in a negative-ion 
vacancy. The center has discrete energy levels. Other color centers, composed of 
trapped-hole centers and clusters of centers may also form. Electrons may be­
come trapped in clusters of vacancies, which then can be examined by determin­
ing the spectroscopic properties of the trapped electrons. 

Two elementary types of dislocation (Figure 2.5) are an edge dislocation 
(which can be described as the edge of an extra plane partially inserted into the 
crystal) and a screw dislocation (which introduces a helical distortion into the 
crystal). The type and distribution of dislocations present in crystalline materials 
affect a wide range of properties, such as crystal growth, mechanical strength, 
and certain electronic and optical properties. Dislocations may be grown-in, for 
example, when point defects aggregate at some atomic plane. Alternatively, dis­
locations can be introduced when the stress causes atomic planes to slip past each 
other at high temperatures during growth or processing. The nature of a disloca­
tion is specified by its (arbitrary) positive line direction I and the Burgers vector 
b. The definition of the Burgers vector involves executing an atom-to-atom 
closed loop, called a Burgers circuit, in a right-hand sense about an arbitrarily 
chosen I. A corresponding atom-to-atom Burgers circuit in a perfect "reference 
crystal" will not close. The closure failure, taken in the sense from "finish" atom 
to "start" atom is the Burgers vector on this standard FS/RH (finish-to-start, 
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Figure 2.5. A positive edge dislocation and a right-handed screw dislocation. 
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right-hand) sign convention. Applying elasticity theory to the strain field outside 
a severely strained core region and iJ?tegrating halfway out to the next disloca­
tion, an expression for the energy of a dislocation can be obtained. This energy is 
large, many electron volts per atom length along the line. Hence, dislocations do 
not occur in thermodynamic equilibrium (unlike point defects, such as vacan­
cies), and large dislocation-free crystals have been produced notably in Si. The 
elastic energy of a dislocation is also found to be proportional to 1 b 12. Thus, the 
only dislocations that occur are the "unit" dislocations with b given by the short­
est translation vector of the crystal lattice. For example, b = a/201O) for 
crystals with structures based on the f.c.c. lattice, such as Au, Si, and GaAs. The 
slip direction for plastic deformation is given by b. Two simple geometrical ex­
treme cases can be distinguished, depending on the relation between I and b. For 
an edge dislocation, the Burgers vector is perpendicular to the dislocation line; 
for a screw dislocation, the Burgers vector is parallel to the dislocation line (Fig­
ure 2.5). In real solids, dislocations are often intermediate between these two 
extreme types of defects, and in many materials dislocations are curved. To mini­
mize the total strain energy of the lattice, dislocations interact with one another, 
which may lead to their annihilation. Point defects also interact with disloca­
tions. This can result in impurity segregation or precipitation at dislocations, 
which can have a crucial effect on the electrical and optical properties of solids. 
These interactions may be due to elastic strain fields. In semiconductors and in­
sulators, electrical and chemical bonding interactions are also important. For ex­
ample, the dangling bonds at the dislocation core may capture electrons from the 
conduction band of an n-type semiconductor and thus lead to the formation of a 
cylindrical space-charge region around the dislocation. For a review of this field, 
see Labusch and Schroter (1980). Dislocation densities are 104 cm - 2 or lower in 
commercial wafers of Si and GaAs semiconductors, for example. However, 
much higher dislocation densities (N D 2: 107 cm - 2) may be present, for exam­
ple, in thin epitaxial films due to the interfacial misfit strain when the layers are 
deposited on substrates with different lattice constants, and in the cell structure in 
undoped semi-insulating GaAs, etc. In materials other than semiconductors, dis­
location densities are generally high (> 106 cm - 2, for example). 

In polycrystalline materials, lattice misorientations between the adjoining, 
randomly oriented crystallites result in grain boundaries, which can block the 
movement of dislocations. When the misorientation between adjacent grains is 
small, the boundary is called low-angle and consists of an array of well-separated 
dislocations. This representation is valid for angles up to about 20°. For larger 
angles, when the separation between the dislocations is so small that their core 
structures begin to overlap, the boundary structure cannot be resolved into dis­
locations but must be analyzed as a defect in its own right. 

As mentioned earlier, various crystalline structures can be described by their 
stacking sequence of layers in a close-packed arrangement. Thus, the sequence 
ABCABC ... represents the f.c.c. packing, and the ABABAB ... corresponds 



BASIC CONCEPTS OF SOLID STATE PHYSICS 19 

to hexagonal close packing. If the sequences go wrong, say a layer is missing 
(ABCACABC ... ) or an extra layer is inserted (ABCACBCABC. .. ) in the cubic 
case, then a stacking fault is formed. In the hexagonal case, for example, a stack­
ing fault is formed when a layer in the C position is introduced or when a C layer 
replaces an A or B layer. 

Volume defects are formed, for example, from vacancy clusters, which may 
grow and eventually collapse to form dislocation loops with additional vacancies 
condensing on them. Impurity atoms and vacancies may also form large three­
dimensional aggregates. Some impurities may precipitate into a separate phase in 
a solid. Additional three-dimensional defects are, for example, cracks, inclu­
sions, and pores. 

As will be shown in subsequent chapters, defects playa crucial role in lumi­
nescence phenomena. In general, the presence of defects may lead to (1) the in­
troduction of energy levels in the band gap, which may significantly affect the 
optical properties of the material; (2) a reduced carrier mobility due to increased 
scattering by defects; and (3) the changes in the recombination rates and mecha­
nisms of excess carriers in luminescence phenomena. 



3 
Luminescence Phenomena 

3.1. Types of Luminescence 

Different terms for luminescence are used in optoelectronics semiconductors, in­
organic phosphors, and organic molecules. Here we attempt to introduce them in 
a general form. 

When a solid is supplied with a certain form of energy, it may emit photons 
in excess of thermal radiation. This process is called luminescence, and, depend­
ing on the source of excitation of the luminescent material, one may categorize 
the process as, for example, photoluminescence (photon excitation), 
cathodoluminescence (excitation by energetic electrons, or cathode rays), chemi­
luminescence (energy supplied by chemical reaction), and electroluminescence 
(excitation by application of an electric field). Another distinction is commonly 
made between fluorescence and phosphorescence, which differ in the time delay 
before the emission of photons. After the excitation is stopped, the duration of 
the emission is determined by the lifetime of the electron transition from one en­
ergy level to another. When the emission of photons is due to a direct transition 
from the excited to the ground state within about 10- 8 sec, the luminescence is 
called fluorescence. Luminescence that persists after the excitation stops is called 
phosphorescence; materials exhibiting this property are called phosphors and are 
used as powders in fluorescent lamps, cathodoluminescent television screens, 
etc. The emission may persist from about 10- 7 sec to minutes and hours in long­
persistence phosphors. In such cases, transitions through intermediate metastable 
states determine the duration of the luminescence after the termination of the ex­
citation. In organic molecules, fluorescence is due to permitted singlet-singlet 
state transitions, and phosphorescence is due to "forbidden" triplet-singlet 
transitions. 

Luminescence from inorganic phosphors is generally due to the presence of 
small amounts of impurities known as activators. (Activators may also form due 
to a stoichiometric excess of one of the constituents in the material.) The sol-
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ubility limit of the activator may be increased by introducing other impurities, 
called coactivators, in the material. Luminescence in semiconductors is gener­
ally described in terms of the radiative recombination of electron-hole pairs. This 
may involve transitions between states in the conduction or valence bands and 
those in the band gap of the material due to, for example, donors and acceptors. 
These differences in terminology arose historically, but relate to the lumines­
cence mechanisms. Industrial phosphors were developed not on the basis of the 
band structure theory but on such semiempirical, crystal defect chemistry con­
cepts as activators and coactivators. The luminescence in traditional phosphors 
and semiconductors can be distinguished as mainly due to either energy transfer 
(excitation in phosphors) or charge carrier recombination (in semiconductors) 
mechanisms, but this distinction does not apply to all cases. For example, rare­
earth- and transition-metal-activated luminescence from semiconductors can be 
of either type (Robbins and Dean, 1978). 

The emission of photons in luminescence processes is due to an electronic 
transition between an initial state Ei and the final state Ef" The energy, or the 
wavelength, of the emitted photon can be found from the relation 

hv = helX. = Ef - Ei (3.1) 

In many wide-band-gap materials, emission of photons occurs in the visible 
range (about 0.4 to 0.7 j-Lm, corresponding to about 3.1 to l.8 eV). In many 
luminescence phenomena light is also emitted at longer wavelengths in the near­
infrared region. In the literature, the luminescence results are presented in terms 
of both wavelength and energy. The wavelength X. (in j-Lm) of a photon is related 
to the photon energy E (in eV) by X. == l.2398/E. 

3.2. Intrinsic and Extrinsic Luminescence 

In inorganic solids light is emitted as the result of electronic transitions be­
tween quantum mechanical states differing in energy by less than 1 e V to more 
than several eY. Luminescence emission spectra can be divided between (1) in­
trinsic, fundamental, or edge emission and (2) extrinsic, activated, or charac­
teristic emission. Intrinsic luminescence, which appears at ambient temperatures 
as a near Gaussian-shaped band of energies with its intensity peak at a photon 
energy hvp == Eg, is due to recombination of electrons and holes across the fun­
damental energy gap, so it is an "intrinsic" property of the material. This edge 
emission band, arising from essentially conduction-band to valence-band transi­
tions, is produced by the inverse of the mechanism responsible for the fundamen­
tal absorption edge. Thus, any change in Eg , due to, say, temperature, crystal 
structure in polymorphic materials, or high doping concentrations, can be 
monitored by measuring hvp (see, for example, Davidson, 1977; Datta et al., 
1977; Holt and Datta, 1980; Warwick and Booker, 1983). 
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Energy and (crystal) momentum (hk) must be conserved during the elec­
tronic transitions. As was mentioned in Chapter 2, when the maximum of the 
valence band and the minimum of the conduction band occur at the same value of 
the wave vector k(Figure 3.1a), transitions are direct or vertical, and the material 
is a direct-gap semiconductor (for example, GaAs, ZnS). In materials with a di­
rect gap, the most likely transitions are across the minimum-energy gap, between 
the most probably filled states at the minimum of the conduction band and the 
states most likely to be unoccupied at the maximum of the valence band. Radi­
ative recombination between electrons and holes is relatively likely in such tran­
sitions. If the band extrema do not occur at the same wave vector k (Figure 3 .1 b), 
transitions are indirect. For momentum in such an indirect-gap material (for ex­
ample, Si, GaP) to be conserved, phonon participation is required. Thus, the re­
combination of electron-hole pairs must be accompanied by the simultaneous 
emission of a photon and a phonon. Since this requires an extra particle, the 
probability of such a process is significantly lower compared with direct transi­
tions. Therefore, fundamental emission in indirect-gap semiconductors is rela­
tively weak, especially when compared with that due to impurities or defects. 

Band-gap values and types of fundamental transitions for some inorganic 
solids are given in Table 3.1. 

The emission spectra (in both direct and indirect semiconductors), which 
depend on the presence of impurities, are extrinsic in nature. In phosphor termi­
nology, luminescence emission bands in these cases are "activated" by impurity 
atoms or other defects, and the emission features are characteristic of the particu­
lar activator. Such radiation can be made much more intense than intrinsic CL at 
ambient temperatures even in direct-gap materials. This is the aim of phosphor 
technology, and it is the reason for regarding the desired activated emission as 
characteristic . 

When an electron is promoted into the conduction band, the electron and 
hole become free and they can move independently in corresponding bands. It is 

Conduction 
E band 

(a) 

Valence 
band 

k 

E 

(b) 

Valence 
k band 

Figure 3.1. The energy transitions in (a) direct- and (b) indirect-gap semiconductors between 
initial states E; and final states Ej- For indirect transitions the participation of a phonon (Eph) is 
required. 
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Tabl. 3.1. Values and Types of Band Gaps of Some Inorganic 

Solids * 

Energy gap 

Inorganic E8 (0 K) Eg (300 K) 
solid (eV) (eV) Type 

Ge 0.74 0.66 Indirect 
Si 1.17 1.12 Indirect 
C (diamond) 5.49 5.47 Indirect 
SiC (ZB) 2.68 2.20 Indirect 
SiC (6H) 3.04 2.98 Indirect 
InP 1.42 1.35 Direct 
GaAs 1.52 1.42 Direct 
AISb 1.68 1.58 Indirect 
AlAs 2.24 2.16 Indirect 
GaP 2.34 2.26 Indirect 
AlP 2.50 2.43 Indirect 
GaN 3.50 3.36 Direct 
CdTe 1.60 1.50 Direct 
CdSe 1.85 1.74 Direct 
ZnTe 2.39 2.28 Direct 
CdS 2.56 2.42 Direct 
ZnSe 2.80 2.58 Direct 
ZnO 3.44 3.35 Direct 
ZnS (ZB) 3.84 3.68 Direct 
ZnS (W) 3.91 3.75 Direct 

* After Pankove, 1971 and Sze, 1981. ZB, zinc b1ende; W, wurtzite; and 6H, 
poJytype 

possible at low temperatures for electron-hole pairs to form a bound state, an 
exciton. The coulombic interaction between the pairs, modified by the dielectric 
constant of the semiconductor, brings their energy levels closer together than the 
width of the energy gap. Excitonic states, which exist just below the conduction 
band, are analogous to electronic states in the hydrogen atom. In other words, 
excitons can exist in a series of bound states in the gap. Excitonic levels are ob­
servable at low temperatures at which kT is smaller than the excitonic binding 
energy, which can be anything from an e V to tenths of an me V, depending on the 
material. Recombination emission of the excitonic state produces photons of en­
ergies, which in most III-V compounds correspond approximately to the band 
gap of a semiconductor; thus it is an intrinsic process. Some workers prefer the 
term near-hand-gap radiation for the intrinsic luminescence band, because excit­
ons and shallow recombination centers may contribute to this emission at room 
temperature. 

A simplified set of radiative transitions that lead to emission in semiconduc­
tors containing impurities is given in Figure 3.2. General properties of these tran­
sitions will now be discussed briefly. 
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Figure 3.2. Schematic diagram of radiative transitions between the conduction band (Ed, the 
valence band (Ev) and exciton (EE)' donor (ED) and acceptor (EA ) levels in a semiconductor. 

Process 1 is an intraband transition: an electron excited well above the con­
duction-band edge dribbles down and reaches thermal equilibrium with the lat­
tice. This thermalization process may lead to phonon-assisted photon emission 
or, more likely, phonon emission only. The luminescence from microplasma 
breakdown of Si p-n junctions, for example, is due to this mechanism. 

Process 2 is an interband transition; this produces intrinsic luminescence. In 
this case, direct recombination between an electron in the conduction band and a 
hole in the valence band results in the emission of a photon of energy ltv == Eg • 

Although this recombination occurs from states close to the corresponding band 
edges, the thermal distribution of carriers in these states will lead, in general, to a 
broad emission spectrum. 

Process 3 is the exciton decay observable at low temperatures; both free ex­
citons and excitons bound to an impurity may undergo such transitions. For 
bound excitons, one of the charge carriers is localized at a center that can assist in 
conserving momentum during the transition. This will be especially important in 
indirect-gap materials. In the literature, these transitions are often denoted with 
special symbols. Thus, free-exciton recombination is denoted X; recombination 
of an exciton bound at a neutral donor is DOX, of an exciton bound at a neutral 
acceptor is A oX, and of excitons bound to the corresponding ionized impurities 
are D+X and A -X. 

Processes 4, 5, and 6 arise from transitions that start and/or finish on lo­
calized states of impurities (e.g., donors and acceptors) in the gap; these produce 
extrinsic luminescence. The recombination processes between free carriers and 
trapped carriers of the opposite type are known as the Lambe-Klick model 
(process 4 representing donor-to-free-hole transition labeled as DOh) and the 
Schon-Klasens model (process 5 representing free-electron-to-acceptor transition 
labeled eAO), and the donor-acceptor pair (DAP) recombination model (process 
6) is known as the Prener-Williams model in the phosphor literature. These last 
three processes account for most of the processes in a wide variety of lumines­
cent materials. 
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Similar transitions via deep donor and deep acceptor levels can also lead to 
recombination emission with photon energies well below the band gap. Shallow 
donor or acceptor levels can be very close to the conduction and valence bands. 
Thus, to distinguish between shallow impurity transitions and those associated 
with the intrinsic band-to-band transitions, we must perform measurements at 
liquid helium temperatures. The energy of the transition in the case of deep levels 
is much smaller than that of the band-to-band transition. (Ionization energies of 
donors and acceptors in GaAs and GaP, for example, are given in Tables 3.2 and 
3.3.) In wide-band-gap materials, however, transitions associated with deep lev­
els may result in the emission of photons in the visible and near-infrared ranges. 
An electron in these types of impurity states is highly localized in space; i.e., it 
has a wave function that extends only to the nearest neighbors. From the Heisen­
berg uncertainty principle it then follows that if the uncertainty in the position ax 
is small, the uncertainty in the momentum IIp must be large. Since p = hk, we 
can write llk ;::: (2 ax) - 1, and therefore the energy of a deep level extends over a 
wide range of k-values. Consequently, this allows a direct transition from the im­
purity level to a wide range of extended states without the participation of pho­
nons. This is especially relevant to indirect-gap materials. 

Transition 7 represents the excitation and radiative deexcitation of an im­
purity with incomplete inner shells, such as a rare-earth ion or a transition metal. 

Table 3.2. Ionization Energies of Some 
Impurities in GaAs at Liquid Helium 

Temperatures * 

Donors Acceptors 
(meV) (meV) 

C 6.0 C 26.0 
Si 5.8 Si 35.0 
Ge 6.1 Ge 41.0 
S 6.1 Zn 31.0 
Se 5.9 Be 28.0 
Te 5.8 Mg 29.0 
Sn 6.0 Cd 35.0 
0 400,750 Li 23,50 

Au 90 
Mn 100 
Ag 110 
Cu 150. 470 
Co 160 
Sn 171 
Ni 210 
Fe 520 
Cr 790 

* After Casey and Trumbore. 1970 and Ashen el al., 1975. 



LUIIIIINESCENCE PHENOIIIIENA 27 

Table 3.3. Ionization Energies of Impurities in GaP* 

Isoelectronic 
Donors Acceptors traps 
(meV) (meV) (meV) 

Li 58, 88.3 C 46.4 N -8 
Sn 69 Be 48.7 Bi -38 
Si 82.1 Mg 52 Zn·O 300 
Te 89.8 Zn 61.7 Cd-O 400 
Se 102.7 Cd 94.3 
S 104.1 Si 202 
Ge 201.5 Ge 257 
0 895.5 Co 410 

*After Bergh and Dean, 1976 and Casey and Trumbore, 1970. 

Recombination of electron-hole pairs may occur via nonradiative processes 
as well, as, for example, for process 1 in Figure 3.2. Examples of nonradiative 
recombination processes are (1) multiple-phonon emission (i.e., direct conver­
sion of the energy of an electron to heat); (2) the Auger effect, in which the ener­
gy of an electron transition is absorbed by another electron, which is raised to a 
higher-energy state in the conduction band, with subsequent emission of the elec­
tron from the semiconductor or dissipation of its energy through emission of pho­
nons (thermalization); this process is especially important for high concentrations 
of excess charge carriers; and (3) recombination due to surface states and defects. 
These processes are more difficult to analyze (see Pankove, 1971). 

As mentioned earlier, lattice defects can also introduce localized levels in the 
band gap. Dislocations, for example, may produce both shallow levels due to the 
elastic strain fields and deep levels associated with dangling bonds. A wide variety 
of native point defects, such as vacancies and their complexes with impurity 
atoms, may be present and may introduce a wide range of localized levels in the 
band gap in binary semiconductors, such as GaAs (see Milnes, 1983). 

In a degenerately doped semiconductor, in which the impurity concentration 
exceeds the value for which the large-radius wave functions of the shallow states 
begin to overlap, the energy levels broaden into a band. If such a band, for exam­
ple, is near the top of the valence band, it might even overlap with valence states. 
The energy gap in such cases depends on the doping concentration, and the pho­
ton energy of the previously intrinsic emission will depend on the concentration 
of impurities (see Pankove, 1971). 

3.3. Optical Absorption and Emission 

In the fundamental absorption process, a photon excites an electron from the 
valence band to the conduction band. Energy and momentum must be conserved 
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in this process. Since the photon momentum is small compared with the crystal 
momentum, the absorption process should essentially conserve the electron mo­
mentum (i.e., fik). Optical absorption is expressed in terms of the absorption co­
efficient a, defined by Lambert's law 

1 = 10 exp( -ax) (3.2) 

for the radiation intensity I falling off with distance x through the sample. The 
absorption coefficient can be expressed as (see Pankove, 1971) 

(3.3) 

where ni is the concentration of electrons in the initial state, nf is the concentra­
tion of empty energy levels in the final state, P if is the transition probability, and 
the sum is over all initial and final states. For direct transitions between parabolic 
conduction and valence bands, the absorption coefficient is described by (see 
Pankove, 1971) 

(3.4) 

In these expressions hvo = Eg • hv and hvo are in eV, a is in cm -1, and A = 2 X 

104 • In the absorption edge region in many materials, however, a was found em­
pirically to obey Urbach's rule (Urbach, 1953): 

a(hv) = a o exp[g(hv - hvo)] (3.5) 

The coefficient g is a temperature-dependent parameter for ionic crystals: 

g = CJlkT (3.6) 

where CJ depends on a phonon energy hwo: 

(3.7) 

For covalent semiconductors g was found to depend on the concentrations and 
the electrical charges of impurities (for a general review of Urbach's rule see 
Dow and Redfield, 1972). Dow and Redfield (1972) explained the exponential 
form of absorption edges in terms of internal-electric-field-assisted broadening of 
the lowest excitonic state. The sources of these internal microfields can vary 
from material to material and may involve phonons (longitudinal optical and lon­
gitudinal acoustic), ionized impurities, dislocations, surfaces, and other defects 
(Dow and Redfield, 1972). The Dow and Redfield model of internal electrical 
microfields is not universally accepted, but it does provide a quantitative expla-



LUMINESCENCE PHENOMENA 29 

nation of most observations on the low-energy tails of absorption edges in a wide 
range of materials. Their model was also successfully applied, as mentioned be­
fore, to describe the shape of the band-to-acceptor emission in lightly doped 
GaAs:Cd crystals (Dow et ai., 1973). However, alternative explanations of Ur­
bach's rule have been proposed (see Dow and Redfield, 1972; Knox, 1983 and 
references therein). These include, for example, a model of momentary exciton 
trapping by phonons, proposed by Sumi and Toyozawa (1971), and a model of a 
thermal fluctuation shift of the band edge, presented by Skettrup (1978). No 
model, including the Dow-Redfield one, holds for all cases (Knox, 1983). It is 
very likely that several mechanisms have to be invoked in order to explain the 
Urbach rule in a wide variety of materials. 

As mentioned previously, in indirect-gap materials the maximum energy of 
the valence band and the minimum energy of the conduction band do not occur at 
the same wave vector k. In such cases, in order to conserve both energy and 
momentum, transitions involve photons, electrons, and phonons. The latter, in 
contrast to photons, have low energy but relatively high momentum. Thus, 
momentum in indirect transitions is conserved via absorption or emission of a 
phonon with a characteristic energy Ep. It can be shown (see Pankove, 1971) that 
the absorption coefficient for a transition involving phonon absorption is given 
by 

(3.8) 

The absorption coefficient for a transition involving phonon emission is given by 

A(hv - E - E)2 
0: (hv) = g p 

e 1 - exp(-EplkT) 
(3.9) 

Both phonon absorption and emission are possible for hv > Eg + Ep' and thus 
the absorption coefficient is 

(3.10) 

The absorption process in indirect-gap materials requires the involvement of an 
extra particle (phonon) as compared with the direct-gap case. Thus, the proba­
bility of the absorption of light (and the absorption coefficient) in indirect-gap 
materials is much lower than in direct-gap materials. This means that light has to 
pass a large distance into the material before being absorbed. 

At the absorption edge, 0: may vary in the range between 104 and 105 cm - 1 

for direct transitions, and it may have values between 10 and 103 cm - 1 for 
indirect transitions. 

In principle, the shapes of the absorption and emission bands of luminescent 
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point defects can be obtained from configuration coordinate modeLs (see Klick 
and Schulman, 1957; Markham, 1959). The basic features of this model are 
illustrated in Figure 3.3. This is a schematic representation of the effect of the 
relaxation of the crystal around the center following optical transitions. It repre­
sents the center as a "vibronic" (vibrational and electronic) system. Consider the 
center in its ground state at 0 K. The electron then occupies the n = 0 vibrational 
level of the electronic ground state (lower curve). Transitions to the excited state 
(upper curve) will occur only from this level. Electronic transitions take place in 
times much shorter than those required for the relaxation of the positions of 
neighboring atoms to the excited state configuration. The optical transitions are 
therefore represented by vertical transitions in configuration coordinate models. 
This is known as the Frank-Condon principLe. As can be seen in Figure 3.3, the 
absorption transition from the midpoint of the n = 0 vibrational level carries the 
electron to a point on the excited electronic state curve corresponding to m = 8 
(i.e., the eighth vibrational excited state). Projecting the end points of the n = 0 
state vertically gives the width of the absorption band (i .e . , the extreme values of 
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Figure 3.3. The configuration coordinate model for a radiative recombination center involving a 
mean excitation of eight phonons in the excited state. The breadth of the absorption and emission 
bands at 0 K are indicated. (After Henderson and Wertz, 1968.) 
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Ea that can give rise to the transitions from the n = 0 vibrational level). Absorp­
tion transitions occur with various probabilities from all positions consistent with 
the spatial extent of the initially occupied vibrational state. The transition energy 
varies as the luminescence center vibrates throughout the region represented by 
the horizontal line of the occupied vibrational level in the configuration coordi­
nate diagram. The probability of occurrence of a transition from each value of Q 
is proportional to Il\In(Q)12, where I\In is the oscillator wave function for the nth 
state. The simplest assumption is that of the harmonic approximation. The max­
imum probability of transition occurs at the equilibrium position value of Q. 
Transitions from this point give rise to the peak of the band. The width of the 
band is defined by the spatial limits of the line representing the initial vibrational 
state. As the temperature increases, higher and higher vibrational states (of larger 
n-value) are occupied, giving broader absorption bands. Mter the excited state 
has been reached by absorption, the configuration relaxes by emission of pho­
nons (eight in this example) to the m = 0 vibrational level. When the electron 
returns to the ground state, emission of radiation is again a vertical transition 
corresponding to Ee' The band peak corresponds to the maximum probability in 
the m = 0 state at Q = A. Since Ea > Ee, there is a spectral shift (known as the 
Stokes shift) between the absorption and emission bands. As the result of the shift 
of the luminescence bands to lower energies (relative to the absorption bands), 
the luminescence is not reabsorbed by the material. It can be seen that the greater 
the number of phonons excited in the transition, the greater will be the Stokes 
shift. Conversely, the weaker the lattice coupling (i.e., the fewer the phonons), 
the greater is the amount of spatial overlap of the lowest vibrational states m = 0 
and n = O. If there is significant overlap of these wave functions, the m = 0 state 
can be reached without the emission of phonons, and a transition can occur to 
emit a photon of energy Eo = Ea' In this case, the Eo emission is known as the 
zero-phonon-line. 

The probability of an emissive transition between any pair of levels is given 
by 

(3.11) 

where f is the oscillator strength of the transition and (I\Imll\ln) is the overlap 
integral for the harmonic oscillator wave functions of the two vibrational levels. 
The overlap integral between the displaced wave functions I\Im and I\In has been 
evaluated (see Markham, 1959), and the result, which defines the optical line 
shape at low temperatures, is 

(3.12) 

where S is effectively the number of phonons excited in transitions upward from 
Q = 0 (eight in Figure 3.3) and is known as the coupling or Huang-Rhysfactor. 
This expression gives the relative intensities of the zero, one, two, etc., phonon 
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Figure 3.4. Plots of the shape function POm as a function of m for absorption bands according to 
equation (3.12) for several values of S. For large S (S = 10) the shape is close to the Gaussian band. 
(After Henderson and Wertz, 1968.) 

lines (m = 0, 1, 2, ... ) for transitions after the ground electronic state has relaxed 
completely. Examples of the optical line shapes derived from equation (3.12) are 
shown in Figure 3.4, which presents the relative probabilities of phonon lines for 
several values of the coupling factor S. For small S, the zero-phonon line ap­
pears. When S is large, the band shape (the envelope of the lines) approaches that 
of a Gaussian and the peak occurs at S = m. 

Sharp zero-phonon lines have been observed from many centers. The nar­
rowness of this line and its relative simplicity make it useful in studies designed 
to determine the nature of the center by observing the effect of externally applied 
fields on the emission. 

The quantum mechanical configuration coordinate theory of phonon-cou­
pled emission predicts, assuming the harmonic approximation for lattice vibra­
tions, a Gaussian band with peak position (see Klick and Schulman, 1957; 
Markham, 1959) 

(3.13) 



LUMINESCENCE PHENOMENA 33 

and full width at half-maximum 

W(I) = W(O) [coth(hwol2kI)p/2 (3.14) 

Here hwo is the energy of the "effective phonon," k is Boltzmann's constant, and 
T is the temperature. Experimental studies, however, indicated that the shapes of 
both the intrinsic (edge emission) and extrinsic emission bands in II-VI com­
pounds (Yacobi et al., 1977; Datta et al., 1979a, 1980a) and MgO (Datta et al., 
1979b) are not entirely of Gaussian form. At elevated temperatures (above 77 K), 
these emission bands generally have an asymmetric Gaussian form around the 
peak, followed on either side by low- and high-energy exponential tails (see 
Figure 3.5). Thus, the form of the luminescence band can be expressed semiem­
pirie ally as (see Yacobi et al., 1977) 
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Figure 3.5. Edge emission band data for CdS at room temperature. The straight-line segments in 
the upper plot show that in region G near the maximum the band has an asymmetric Gaussian form. 
The straight lines in the lower plot show that in the low-energy (LE) and high-energy (HE) regions the 
form of the band is exponential. (After Yacobi et al., 1977.) 
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where L is the intensity, g and 13 are shape parameters, and hv and hvo are the 
photon energies at a particular wavelength and at the peak, respectively. For the 
low- and high-energy regions of the band, 13 = 1 and exponential tails are 
obtained, but around the peak 13 = 2 and the shape is Gaussian. The slope 
parameter g = fILl kT for the low-energy exponential case, g = -fI HI kT for the 
high-energy exponential region, and g = -T2 for the Gaussian ranges of energy. 
These parameters for some materials are presented in Table 3.4. The relative 
magnitudes of the corresponding slope parameters give the degree of asymmetry 
of the emission bands. The numbers quoted in Table 3.4 may be affected by the 
impurities present in these materials. This might explain the difference in the 
slope fI L of the exponential low-energy (LE) region and the half-width H 
between, for example, ZnS and CdS in the table, since they have similar slopes 
(fI = 2) at room temperature for exponential absorption edges. Thus, the values 
in Table 3.4 should not be taken as characteristic of the pure material, since 
impurities may strongly affect the emission band shape in a manner similar to 
that found for GaAs (Casey and Kaiser, 1967). The range of fitting of the 
Gaussian function was found to vary significantly as a function of the structure. 
For example, as can be seen in Table 3.5, the ranges of validity of the Gaussian 
function are not as wide in the hexagonal structure of ZnS:Cl than those observed 
for the cubic structure of that material at the same temperature (Datta et al., 
1979a). This could be due to faulting, typical of hexagonal phase material in 
these platelets, which was observed with a low density even in the best areas 
selected for the analysis. This faulting may also explain the lower photon emis­
sion from the hexagonal structure, compared with the cubic phase. Another 
possible explanation for the better Gaussian fitting is the fact, derived from 
electron spin resonance (ESR) results (Schneider et aI., 1965), that there are two 
symmetries for the self-activated center in the hexagonal structure and only one 
in the cubic phase. This center has been identified as a group VII impurity (for 
example, Cl) substituted for a S2 - ion adjacent to a Zn vacancy, as first proposed 

Tabl. 3.4. Band-Shape Parameters (at Room Temperature) According to Equation (3.15) for 
Edge and Impurity Emissions in Some II-YI Compounds (corrected for spectral response of the 

CL detection system) * 

Ep H TLEG THEG 
(eY) (eY) (eY-l) (eY-l) CIL -CIH 

Zns (2H) 3.740 0.10 14.2 17.7 0.38 1.3 
ZnS (3C) 3.657 0.11 13.2 18.2 0.40 1.4 
CdS 2.432 0.08 19.7 21.7 0.72 1.3 
Zno 3.19 0.15 10.2 12.9 0.31 0.93 
ZnS:Cl (2H) 2.634 0.51 2.97 3.61 0.28 0.32 
ZnS:Cl (3C) 2.539 0.46 3.87 3.99 0.32 0.33 

"After Yacobi et aI., 1977; Datta et al., 1979a, 1980a. 
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Table 3.5. Cathodoluminescence ZnS:CI (SA) Band-Shape Parameters; Full Width at 
Half-Maximum H in eY; Slopes TLEG and THEG for Gaussian (G); (LEG) Fraction of the Band 

Which is Gaussian on the Low-Energy Side, (HEG) Fraction of the Band Which is Gaussian on 
the High-Energy Sid~* 

Temperature H TLEG (LEG) THEG (HEG) 
Structure (K) (eY) (eY-l) % (eY-l) % 

292 0.46 3.87 58 3.99 48 
Cubic 200 0.39 4.14 69 4.26 60 

120 0.36 4.68 82 4.76 77 
78 0.35 4.77 87 4.88 79 

Hexagonal 292 0.51 2.97 46 3.61 34 
78 0.39 4.18 56 4.54 41 

* After Datta et al., 1979a. 

by Prener and Williams (1956). At liquid helium temperature, a trapped hole in 
the excited SA center is fixed at one S2 - ion. But at higher temperatures (near 77 
K), the hole hops rapidly among the S ions neighboring the Zn vacancy. The ESR 
results were shown (Schneider et at., 1963) to be consistent with this model: at 
77 K, the symmetry of the hole-electron spin-resonance spectrum was indicative 
of only partial localization on a sulfur orbital. Thus, with increasing temperature, 
a wave function common to all the bands associated with the vacancy should be 
considered. This may explain the greater deviation from the Gaussian function 
description for the hexagonal structure at higher temperatures. The effect of 
impurities on the band-shape parameters of the self-activated emission in ZnS 
was also demonstrated by Thomas et at. (1984). ZnS samples in that study 
contained various amounts of Cu contaminants. The temperature behavior of the 
luminescence peak, as well as the band-shape parameters and the extent of the 
Gaussian fit to these emission bands, was found to depend strongly on the 
amount of Cu in the material. Thus, it should be expected that the band-shape 
analysis will depend strongly on both the type and amount of possible dopants or 
contaminants. 

The temperature variation of both the low-energy slope (T L and the high­
energy slope -(TH for CdS is shown in Figure 3.6. These experimental points 
cannot be fitted to the function F ex: (2kTlhwo)tanh(hwol2kT), which extends the 
Boltzmann probability distribution of a classical oscillator to low temperatures 
where the zero-point oscillations of a quantum mechanical oscillator become 
important and that usually describes the temperature dependence of the slope of 
absorption edges (Mahr, 1962). More experimental data and careful analysis on 
other materials will be useful for understanding of these features of lumines­
cence. A significant conclusion of these results is that the harmonic approxima­
tion for lattice vibrations seems to be inadequate. More realistic phonon coupling 
models are required in order to explain these observations. 

In early work, Mahr (1962, 1963) and Toyozawa (1959, 1964) proposed a 
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two-mode model for coupling of the electronic transitions to the lattice vibrations 
in ionic crystals. Both linear and quadratic modes are assumed to interact with 
the electronic transitions, and this leads to both a Gaussian shape around the 
maximum (linear interaction) and an exponential function at the edge (quadratic 
interaction). Keil (1966) later presented quantum mechanical modifications to the 
semiclassical model proposed by Mahr and Toyozawa. More detailed accounts of 
configuration coordinate models also predict a variety of band shapes, which are 
in some cases asymmetric due to the properties of the total vibrational eigenfunc­
tions of the ground and excited states (Markham, 1959). 

In some cases, the wide luminescence bands that appear to deviate from a 
Gaussian shape are composed of several Gaussian bands associated with different 
transitions (Koschek and Kubalek, 1983). Thus, a knowledge of band shape 
makes possible a deconvolution procedure for luminescence bands, especially at 
ambient temperatures, and so is of great importance. 

The low-energy exponential tail in the edge emission band corresponds to a 
similar exponential dependence in the absorption edge that is observable in a 
wide variety of semiconductors. 

The relation between absorption and emission can be derived from the 
principle of detailed balance (van Roosbroeck and Shockley, 1954), which en­
ables one to calculate the shape of the emission band from the experimentally 
determined values of the absorption coefficient. The relation between the absorp­
tion coefficient a(hv) and the equilibrium emission intensity L(hv) at a photon 
energy hv was found to be 

L(hv) = a(hv)B(hv)2 [exp(hvlkD - 1]-1 (3.16) 

where B = 8-rrn21h3c2 contains the refractive index n, the speed of light c, and 
Planck's constant h. 
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The emission spectrum of GaAs was calculated by using this principle by 
Casey and Stem (1976) and was found to be in fair agreement with the experi­
mentally determined spontaneous emission band for p-type material. Good 
agreement between experimental and calculated emission spectra was also re­
cently found for AlxGal_~s (Swaminathan et al., 1983) (see Figure 3.7). 

Dow, Smith, and Lederman (1973) showed that the internal electric micro­
field model could be employed to account for the shape of the band-to-acceptor 
luminescence edge in GaAs:Cd. Experimentally, the low-energy tail of the fun­
damental edge emission band was found to vary exponentially with the photon 
energy in GaAs (Pankove, 1966; Casey and Kaiser, 1967), CdS and ZnS (Yacobi 
et at., 1977), and in the photoluminescence excitation spectra of some chal­
cogenide glasses (Street et al., 1975). In these cases, two distinctive regions of 
the low-energy tail were found: the higher-intensity intrinsic region and a lower­
intensity region where impurities are important. Pankove (1966) and Casey and 
Kaiser (1967) found in GaAs that the slope parameter in the lower-intensity 
region of the exponential low-energy tail varied in a simple monotonic way with 
the carrier concentration, and Yacobi et al. (1977) observed the dependence of 
the slope parameter on temperature in CdS and ZnS crystals . An analogous effect 
was found for the fundamental absorption edge (Dixon and Ellis, 1961; Casey et 
al., 1975). Other CL emission parameters in GaAs such as intensity, peak posi-

(AI,GalAs OH LASER 
NORMAL WAFER 

ENERGY(eV) 

300 K, 400 W/em2 

1.65 

Figure 3.7. The experimental (solid line) and calculated (dashed line) photoluminescence spectra 
from (AI, Ga)As grown by molecular beam epitaxy. The spectrum was obtained at 300 K, using the 
6471 A line of a Kr laser for excitation at 400 W/cm2• (After Swaminathan et al. , 1983.) 
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Figure 3.8. Observed luminescence in 
gennanium (solid line), and luminescence 

2.1 obtained by correcting for self-absorption 
(dashed line). (After Haynes, 1955.) 

tion, and half-width have been correlated with the impurity concentration 
(Cusano, 1964; Pankove, 1966; Casey and Kaiser, 1967); these correlations 
provide a method of carrier concentration measurement in the semiconductor. 

The effect of self-absorption on the shape of the luminescence spectrum 
should also be considered (see Pankove, 1971; Holt, 1974). For uniform radi­
ative recombination produced per unit depth inside the specimen, the lumines­
cence intensity L(v) emitted unidirectionally can be expressed as 

t 

Lo(v)J L(v) = (l - R) -- e-o. x dx 
t 0 

(3.17) 

where t is the thickness of the specimen and R is the reflectivity of the exit 
surface. Hence 

L(v) = (l - R)Lo(v) 
at 

(3.18) 

Figure 3.8 shows the effect of correction, using equation (3.18), for the 
absorption performed for Ge (Haynes, 1955). It is clear that self-absorption 
virtually eliminates the shorter-wavelength, direct-gap recombination radiation, 
leaving only the longer-wavelength, indirect-gap recombination band to emerge. 

3.4. Luminescence Mechanisms and Cente,.s 

The energy levels in the gap of a semiconductor or insulator are categorized 
as shallow and deep, according to their depth from the nearest band edges. (For 
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discussions of the arbitrariness involved in the definition of deep levels, see the 
reviews by Neumark and Kosai, 1983 and by Blakemore and Rahimi, 1984.) 
Deep levels have large capture cross sections for carriers, and they are efficient 
recombination centers. 

As mentioned in Chapter 2, shallow-level centers are relatively simple and 
can be analyzed by using the effective mass approximation. Another case that is 
relatively well understood is that of rare-earth ion impurities, and also of transi­
tion-metal impurities, which form deep states corresponding to basically sharp 
levels of the element. This occurs because the electrons in the partially filled! and 
d states of rare-earth or transition-metal impurities are screened from the surround­
ing matrix by the outer electrons of the ion. Thus, they experience only a slight 
perturbation, which can be described by a crystal field. These types of centers have 
attracted substantial interest because of their fundamental simplicity and their 
technological importance due to their strong absorption and emission. For exam­
ple, Cr ions are the luminescence centers in the ruby laser, and Eu is the lumines­
cence impurity in the red phosphors used in color television (see Chapter 8). 

Between these two extremes of shallow centers and the screened atomistic 
levels of rare-earth and transition-metal impurities fall (deep) levels due to im­
purities and a wide variety of defects. These defects can be vacancies, in­
terstitials, antisite defects and their complexes, dislocations, stacking faults, 
grain boundaries, or precipitates. No universal theory, however, is available to 
account for all these cases. Ligand field theory can be applied in cases in which 
the atomic levels of the impurity are strongly modified by the surrounding atoms. 
The shapes of the orbitals of outer valence electrons are strongly modified, and 
thus the luminescence center is considered as a complex consisting of the im­
purity atom and its nearest neighbors. The theory appears attractive since it 
represents intermediate cases between the weakly bound extended states of shal­
low impurities and the tightly bound inner shell electrons of the rare-earths. The 
exhaustive study of F-centers in alkali halides, however, provides a good exam­
ple of the applicability of different models, including the effective mass theory, 
ligand field theory, and a very simple cubic potential box theory. The latter, for 
example, correctly accounts for the dependence of the F-band transition energy 
on the lattice parameter for the alkali halides (Henderson, 1972, 1978). There are 
also theoretical models that are related to a wide range of possible complexes in 
compounds containing a number of vacancies and/ or interstitials and impurities 
that can aggregate in various combinations. In such cases, the different possible 
surroundings for an impurity or defect have different symmetries, which impose 
selection rules for possible transitions between levels. Thus, some possible com­
plexes can be ruled out on symmetry considerations (Henderson, 1978). 

There are three basic processes that determine the luminescence properties 
of inorganic solids: (1) the absorption of the energy of the incident beam, (2) the 
transfer of that energy, and (3) the conversion of the energy into photons, i.e., 
the emission of energy. In addition, important classifications of luminescent 
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systems are (1) those in which the absorption and emission of energy take place 
in the same center, (2) systems in which the absorption and emission of energy 
occur in different centers but with no charge transport involved, and (3) systems 
where luminescence occurs after the transport of charge carriers. 

In general, the probability of direct electron-hole recombination is small, 
and most recombination events occur through levels in the band gap as in the 
example in Figure 3.9. The electron-hole pair is generated by an incident ener­
getic electron or photon. The carriers dribble down to the band edges within 
about 10- 11 to 10 - 12 sec and reach thermal equilibrium with the lattice by the 
most likely process of emission of phonons. The carriers in the conduction and 
valence bands can move through the crystal until they are trapped temporarily. 
By acquiring sufficient energy from the lattice vibrations, an electron, for exam­
ple, can be reexcited back to the conduction band. The probability of escape is 
given by the Boltzmann factor PIX exp(-E/kD, where Et is the depth of the 
trap. The coefficient of proportionality, about 108 to 109 sec - 1, is given by 
Ncr,Vth , where N is the density of states in the band, crt is the capture cross section 
(a measure of the effectiveness of the localized level in capturing excess carriers 
passing nearby), and vth is the carrier thermal velocity. Thus, the escape proba­
bility depends on Et and on the temperature. At room temperature, electrons can 
be trapped from seconds to days, depending on Et . Thus the energy of the 
incident radiation can be stored in traps, which are responsible for the persistence 
of phosphors. An electron may eventually encounter a recombination center 
(i.e., an activator). We can distinguish between traps and recombination centers 
as follows. If, following the capture of a carrier of one type, the probability of 
reexcitation is higher than the capture of a carrier of the opposite type, the center 
is a trap. If the capture of a carrier of one type is followed by a capture of a carrier 
of the opposite type, it is predominantly a recombination center. In other words, 
for a trap, the capture cross section of one type of a carrier is much larger than 
that of the opposite type, whereas a recombination center has a large capture 
cross section for both types of carriers. 

Figure 3.9. Schematic diagram of excitation, trapping, and recombination mechanisms in lumi­
nescence with trapping levels for both electrons and holes. 
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If only one type of recombination center is present, the carrier lifetime is 
given by T = (NoVth) - 1, where N is the density of recombination centers, (T is 
the capture cross section of the centers for free carriers, and Vth is the carrier 
thermal velocity. The density of recombination centers generally lies in the range 
from about 1012 to 1019 cm - 3. Depending on the nature of the Coulomb interac­
tion, capture cross sections range from about 10- 25 cm2 (for Coulomb repulsive 
capture) to 10- 12 cm2 (for Coulomb attractive capture). Thus, for a carrier 
thermal velocity of about 107 cm/sec, the lifetime T offree carriers can vary from 
about 10 - 14 sec to as long as days. 

As mentioned earlier, the information in broad luminescence bands observed 
above liquid nitrogen temperatures is difficult to interpret. At liquid helium 
temperatures, however, as the thermal broadening effects are minimized, CL 
spectra in general become much sharper and more intense. This leads to an 
improved signal-to-noise ratio and to a more unambiguous identification of 
luminescence centers (see Figure 3.10). The "edge" (near-band-gap) emission 
(Figure 3.1Oa) at liquid helium temperatures is often resolved into emission lines 
(Figure 3.1Ob). These can be due to, for example, excitons, free-carrier-to-donor 
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Tabl.3.8. Critical-Point Phonon Energies (in eV) for Some III-V 
Compounds * 

Critical-point Mode InP GaAs GaP 

r LO 0.0424 0.0355 0.0486 
TO 0.0398 0.0335 0.0457 

L TO 0.0369 0.0326 0.0468 
LO 0.0312 0.0294 0.0408 
LA 0.0294 0.0257 0.0346 
TA 0.0108 0.0073 0.0085 

x TO 0.0343 0.0319 0.0447 
LO 0.0293 0.0296 0.0385 
LA 0.0286 0.0271 0.0328 
TA 0.0201 0.0095 0.0144 

* After Spitzer, 1967 and Stierwalt and Potter, 1967. 

(or acceptor) transitions and their phonon replicas (or sidebands), and/or DAP 
lines. 

Phonon replicas are series of lines separated by a phonon energy hw (Dean, 
1983). Any mechanism giving a sharp emission line may be accompanied by 
these replicas. In the phonon spectrum, there are transverse and longitudinal 
phonons in both the acoustic and optical branches. These are denoted as TA 
(transverse acoustic), LA (longitudinal acoustic), TO (transverse optical), and 
LO (longitudinal optical). In fact, there are two transverse phonons in both the 

Tabl.3.7. Phonon Energies (in eV) for Some U-VI Compounds* 

Zno ZnS ZnS CdS CdTe 
(W) (W) (ZB) (W) (ZB) 

TO 0.039 0.030 0.0174 
(zone center) 
TO) 0.054 0.039 0.037 0.030 0.017 
(zone edge) 
T02 0.052 0.037 0.030 
(zone edge) 
LO 0.031 0.038 0.021 
(zone center) 
LO 0.060 0.042 0.026 0.037 0.022 
(zone edge) 
LA 0.030 0.022 0.020 0.019 0.013 
(zone edge) 
TA) 0.017 0.011 O.OIl 0.010 0.008 
(zone edge) 

TA2 0.012 0.009 0.009 
(zone edge) 

-After Ray, 1969. W, wurtzite; ZB, zinc blende. 
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acoustic and optical branches, and there can be local vibrational modes (charac­
teristic of the center) that may also affect the luminescence spectrum. The pho­
non energies of some III-V and II-VI compounds, for example, are summarized 
in Tables 3.6 and 3.7. In general, more than one type of phonon (and in various 
combinations) may participate in the optical transitions. Edge emission in II-VI 
compounds was explained by Hopfield (1959), using a model in which a center 
can emit LO phonons. The observed emission is attributed to radiative recom­
bination via a shallow level Es that can emit a photon of energy hv = Eg - Es' 
where E s is the energy depth of the recombination level. The center can also emit 
one or more phonons, which lead to phonon replicas in the emission spectrum. 
The energies of the lines thus correspond to hv = Eg - Es - nnw, where nw is 
the phonon energy (usually LO, although others may be involved). 

Line intensities (i.e., photon emission rates) can be derived from the proba­
bility of the emission of one or more phonons, which is described by a Poisson 
distribution. If 10 is the intensity of the first line at the highest energy due to 
photon emission with no phonon participation (the second line corresponds to 
photon emission accompanied by one phonon emission, etc.), then the intensity 
In of the (n + l)st line is 

(3.19) 

where N is the average number of phonons emitted in a radiative recombination. 
There are two models of excitons. Strongly bound, closely localized excit­

ons are represented by the Frenkel model; weakly bound excitons, by the Wan­
nier-Mott model with a wave function spread over many interatomic distances. 
Wannier-Mott excitons are usually present in materials with high dielectric con­
stants. At and below liquid nitrogen temperatures these excitonic lines can be 
resolved from the lower-energy side of the band-gap emission. The energy levels 
can be described by a hydrogenic-like expression 

(3.20) 

where n = 1,2,3, ... is the principal quantum number and EB is the exciton 
binding energy (see Figure 3.11 and Table 3.8), EB = 1Le412n2e2 , where IL = 

memh/(me + mh) is the reduced effective mass and e is the dielectric constant. 
Frenkel and Wannier-Mott excitons are two limiting models differing in the 
degree of pair separation. Intermediate separations of electrons and holes are also 
possible. A detailed discussion of these intermediate cases, as well as the ranges 
of validity of the Frenkel and Wannier-Mott exciton models and the proper choice 
of the dielectric constant, is given by Knox (1963). The exciton emission line 
shapes can be analyzed by using two limits for the phonon-broadened line. For 
small values of the exciton-phonon coupling constant, a quasi-Lorentzian shape 
description is valid; for larger coupling constants the line is of Gaussian form 
(Knox, 1983). 
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= 2 Eg 

Figure 3.11. Energy levels of excitons in a semiconductor or insulator. 

Series of emission lines can also arise from donor-acceptor pairs . An elec­
tron captured by a donor (which is positively charged when ionized) recombines 
with a hole similarly captured by an acceptor. The energy of the donor-acceptor 
recombination emission depends on pair separation (see Figure 3.12): 

(3.21) 

where EA and ED are the binding energies of the acceptor and donor, respec­
tively, and E is the dielectric constant. The last term arises from the coulombic 
interaction of the carriers and depends on the pair separation r, which can only 
have values corresponding to integral numbers of interatomic spacings. Thus, a 
fine structure, consisting of sharp emission lines, is expected. Two extreme cases 
are the widely separated (or distant) DAPs and associated (nearest-neighbor) 
DAPs. For distant DAPs r is large, the last term in equation (3.21) is small, and 
the discrete lines will form a continuum. Consequently, broad unresolved (dis­
tant) DAP bands are observed. For the distant-pair case the static dielectric 
constant is used, whereas for the associated pair case the optical dielectric con­
stant is used. This equation does not contain the van der Waals term, which may 

Table 3.8. Exciton Binding Energies (in meV) 
of Some Inorganic Solids * 

Si 14 CdS 28 
InP 4.8 ZnSe 20 
GaAs 4.2 ZnS 39 
GaP 24 ZnO 59 
CdTe 12 BaO 56 
CdSe 15 KBr 400 

* After Reynolds and Collins, 1981. 
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Figure 3.12. Schematic diagram of (a) a 
donor-to-acceptor transition (r is the pair 
separation) and (b) the effect of the coulomb 
interaction on the emission energy hv. (After 
Pankove, 1971. ) 
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become important for small r (for more details, see Dean, 1966; Pankove, 1971; 
Bebb and Williams, 1972). 

An interesting feature of the donor-acceptor recombination emission is that 
at high excitation intensity sharp pair lines are observed, whereas at low excita­
tion power the distant-pair transitions are dominant. This follows from the fact 
that the recombination rate depends on the pair separation r. The radiative transi­
tion probability in this case is 

P(r) = P(0)exp(-2r/a) (3.22) 

where a is the Bohr radius of the less tightly bound center, and P(O), the limiting 
transition probability as r~ 0, is a constant for all pairs. 

A characteristic feature of donor-acceptor recombination is the shift of the 
peak as a function of the excitation intensity. This follows from the reciprocal 
dependence of the peak energy hv on the pair separation r and the reduction in 
the transition probability with increasing r. At higher excitation intensities, wide­
ly separated pairs will be saturated because of the lower transition probability, 
and a larger portion of pairs with smaller r are excited and decay radiatively 
because of their higher transition probability. Therefore, a relative increase in the 
intensity due to pair transitions with smaller r is expected as the excitation 
intensity increases. This leads to a shift of the peak to higher energies. A shift of 
the peak to lower energies can also be observed as the delay after excitation in 
time-resolved measurements is increased. These features of DAP recombination 
emission enable one to distinguish it from other recombination processes. 

Donor-acceptor pair recombination emission also occurs near the band 
edge. At low temperatures, however, numerous sharp lines are observable, at 
least in PL studies, which also distinguishes this emission from other mecha­
nisms. This fine structure can be resolved for pair separations r up to about 50 
lattice spacings. The results of low-temperature PL studies of a wide variety of 
luminescence centers in semiconductors are available in the literature, and the 
data can help in the identification of emitting centers. 
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3.5. Recombination Processes 

Carriers generated in a semiconductor will undergo diffusion, followed by 
recombination, including that which gives rise to luminescence. Thus, genera­
tion, diffusion, and recombination are important for describing luminescence 
phenomena. The diffusion of the stationary excess minority carriers for continu­
ous irradiation can be treated in terms of the differential equation of continuity. 
For electrons in p-type semiconductors this can be written as 

DV2(!1n) - !1nlT + g(r) = 0 (3.23) 

where D is the diffusion coefficient, !1n is the excess minority carrier density per 
unit volume, T is the minority carrier lifetime, and g(r) is the generation rate of 
excess carriers per unit volume. This equation is valid under the conditions that T 

is independent of !1n and that the motion of excess carriers is purely diffusive. 
The former condition is satisfied if !1n is small compared with the majority car­
rier density Po (for p-type material); this low-injection condition can usually be 
satisfied by using low electron beam currents. The condition that the motion of 
excess carriers is purely diffusive is valid for sample regions without depletion 
zones or applied fields. 

Recombination centers with energy levels in the gap of a semiconductor are 
radiative or nonradiative, depending on whether the recombination leads to the 
emission of a photon or not. These centers are characterized by a rate of recom­
bination Roc Tr- I , where Tr is a recombination time. The carrier diffusion length 
L is related to the lifetime T by L = (DT) 112, where D is the diffusion coefficient. 
When competitive radiative and nonradiative centers are both present, the ob­
servable lifetime is given by 

(3.24) 

which can be rewritten as 

(3.25) 

where Trr and Tnr are the radiative and nonradiative recombination lifetimes, re­
spectively. Here Tnr, in general, is the resultant of several nonradiative recom­
bination processes (T;,.I = Ii T;;:J. The radiative recombination efficiency (or 
internal quantum efficiency) Tj, which is defined as the ratio of the radiative re­
combination rate Rrr to the total recombination rate R, is, using equation (3.25), 

(3.26) 
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Hence,1] :=; Tnr/Trr when, as is often the case, Trr ~ Tnr. For a material that con­
tains only one type of radiative and one of nonradiative recombination center, 
one can write, using T = (NuV th) - 1, 

(3.27) 

where Nrr and Nnr are the densities of the radiative and nonradiative recombina­
tion centers, respectively, urr and unr are the radiative and nonradiative capture 
cross sections, and V th is the carrier thermal velocity. The rate of CL emission is 
proportional to 1], and equation (3.27) shows that in the observed CL intensity 
we cannot distinguish between radiative and nonradiative processes in a quan­
titative manner. It is possible to ensure thatNrr > Nnr in some cases, but usually 
unr ~ urr· 

We can describe the temperature dependence of 1], which can be written as 

(3.28) 

where P rr and P nr are the radiative and nonradiative transition probabilities, re­
spectively. The term P rr is independent of temperature, and P nr ex exp( - E* / kT), 
where E* is an activation energy. Thus, we can write 

1]= 
I + C exp(-E*/kT) 

(3.29) 

The surface of a crystal may contain a high density of localized levels in the 
band gap of the material. Thus, the measured values of the lifetime are effective 
values determined by the bulk and surface lifetimes: 

(3.30) 

This result is important in CL analysis of a minority carrier lifetime and in depth­
resolved CL studies. Whereas Tbulk depends on the density of recombination 
centers in the bulk of the material, Tsurf is determined largely by the recombina­
tion centers on the surface. Surface states arise due to the abrupt change at the 
surface of the three-dimensional band structure associated with the bulk of the 
crystal. In addition, impurity atoms and oxide layers present on the surface of the 
material may also produce discrete energy levels. These lead to a high band-gap 
density of localized levels near the surface of a material (Le., surface states). 
Since to maintain charge neutrality any excess charge in surface states must be 
compensated by changes in the free-carrier concentration in the crystal, the effect 
of surface states on the properties of the material may extend substantially below 
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its surface. In pure crystals, 'Tbu1k may be large enough so that surface recombina­
tion will dominate. In such a case, the lifetime of the material may depend 
strongly on surface treatment procedures. 

The major electron-hole recombination pathways between the conduction 
and valence bands involve donor and/or acceptor levels, recombination via deep­
level traps, and recombination at the surface. The last two are expected to be 
nonradiative at any rate in the near-band-gap spectral region. These are com­
petitive recombination processes, the kinetics of which can be analyzed by using 
Hall-Shockley-Read (HSR) recombination statistics (Hall, 1952; Shockley and 
Read, 1952). The capture and emission rates of electrons and holes based on 
recombination through a single dominant type of trap can also be described by 
HSR recombination statistics, which can be applied to a wide variety of condi­
tions when a single trap dominates the recombination process. From HSR statis­
tics it follows that deeper traps act as efficient recombination centers. In a simple 
case, when one radiative recombination center is dominant, the luminescence 
efficiency will depend on the ratio of the radiative recombination lifetime to the 
nonradiative recombination lifetime [equation (3.26)]. For cases in which a 
distribution of traps is present, the statistics described by Rose (1963) should be 
considered. More recent work by Simmons and Taylor (1971) presents statistics 
for an arbitrary distribution of both the trap levels and trap cross sections. A 
useful monograph on deep impurity levels and recombination processes in semi­
conductors is Milnes (1973) (see also Milnes, 1983). 

Transitions via recombination centers depend on their occupancy. This is a 
function of temperature, so the minority carrier lifetime varies with temperature. 

In general, CL intensity will depend on the relative probability of radiative 
recombination and of recombination by all possible mechanisms. As pointed out 
earlier, there could be several different nonradiative channels present in the 
material, and equation (3.24) can be rewritten as 'T- 1 = 'T-;: + Ii'To-;l ' where'Tnri 

are the nonradiative recombination times for the operative processes. The recom­
bination times for various processes that are significant in GaAs were analyzed 
by Kyser and Wittry (1964). These recombination processes are Auger recom­
bination in the host crystal (A-H), Auger recombination at an impurity 
(A-I), direct band-to-band radiative recombination (D-R), and multiphonon emis­
sion at an impurity (MP-I). These calculated recombination times as a function of 
electron concentration are shown in Figure 3.13. In these calculations it was 
assumed that (1) the injection level is low (i.e., n <;g no), except that for the A-H 
process a high injection level was assumed; (2) Auger recombination in the host 
crystal (A-H) gives lifetimes 'Tn = 'Tp = 'Ti(3nT/n2), where ni is the intrinsic carrier 
density and the intrinsic carrier lifetime 'Ti = 1019 sec at 300 K; (3) in the D-R 
process 'Tn = 'Tp = [B(no + Po + n)] - I, where B = 6.3 X lOll cm3 sec - 1 at 
300 K; (4) for the impurity controlled processes (A-I and MP-I) an impurity 
concentration of 1016 cm -3 and a level 0.5 eV below the middle ofthe band was 
assumed. Taking these assumptions (as well as others regarding capture proba-
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bilities of recombination processes) into account, Kyser and Wittry pointed out 
that the calculations plotted in Figure 3.13 should be regarded as order-of­
magnitude estimates. They also predicted that similar results would apply for p­
type material, except that in the MP-I process there might be a different capture 
probability than that assumed in their calculations, so curve MP-I of Figure 3.13 
could be affected. Kyser and Wittry also discussed possible changes in the 
calculations of Figure 3.13 as the result of varying impurity concentrations. 

The results of Figure 3.13 indicate that for No = lOIS cm -3 (which is close 
to the optimal doping level for luminescence efficiency) the approximate values 
of the recombination times for the different recombination processes are T A _ H = 
10- 3 sec, TMP - 1 = 10- 6 sec, TD - R = lO- S sec, and TA - I = 10- 10 sec. 
Substituting these values into equation (3.24), where it is assumed that T;;./ = 

Ii T n--;l, gives T = 10- 10 sec. Substituting these values of T and TIT = TD - R in 
equation (3.26) shows that only about 10- 2 of the electron-hole pairs generated 
in GaAs at room temperature will produce photons. In other words, the internal 
CL quantum efficiency of n-type GaAs (with lOIS cm - 3 carrier concentration) at 
300 K is expected to be about 1 %. 

As mentioned, one of the basic difficulties involved in luminescence charac­
terization is the lack of information on the competing nonradiative processes 
present in the material. The most widely used technique that complements lumi­
nescence spectroscopy for the assessment of nonradiative levels is deep-level 
transient spectroscopy (DLTS) (Lang, 1974), which is based on the capture and 
thermal release of carriers at traps. An analogous SEM technique, scanning 
deep-level transient spectroscopy (SDLTS), was developed by Petroff et al. 
(1977, 1978) for determining both the energy levels and the spatial distribution 
of deep states in semiconductors. While a voltage bias pulse is used to fill the 

Figure 3.13. Calculated recombination times as 
a function of electron concentration in GaAs for 
different processes. These are Auger recombination 
in the host crystal (A·H), Auger recombination at an 
impurity (A-I), direct band-to-band radiative recom­
bination (D-R), and multiphonon emission at an im­
purity (MP-I). (After Kyser and Wittry, 1964.) 
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traps in the DLTS technique, an electron beam injection pulse is employed in the 
SDLTS method. Recently, the introduction of a more sensitive detector 
(Breitenstein, 1982) has made the technique more widely applicable 
(Heydenreich and Breitenstein, 1985; Breitenstein and Heydenreich, 1989). For 
more details of the SDLTS technique see Chapter 5. 

3.6. Temperature Dependence of Luminescence 

Luminescence, like the other optical and electronic properties of semicon­
ductors and the band structure in general, is strongly dependent on temperature. 
The effects of temperature on both the photon energy and the intensity of the CL 
emission bands should be considered. 

In general, there are two main causes of the temperature dependence of 
band states in any semiconductor or insulator. First, the band structure must be a 
function of the crystal lattice spacing, so lattice dilation may be expected to con­
tribute to a change in the energy position of band states. The second contribution 
is due to electron-phonon interactions. Typically, the dilation contribution, which 
can be calculated from the thermal expansion and pressure coefficients, amounts 
to about 20 to 50% of the total temperature dependence of band states (total tem­
perature coefficients range from 10 - 4 to 10 - 3 e V K - I). Several theoretical 
treatments of the contribution from the electron-phonon interactions are de­
scribed by Cohen and Chadi (1980). 

To account for the phonon contribution to the temperature dependence of the 
absorption and emission edges, researchers proposed a different approach 
(Yacobi et al., 1975, 1977, 1980; Samuel et at., 1987) for some II-VI com­
pounds. This approach, which combines the Dow-Redfield theory of the phonon­
generated microfields (Dow and Redfield, 1972) and the Franz-Keldysh theory of 
the electric-field-induced shift of exponential absorption edges, explains the 
temperature dependence of the absorption and emission edges as due to temperature­
dependent phonon-generated rnicrofields. Although this model has been successful 
in explaining the temperature shifts of the absorption and emission edges in CdS and 
ZnS (Yacobi et al., 1975, 1977, 1980), the temperature shift of the absorption edge 
in ZnxCd1 _ x Se (Samuel et at., 1987) and that of the first exciton reflection peak in 
ZnSe and ZnS (Theis, 1977), further studies on other materials will be necessary 
before the model can be shown to be generally applicable. 

For practical applications, the temperature dependence of the band gap can 
be fitted by the empirical expression (Varshni, 1967) 

(3.31) 

where EiO) is the energy gap at 0 K, and b and 8 are constants. This expression 
was found to represent satisfactorily experimental data for a variety of semicon-
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ductors. (For b- and 8-values for some semiconductors, see Pankove, 1971.) 
More recent and refined values of the fitting parameters for some semiconductors 
were reported by Thurmond (1975), who showed for GaAs that EgCO) = 1.519 
eV, b = 5.405 X 10- 4 eVfK, and 8 = 204 K. The use of these values in equa­
tion (3.31) gives the dependence shown in Figure 3.14. Temperature shifts of the 
fundamental CL peak energy can therefore be used to measure temperature gra­
dients in devices such as GaAs and InP Gunn diodes with various bias voltages 
applied (see Jones et al., 1973; Davidson and Vaidya, 1977). 

The temperature dependence of the fundamental CL band intensity in direct­
gap semiconductors was considered by Jones et al. (1973), who developed a the­
oretical model based on the van Roosbroeck-Shockley (1954) theory. The total 
CL output, Lcu can be written as 

00 

LCL = 81Tn (AI _1_ + _1_) f n(v)v2 exp (-khTV ) Q(v) dv 
c2 A no Po v=o 

00 

x f .lp(z)exp[ -n(v)z] dz (3.32) 
z=o 

where LCL is the photomultiplier output, .lp(z) is the excess hole concentration 
profile (for an n-type semiconductor), n(v) is the absorption coefficient, n is the 
refractive index of the material, c is the speed of light, A' fA is the degeneracy 
factor, v is the frequency of the radiation, and Q(v) is the quantum efficiency of 
the detector. The temperature dependence of the CL intensity in a nondispersive 
experiment can be obtained from this equation provided that n(v), Po, and .lp(z) 
are known as functions of temperature throughout the range of interest. If this 
information in not available, some simplifying assumptions have to be made. 
With the assumption that the refractive index n and the factor exp[ -n(v)z] do not 

Figure 3.14. The energy gap as a function of 
temperature for GaAs. The curve was calculated 
from equation (3.31) using EgCO) = 1.519 eV, b = 
5.405 X 10-4 eV/K, and e = 204 K. 
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vary significantly with temperature in the range of interest and because the value 
of z is relatively small for typical electron beam voltages of 5 to 20 kV, the expo­
nential term was omitted. Thus, the second integral in equation (3.32) can be 
simplified and rewritten as 

00 

J l1p(z)dz = gTp J $(z)dz 
o 

(3.33) 

where g is the electron-hole pair generation rate, T p is the total lifetime for holes, 
given by lITp = I/Trr + lITnr' and $(z) is the solution of the diffusion equation 
for a particular generation function and surface recombination velocity. Being a 
function of the diffusion length L, $(z) is also a function of the temperature. If 
the detector sensitivity Q( v) is constant for all v, the first integral in equation 
(3.32) is proportional to IITrr. In order to evaluate the integral in equation (3.33), 
Jones et al. considered two types of the generation function. One, the Gaussian 
function used by Wittry (1958), is F(z) = F 0 exp[ -a2(z - zO)2]; the other is a 
polynomial function F(z) by Everhart and Hoff (1971). Jones et al. found that the 
results of integration, using these two forms of the generation function, were 
similar, and they used the simpler polynomial function. To obtain the excess mi­
nority carrier distribution l1p(z), one must use the differential equation of con­
tinuity for the diffusion of the excess minority carriers: 

d 2 b.p b.p 
D -- - - + F(z) = 0 

P dz2 Tp 
(3.34) 

The solution to this equation requires that the boundary condition, which ac­
counts for diffusion of the minority carriers to the surface, be specified as 

d b.p 
Dp -- = s /lp(O) 

dz 
(3.35) 

where s is the surface recombination velocity, and it is assumed that b.p(oo) = O. 
The polynomial due to Everhart and Hoff is fitted to F(z) normalized to the 

Gruen range RG = 3.98V1.75 .... g cm- 2 . That is, the Everhart-Hoff function is 
expressed in terms of y = zlRG and Lr = LlRG. The solution for l1p(z) is then 
l1p(z) = C exp( -yl Lr) for y 2: 1. For 0 :5 Y :5 1, b.p is given by a more compli­
cated expression, which may be evaluated from the boundary condition, given by 
equation (3.35), by replacing s with the reduced surface recombination velocity 
S = niL. Substituting these expressions into equation (3.33), we obtain the CL 
intensity as a function of the reduced range W = RI pL for various values of S for 
the Gaussian and polynomial distributions. The results obtained for both are sim­
ilar, and for large values of S, which are typical for GaAs over a limited range of 
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W, the results are approximately proportional to L -a, where a is a constant ap­
pearing in the solution of the continuity equation (3.34) for /l.p. The excess mi­
nority carrier integral can then be written as 

00 

J /l.p(z) dz = constant x gTp L-a 
o 

(3.36) 

In this expression, a depends on the range of L and the value of S of interest. 
Substituting equation (3.36) into equation (3 .32) gives 

LCL = constant x (~+ _1_) T p L - a 
Ana Po Tr 

(3.37) 

Using this equation, Jones et al. (1973) computed a curve of LCL versus tem­
perature for n-type GaAs (no = 1016 cm- 3) by substituting expressions for the 
temperature dependence of the terms LandA' IAno + l/po' assuming S = 50 and 
0.1 < W < 4.0, so a = 0.717. They also assumed the material had predomi­
nantly radiative recombination mechanisms, so Tp = TIT and the temperature de­
pendencies of the lifetimes cancel. The experimental and calculated temperature 
dependencies , normalized to room temperature, of the total CL emission from an 
n-type GaAs, shown in Figure 3.15 , were in good agreement despite the many 
simplifications in the model. At low temperatures, specimen degeneracy may in­
validate the expression derived for the term A' IAno + Ilpo . This may explain the 
relatively large discrepancy at temperatures below about 200 K. 

This analysis of the temperature dependence of CL intensity is applicable to 

Figure 3. f 5. Experimental and calculated tempera­
ture dependences of the total CL emission from n-type 
GaAs. (After Jones et al .• 1973.) 
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material with predominantly radiative recombination mechanisms, which led to 
the elimination of the temperature dependence of the lifetimes. This, however, 
may not be the case for materials with predominantly nonradiative recombination 
mechanisms or several competitive recombination channels. In such cases, a 
more complex model is required. 



4 
Cathodoluminescence 

4.1. Introduction 

As mentioned earlier, the mechanisms leading to photon emission in inorganic 
solids are similar for different types of excitation energy, so cathodolumines­
cence can be compared with other luminescence phenomena, such as pho­
toluminescence. However, differences associated with the details of the excita­
tion process may arise. Electron beam excitation in general leads to emission by 
all the luminescence mechanisms present in the material. Excitation-deexcitation 
centers can be excited, for example, by direct collision or resonant energy trans­
fer from a coactivator. Photoluminescence emission may strongly depend on the 
excitation energy hv, which can be used for selective excitation of particular 
emission processes. Cathodoluminescence analysis of materials, on the other 
hand, can provide depth-resolved information by varying the electron beam ener­
gy (see Chapter 6). 

Electron beam excitation may produce orders-of-magnitude greater carrier 
generation rates than typical optical excitation. This is especially advantageous 
in studies of wide-band-gap materials, such as diamond. In general, electron en­
ergies of up to 100 ke V can be used without inducing atomic displacement 
damage. 

Cathodoluminescence analysis enables one to assess various properties of 
the material with a spatial resolution down to 1 11m or less. For example, (1) 
spectroscopic CL and monochromatic imaging can be used in the identification 
and measurement of luminescent center concentrations and distributions, as well 
as in the determination of the composition of compound materials; (2) electronic 
properties, such as the carrier diffusion length and surface recombination ve­
locity, can be determined from the dependence of the CL intensity on electron 
beam voltage, and the minority carrier lifetime can be determined from time­
resolved CL measurements; and (3) the concentration and distribution of defects, 
such as dislocations, can be found from CL maps of the material. 

55 
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Reviews of CL electron microscopy were provided by Holt (1974), David­
son (1977), Holt and Datta (1980), Pfefferkorn et al. (1980), Davidson and Di­
mitriadis (1980), Booker (1981), Hastenrath and Kubalek (1982), Lohnert and 
Kubalek (1983), Wittry (1984), Holt and Saba (1985), and Yacobi and Holt 
(1986). In this chapter, we discuss electron-solid interactions, the basic princi­
ples underlying the generation and interpretation of CL signals, the resolution 
and the detection limit of CL, and artifacts involved in CL analysis. Cath­
odoluminescence techniques and the characterization of inorganic solids using 
cathodoluminescence will be discussed in subsequent chapters. 

4.2. Interaction of Electrons with Solids 

Electron beam-solid interactions, electron energy dissipation, and the gen­
eration of carriers in the solid are of great importance for the CL analysis of sol­
ids. The bibliography gives several detailed reviews on this subject. In this 
chapter we present a brief introduction to the subject. 

Scattering mechanisms can be divided into elastic and inelastic. The elastic 
scattering of electrons by the nuclei of the atoms, which are partially screened by 
the bound electrons, can be analyzed by using the Rutherford model. The total 
relativistic Rutherford scattering cross section is given by 

a = 5 21 X 1O~21 _ 0 (Z)2411" (E+mc2 )2 
( . ) E 0(0 + 1) E + 2moc2 

(4.1) 

where Z is the atomic number of the scattering atom, E is the energy of electrons 
in ke V, and 0 is a screening parameter: 

(4.2) 

The angle e for a particular scattering event can be obtained from the probability 
for elastic scattering into a particular angular range (0 to e), which can be derived 
from equation (4.1) (see Newbury et al., 1986.) Thus, a relationship obtained 
from the probability distribution is 

20R 
cose = 1 

1 + 0 - R 
(4.3) 

where R is a uniformly distributed random number (0 ::s R ::S l). The relativistic 
correction in equation (4.1) can be ignored for electron energies of less than 
about 50 keY, i.e., for most SEM work. At higher energies, the relativistic cor­
rection to the cross section is significant and should be applied. The Rutherford 
scattering model is fairly accurate for electron energies from about 20 to 50 ke V 
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for solids of low to intermediate atomic numbers. The more exact Mott elastic 
scattering cross section should be used instead for low electron energies and for 
solids with high atomic numbers (see Kotera et al.. 1981). 

Inelastic scattering can be described by the Bethe expression for the mean 
rate of energy loss per segment of distance S traveled in the solid as 

(4.4) 

where e is the electronic charge, N A is Avogadro's number, p is the density, A is 
the atomic weight, E is the mean electron energy, and J is the mean ionization 
potential. The latter is the average energy loss per interaction (for all possible 
energy loss processes) and is given by 

J = (9.76 Z + 58.5 Z-O.19) 10-3 (keV) (4.5) 

For low electron energies (E < 6.34J), the empirical modification to the Bethe 
expression by Rao-Sahib and Wittry (1974) should be used. 

The elastic scattering of electrons by atoms gives rise to high-energy back­
scattered electrons and, in the SEM, to atomic number contrast and diffraction 
effects (channeling patterns) in the emissive mode. Inelastic interaction processes 
result in a wide variety of useful signals in an electron probe instrument: second­
ary electron emission, generation of electron-hole pairs, cathodoluminescence, 
characteristic x-rays, Auger electrons, and thermal effects, including elec­
troacoustic (thermal wave) signals. The incident electron undergoes a successive 
series of elastic and inelastic scattering events in the material. As the result of 
these scattering events within the material, the original trajectories of the elec­
trons are randomized. The (Gruen) range of the electron penetration is a function 
of the electron beam energy E b' 

Re = (kip) Eg (4.6) 

where p is the density of the material, k depends on the atomic number of the 
material and is also a function of energy, a depends on the atomic number and on 
Eb (see Everhart and Hoff, 1971). An important method of dealing with the elec­
tron beam energy dissipation in the solid is that of Monte Carlo trajectory simula­
tion. This is used in x-ray microanalysis computations, for example, and it was 
also successfully applied to electron-beam-induced current (EBIC) imaging by 
Joy (1986), but it has not been applied to CL at this writing. Alternatively, analyt­
ical approximations can be used, which we will discuss first, followed by basic 
principles of Monte Carlo simulation. 

The total length of an individual electron "random walk" trajectory can be 
obtained from equations (4.4) and (4.5) and is known as the Bethe range. The 
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effective depth to which energy dissipation extends is known as the Gruen. elec­
tron beam. or penetration range. and it is much smaller. It is given by ex­
pressions such as equations (4.6) to (4.8). 

One can estimate the so-called generation volume (or excitation volume) in 
the material. According to Everhart and Hoff (1971), 

Re = (O.0398/p) EJ,·75 (f..Lm) (4.7) 

where p is in g/cm3 and Eb is in keY. This result was derived for the electron 
energy range of 5 to 25 keY and atomic numbers 10 < Z < 15. A more general 
expression derived by Kanaya and Okayama (1972) was found to agree well with 
experimental results in a wider range of atomic numbers (see Goldstein et ai., 
1981). The range according to Kanaya and Okayama is 

Re = (O.0276A/pZO·889) EJ,·67 (f..Lm) (4.8) 

where Eb is in keY, A is the atomic weight in g/mol, p is in g/cm3, and Z is the 
atomic number. Figure 4.1 shows a comparison of the electron generation range 
calculated according to the Everhart-Hoff and Kanaya-Okayama models for 

15r----------------------, 
---Kanaya-Okayama 
---- Everhart-Hoff 

E 
3- 10 
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Cl 
I: 
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I: e 5 GaAs -0 .-
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'" 
.-

iii '" 

Electron Beam Energy. Eb (keV) 

Rgure 4.1. The electron beam range Re in various materials as a function of electron beam energy 
Eb • calculated from the Kanaya-Okayama and Everhart-Hoff models. 
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several materials. In view of its wider applicability and good agreement with ex­
perimentally derived data, it appears that the Kanaya-Okayama model is more 
appropriate for quantitative SEM analysis of inorganic solids. In principle, the 
diffusion of minority carriers can increase the excitation volume, but the ob­
served spatial resolution in both CL and EBIC is approximately equal to Re. This 
is largely due to the rapid fall in the diffused carrier density of the form 
r- 1 exp( -rIL) [as will be shown in equation (4.15)]. The dissipated energy den­
sity in the generation volume is also concentrated up toward the beam impact 
point, as we shall see. 

The shape of the generation volume depends on the atomic number, varying 
from a pear shape for a low-atomic-number material, through a spherical shape 
for 15 < Z < 40, to hemispherical for larger atomic numbers. One ofthe funda­
mental differences between CL and PL is that, whereas a photon generates only 
one electron-hole pair, one 20-ke V electron, for example, can generate thou­
sands of electron-hole pairs in the excitation volume, which is usually several 
microns in diameter. It is also important to emphasize the difference in the excita­
tion volumes of the thin target and the bulk sample (see Figure 4.2). 

The generation factor (i.e., the number of electron-hole pairs generated per 
incident beam electron) is given by 

(4.9) 

where Eb is the electron beam energy, Ei is the ionization energy (i.e., the energy 
required for the formation of an electron-hole pair), and 'Y represents the frac­
tional electron beam energy loss due to the backscattered electrons. The ioniza­
tion energy Ei is related to the band gap of the material, Ei = 2.8Eg + M, where ° < M < 1 e V depending on the material, and is independent of the electron 

Figure 4.2. Schematic illustration of the volumes 
analyzed in a thin specimen and a bulk sample. 
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Figure 4.3. The effective ionization energy 
(i .e., the average energy required for the genera­
tion of an electron-hole pair) for incident radiation 

6 as a function of the band-gap energy Eg• (After 
Klein, 1968.) 

beam energy (Klein, 1968) (see Figure 4.3). For later data, leading to the same 
essential conclusion, see Ehrenberg and Gibbons (1981). 

The local generation rate of carriers is 

g(r, z) = (g) GI bl e (4.10) 

where (g) is the normalized distribution of the ionization energy in the generation 
volume,Ib is the electron beam current, and e is the electronic charge. The local 
generation rate has been determined experimentally for silicon by Everhart and 
Hoff (1971), who proposed a universal depth-dose function g(z), which can be 
expressed as 

g(z) = 0.60 + 6.2lz - 12.40z2 + 5.69z3 (4.11) 

(More generally, this polynomial is written in terms of the normalized depth y = 
zIRe .) This function, shown for different electron beam energies in Figure 4.4, 
represents the number of electron-hole pairs generated per electron of energy E 
per unit depth and per unit time. 

In many applications, knowledge of the carrier generation distribution is 
important. Three approximations that have been often used are the point source, 
the uniform sphere, and the Gaussian (or a modified Gaussian) distribution func-
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Figure 4.4. The depth-dose curves for 
Si. These curves were calculated using a 
universal depth-dose function g(z), which 
represents the number of electron-hole 
pairs generated by one electron of energy 
E per unit depth and per unit time. (After 
Everhart and Hoff, 1971.) 
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Penetration depth (11m) 

tions (see Figure 4.5). The actual pear-shaped distributions observed experimen­
tally in gases (Cohn and Caledonia, 1970) and in resists (Shimizu et aI., 1975) 
are in a good agreement with Monte Carlo calculations of the energy dissipation 
in solids. The Gaussian models of the type F(z) = F 0 exp[ - a2(z - ZO)2] appear 
to provide a good approximation (Wittry, 1982; Donolato and Venturi, 1982). A 
nearly Gaussian representation of the type g(r,O) oc exp(-r2/a2)cosO was also 
considered for the calculation of carrier density distributions (Davidson and Di­
mitriadis, 1980). An example comparing the distribution of the carrier generation 
by a focused electron beam on (a) the uniform generation sphere and (b) the 
Gaussian approximation is shown in Figure 4.6. In this case, the distance scale is 
normalized to the electron range Re , and rand z are the radial distance from the 
electron beam axis and the depth coordinate, respectively. Figure 4.6b shows the 
generation as contours of equal ionization rate, and Figure 4.6a provides com-

INCIDENT ELECTRON BEAM 

POINT SPHERE GAUSSIAN 

(a) (b) (e) 

Figure 4.5. Schematic diagram of generation distributions for point source, generation sphere, and 
Gaussian distribution function. (After Davidson and Dimitriadis, 1980.) 
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Figure 4.6. Comparison of the distribution of 
carrier generation by a focused electron beam ac­
cording to (a) the uniform generation sphere and 
(b) the Gaussian approximation with dlR = 0.05, 
where d is the electron beam diameter (i. e., the 
probe size) and R is the electron range. (After 
Donolato and Venturi, 1982.) 

parison with the uniform generation sphere with the same total generation as in 
Figure 4.6b. 

In Monte Carlo electron trajectory calculations, each electron can undergo 
elastic and inelastic scattering, and it can be backscattered out of the target. The 
path of an electron is calculated in a stepwise manner; i.e., each electron travels a 
small distance S in a straight line between random scattering events. At each 
step, the type of the scattering event (i. e. , elastic or inelastic) and the appropriate 
scattering angle are chosen by using random numbers R. The angular scattering 
events are due to elastic interaction, and the energy loss is continuous. The step 
length S is derived from 

S = - A In(IRI) (4.12) 

where A, the mean free path, can be obtained from the total scattering cross 
section 

(4.13) 

where N A is the Avogadro number, p is the density of the material, and (J" is the 
total scattering cross section given by equation (4.1). The energy loss along the 
trajectory is calculated by equation (4.4) until the energy falls below the value at 
which an electron can no longer cause ionization. The Monte Carlo method can 
also compute 'Y, the backscatter coefficient for any particular case. This is done 
by dividing the number of backscattered electrons by the total number of calcu­
lated trajectories. A few trajectories calculated by the Monte Carlo method do 
not represent the electron beam-solid interaction volume. The latter can be pro­
gressively visualized by plotting larger numbers of electron trajectories. An ex­
ample is shown in Figure 4.7, where plots of (a) 10 trajectories, (b) 50 trajecto­
ries, and (c) 100 trajectories of 20-keV electrons in ZnS clearly illustrate the 
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Figure 4.7. Trajectories of (a) 10, (b) 50, and (c, 100 electrons of 20 keY calculated by the Monte 
Carlo method for ZnS. 

effect of the number of electron trajectories on the visualization of the interaction 
volume. In order to achieve statistical significance in Monte Carlo computations, 
about a thousand trajectories have to be calculated. The Monte Carlo calculation 
can also be used for the visualization of the effect of the electron beam energy on 
the interaction volume, as in Figure 4.8, which presents Monte Carlo calcula­
tions of 100 electron trajectories of (a) 10 keY, (b) 20 keY, and (c) 30 keY in 
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Figure 4.8. Trajectories of 100 electrons of (a) 10 keY, (b) 20 keY, and (c) 30 keY calculated by 
the Monte Carlo method for GaAs. 

GaAs. Similarly, useful illustrations of the interaction volume as a function of 
such parameters as thickness, tilt, and atomic number of the specimen can be 
obtained. 

Monte Carlo calculations indicate that the boundaries of the generation vol­
ume are not well defined. It is also observed that the density of electron trajecto­
ries varies significantly and that the energy dissipation (obtained from experi­
ments in polymethylmethacrylate) is not uniform (see, for example, Figure 4.9). 
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Figure 4.9. Energy dissipation profiles for a low-atomic-number solid (polymethylmethacrylate) 
as a function of depth, as obtained experimentally by the etching technique and as calculated by 
Monte Carlo simulation. (After Shimizu et aI., 1975.) 

Thus, single values for the generation volume obtained from equations (4.7) or 
(4.8) are only approximations. Contours of equal energy dissipation determined 
experimentally and calculated by the Monte Carlo method are in good agreement 
(see Figure 4.9), and they indicate that a substantial fraction of energy dissipation 
occurs in a small volume near the electron beam impact point. 

4.3. Formation of the Cathodoluminescence Signal 

The CL intensity, i.e., the number of photons emitted per unit time, can be 
derived from the overall recombination rate, iln(r)lT, by noting that only a frac­
tion, iln(r)T)/'T, recombines radiatively. The radiative recombination efficiency, T) 

= 'TlTrr, is given by equation (3.26). Thus, assuming a linear dependence of the 
CL intensity, LCL' on the stationary excess carrier density, iln, which can be ver­
ified by measuring the dependence of LCL on electron beam current I b' we can 
express the total CL intensity as 

(4.14) 

where 'TIT is the radiative recombination lifetime and f is a function containing 
correction parameters of the CL detection system and factors that account for the 
fact that not all photons generated in the material are emitted (due to optical ab­
sorption and reflection losses). To analyze the generation of the CL signal, we 
need to know the excess minority carrier density iln(r). The solution of the con­
tinuity equation [see equation (3.23)] for an arbitrary generation function pres-
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ents a challenging problem (Lohnert and Kubalek, 1983, 1984), since no analyti­
cal expression for this function is available. The solution of the continuity 
equation can be greatly simplified by considering a point source or a sphere of 
uniform generation. For a spherically symmetric distribution far from a point 
source, the solution of the continuity equation is 

exp(-rIL) 
.:In(r) = e ~-'-----'­

r 
(4.15) 

where e is a constant and L = (DT)ll2 is the minority carrier diffusion length. For 
a source of fmite size, assuming that the generation rate is a constant go inside a 
spherical excitation volume and zero elsewhere, the solution is (Kyser and Wit­
try, 1964) 

A A exp(-rIL) + B exp(rIL) 
l.1n(r) = + Tgo (4.16) 

r 

where A and B are constants. It can be shown that A = - B if the flow of carriers 
out of a sphere equals the number of carriers generated inside this volume per 
second minus the number of carriers lost per second by recombination. Thus, 
equation (4.16) can be expressed as 

A () e sinh(rIL) 
l.1n r = + Tgo 

r 
(4.17) 

where e is a constant. It can be shown, by differentiating, that the value of r at 
which .:In is a maximum is r = O. At this electron beam impact point .:In = elL 
+ TgO' 

In principle, both the point source solution [equation (4.15)] and the ex­
pression for the sphere of unifonn generation [equation (4.17)] can be used to 
obtain information on the CL intensity from LCL oc .:lnlT rr' 

The depth distribution of .:In(z) for a point source solution [equation (4.15)] 
can be obtained by rewriting this solution and assuming that the total number of 
carriers generated per second is GI bl e (where Ibis the electron beam current and 
e is the electronic charge): 

Glb Joo exp(-V~2 + z21L) GlbL (-z) 
.:In(z) = -- 2'lT~ d~ = -- exp -

2'lTeD 0 V~2 + Z2 eD L 
(4.18) 

where the integration is over the x-y plane and ~ is a radial coordinate in the plane 
of the layer so that r2 = ~2 + z2. Assuming again that the CL intensity is propor-
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tional to the excess carrier concentration I1n, we have that the luminescence in­
tensity due to radiative recombination in a layer of thickness dz at a depth z is 

(4.19) 

The actual number of photons generated per second at a depth z can be derived by 
noting that £2 = DT: 

(4.20) 

or, alternatively, by noting that'T] = T/Trr: 

(4.21) 

where fD is a constant factor that accounts for such parameters of the CL detec­
tion system as the overall collection efficiency of the light collector, the pho­
tomultiplier (or solid-state detector) quantum efficiency, the transmissive 
efficiency ofthe monochromator, and the signal amplification factor (see Chapter 
5). In this equation,fA andfR are factors that account for absorption and internal 
reflection losses. The absorption loss factor fA arises from a decrease in intensity 
of the form exp( - ad), where a is the absorption coefficient and d is the length of 
the photon path in the interior of the material. This correction factor can be de­
rived for the point source model as follows: 

00 

f LCL(z)exp( -az) dz 
fA = LCL (obs) = o~ ______ _ 

LCL (gen) 00 f Lcdz) dz 
o 

1 
(4.22) 

+ aL 

where LCL is the CL intensity and L is the minority carrier diffusion length. 
The factorfR' which accounts for the refraction and total internal reflection, 

can be derived (Reimer, 1985) by using Snell's law n,sin6, = nzsin6z , where n, 
and nz are refractive indices of two media and 6, and 6z are the angles made by 
incident and refracted rays with the normal to the surface. When 6z = 90°, the 
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critical angle of total internal reflection 61 = 6e is given by sin6e = n2 ln l . For 
normal incidence (6 1 = e2 = 0) the reflected intensity is 

R = (~)2 
n + 1 

(4.23) 

where it was assumed that n l = n for a given material and n2 = 1 for vacuum. 
For nonnormal incidence and unpolarized light, equation (4.23) is valid to a first­
order approximation over 0 < 61 < 6e . Although luminescence is generated 
isotropic ally, only the small fraction inside a cone of semiangle 6e will escape. 
The fraction fR of the total generated signal that leaves the medium is (note that 
sin6e = lin) (Reimer, 1985) 

6c 

Ii = (1 - R)_I- f 2'TT sin6 1 d6 l 
R 4'TT 

o 

= [I _ (~) 2] n - V n2 - I 
n + 1 2n 

(4.24) 

where 2 < n < 4 for typical materials (see Table 4.1). For example, for n = 3,fR 
== 2%; i.e., the CL intensity can be significantly reduced by internal reflection 
losses. It is important to know what happens to the major part of the CL that is 
totally internally reflected. Is it lost by absorption, or does it emerge to be de­
tected after repeated reflections? In the latter case, ghost peaks may be formed in 
the emission spectrum. Precautions must then be taken to prevent the detection of 
multiply reflected CL (Warwick and Booker, 1983; Warwick, 1986) (see Section 
4.7). 

In CL microscopy studies (i.e., in obtaining CL images) it is important to 
remember that factors fA' fR' and TJ may all depend on coordinate r; i.e., they 
may be spatially dependent and thus lead to CL contrast. This may occur, for 
example, in the case of strongly inhomogeneous samples andlor specimens with 
rough surfaces or multilayer structures (with thickness variations), which may 
lead to local variations in optical absorption and reflection losses. Local varia­
tions in TJ may be caused by the myriad of possible factors affecting both the 
radiative and nonradiative processes. The latter is often the objective of CL anal­
ysis, and it is essential in CL images to distinguish between the variations in TJ 
and those due to local variations in optical losses. In addition to these contribu­
tions to CL contrast, variations in the generation factor G will also be expected in 
regions of samples or devices containing various metalization layers, for 
example. 
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Tabl. 4. f. Refractive Indexes (n) of Some 
Crystals· 

Crystal 

Si 
InP 
GaAs 
GaP 
CdTe 
CdS 
ZnSe 
ZnO 
ZnS 
SiC 
AI20 3 

Si02 

LiNb03 

SrTi03 

BaTi03 

"After Pankove, 1971 and Kingery et al., 1976. 

n 

3.44 
3.37 
3.40 
3.37 
2.75 
2.50 
2.62 
2.02 
2.40 
2.68 
1.76 
1.55 
2.31 
2.49 
2.40 
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In addition to the loss mechanisms outlined here, the observed lumines­
cence efficiency varies with such factors as temperature, the presence of defects 
(e.g., dislocations), particular dopants and their concentrations, the specifics of 
the recombination process (e. g., whether it is a monomolecular or bimolecular 
process), and the presence of internal electric fields. The need to account for 
these factors makes the use of CL intensity as a quantitative characterization tool 
difficult. In this context, since LCL <X 'T], in the observed CL intensity we cannot 
distinguish between radiative and nonradiative processes in a quantitative man­
ner [see equation (3.27)]. This is one of the most difficult issues in quantitative 
CL analysis. 

Nonradiative surface recombination is an additional loss mechanism of 
great unportance, especially for materials such as GaAs. This effect, however, 
can be minimized by increasing the electron beam voltage Vb to produce a greater 
electron penetration range. Analytically, surface recombination can be expressed 
by the appropriate boundary condition for diffusion to the surface 

al1n 
s I1n = D I a; Iz=O (4.25) 

where s is the surface recombination velocity (in cm/sec). The solution of the 
continuity equation with this boundary condition was derived by van Roosbroeck 
(1955) for the one-dimensional case as 
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Re 

!ln = _G_T_ J { exp [ -lz L- zsl ] 
2e(-rrd)2L 

S - 1 
- -- exp 

S + 1 
[ -(z + zs) ] } 

L g(zs) dzs 

CHAPTER 4 

(4.26) 

where S = IT / L is the (dimensionless) reduced surface recombination velocity 
and g(zs) is the source depth distribution of excess carriers per unit depth. The 
results of calculations using equation (4.26) are illustrated in Figure 4.10, which 
shows how the depth-dose distribution g(z) is affected by surface recombination 
and the diffusion length. In this plot, the extreme values of S = 0 (solid lines) and 
S = 00 (dashed lines) were used. They represent the specimen surface as a perfect 
reflector and as a perfect sink, respectively. The effect of surface recombination 
is evident from this plot: in addition to the reduced pair density near the surface, 
it also leads to lower total level of excitation. Note that the effect of surface re­
combination is diminished for large bulk recombination (i. e., for small diffusion 
length L). It can also be seen that for large z (z/ R > 1), the pair density decreases 
as exp(-z/L), which results in straight lines in this semilogarithmic plot. 

The density of minority carriers lost by surface recombination can be ob­
tained by differentiating equation (4.26) with respect to Zs and setting z = 0: 

00 

!lns = _S_ J exp ( -Zs ) g(zs) dzs 
S + 1 0 L 

(4.27) 

Equation (4.27) indicates that the loss due to surface recombination increases 
with S/(S + 1) and decreases as exp( -z.lL) if the generation range is increased 
and/or the diffusion length is decreased. 

0.1 

I , / 

URe = 10 

/'~ 

0.01 '--_ _ --L ___ ----L....-->-"'---~ 

o 3 

Figure 4.10. A plot of the generation rate 
g(z) as a function of the reduced depth zlR. 

Different diffusion lengths were assumed for 
both S = 0 (solid lines) and S = 00 (dashed 
lines), 
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Figure 4.11. The distribution of excess minority carriers 
for L = S = 00 displayed as curves of equal carrier density. 
The dashed curve represents the generation sphere. (After 
Donolato, 1978.) 
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These results provide important relationships between the electronic param­
eters Land S and the generation rate g(z). This one-dimensional case can be 
useful in experiments with defocused electron beam. For a focused beam condi­
tion and the simplified case of spherically uniform generation, calculations (Do­
nolato, 1978) show a rapid decrease in the minority carrier concentration with 
distance. This is illustrated, for example, in Figure 4 .11 for L = S = 00. Al­
though the distribution of excess minority carriers in this particular case is nearly 
spherical (because the surface is a perfect sink), it can be seen that the decrease in 
the density of the minority carriers as a function of distance is faster than expo­
nential. This finding means that the minority carrier density is highest (and most 
relevant) inside a volume of the same order of magnitude as that corresponding to 
the electron generation range (i .e., the volume corresponding to the dashed circle 
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Figure 4.12. Comparison of the photoluminescence spectrum at 4.2 K (solid line) with the cath­
odoluminescence spectrum at 30 K (dashed lines) for GaAs:Cr heat-treated in "2 for 112 h at 800°C. 
(After Yin and Wittry, 1983.) 
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in Figure 4.11). This implies that the resolution of the CL image should not de­
pend significantly on the diffusion length L (Donolato, 1978). It has been found 
experimentally that it does not, as mentioned. 

Some possible differences between PL and CL were discussed in the intro­
duction. Differences between PL and CL spectra may also arise due to dif­
ferences in their sampling depth. Such an example for GaAs:Cr is illustrated in 
Figure 4.12. In these experiments (Yin and Wittry, 1983), PL and CL spectra 
were obtained under various experimental conditions of temperature and electron 
beam characteristics (in the case of CL). However, the results indicated that the 
observed differences were caused not by a difference in injection level or spec­
imen temperature in these experiments, but by a difference in the depth analyzed. 
Irradiation of a sample with the 40-ke V electron beam generates excess carriers 
to a depth of several microns (See Figure 4.13). However, the penetration depth 
(11 e distance) of the visible light in the PL measurements in this case is only 
about 0.25 f..Lm (assuming a = 4 x 104 cm - 1). In the calculations of the excess 
carriers in these cases it was assumed that the reduced surface recombination ve­
locity is S = 50, the carrier diffusion length is 0.76 f..Lm, and in the CL case the 
excess carrier generation was assumed to be Gaussian. The excess carrier dis­
tributions, shown in Figure 4.13, will be affected by possible gradients in the 
concentration of electrically active impurities andlor defects that could cause 
electric field-induced carrier drift in addition to carrier diffusion (Yin and Wit­
try, 1983). 
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In general, the dependence of CL brightness on the electron beam current 
and voltage is of the form 

(4.28) 

where Vo is a "dead voltage" and 1 ::5 m ::5 2. Naturally, this relationship is of 
great importance for CL phosphor applications, and many reports on phosphors 
were published. However, only a few similar studies on semiconductors have 
been reported. 

Early analytical models of cathodoluminescence in semiconductors were 
provided by Kyser and Wittry (1964), Wittry and Kyser (1966, 1967), and Rao­
Sahib and Wittry (1969). For direct, intrinsic recombination in GaAs, Kyser and 
Wittry (1964) provided a description of the recombination process as a function 
of excitation conditions, and the main conclusions are as follows. The CL inten­
sity is proportional to the excess carrier generation rate g (g ex. I b V b)' For constant 
Vb' the dependence of CL intensity on the electron beam current may shed some 
light on the dominant type of transition. As discussed earlier, LCL is proportional 
to gTnr(TIT + Tnr)-1, where g = Glb/e. From the Wittry-Kyser model it follows 
that for TIT ~ l' nr' when radiative recombination is dominant, the CL intensity 
should be proportional to the beam current only. For Tnr ~ TIT' when nonradiative 
recombination is dominant, the low- and high-excitation cases have to be consid­
ered separately. In the former case, the CL intensity should be proportional to the 
equilibrium carrier concentration no and to the beam current, whereas at higher 
excitation levels the CL should be proportional to n and independent of no (pro­
vided that Tnr does not depend on no)' Experimental results (Kyser and Wittry, 
1964) were in general agreement with these predictions for the case in which 
nonradiative recombination is dominant and the excitation level is low. They 
were unable, however, to reach sufficiently high beam currents to observe the 
predicted dependence on the square of the current. The measurements of relative 
intensity as a function of the free-carrier concentration showed the expected lin­
ear dependence, although the scatter between experimental points was fairly 
large. Kyser and Wittry (1964) reported that CL intensities in some samples of 
the same high carrier concentration varied by up to two orders of magnitude. 
Spatial variations in CL intensity (see Chapter 6) indicate that differences in pu­
rity and crystalline perfection of the material may predominate over the carrier 
concentration in determining the CL efficiency. Wittry and Kyser (1967) also 
pointed out that the CL intensity may depend on gm, where m;::: 1, and if m does 
not remain constant due to changes in the occupation of recombination centers, a 
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different treatment has to be developed. To the best of our knowledge this has not 
yet been done. 

The dependence of the CL intensity on the electron beam voltage was 
calculated by Wittry and Kyser (1966, 1967), who concluded that it could be 
explained by invoking a "dead layer" of thickness d at the surface. This layer, 
where radiative recombination is absent, was interpreted as being due to the 
existence of a space-charge depletion region, which is caused by the pinning of 
the Fermi level by surface states. By assuming that only nonradiative recombina­
tion occurs in the dead layer and noting that the luminescence intensity is propor­
tional to the net excess carrier concentration, the CL efficiency in this case 
(neglecting absorption) can be written as 

Re Re Re 

TJCL = [ J g(zs) dzs - s! 1 J g(zs)e -(z, -d)/L dzs 
d d 

] / J g(zs) dzs 
d 

(4.29) 

T.bese results, calculated by Wittry and Kyser (1967) for a Gaussian approxima­
tion to g(zs)' are shown in Figure 4.14, under the assumptions of no dead layer 
(Figure 4.14a) and a dead layer of thickness d = O.lL (Figure 4.14b), as a 
function of the reduced electron range RelL (absorption is not included). These 
plots indicate that for CL excitation, a threshold electron beam energy would be 
required in order to penetrate the dead layer. Experimental measurements (Wittry 
and Kyser, 1967) for electron beam voltages between 5 and 50 kV were fitted to 
this model to obtain values for the diffusion length L, the reduced surface recom­
bination velocity S, and the reduced dead layer depth dlL. However, as they 
remark, caution must be exercised in this type of fitting, since equally good 
agreement can be obtained for various choices of these parameters (Wittry and 
Kyser, 1967). 

The condition of a linear dependence of LCL on Ibis not always valid. In p­
type GaAs, for example, a superlinear dependence was observed (Rao-Sahib and 
Wittry, 1969), i.e., LCL oc I,{), where m, which is a function of both Ib and Vb' lay 
between 1 and 2. The analysis outlined here would not be applicable in this case. 
This problem was treated by Rao-Sahib and Wittry (1969), who modified the 
theoretical curves and the experimental method. In their analysis, a Gaussian 
distribution of electron beam-excited carrier generation with depth was as­
sumed, and solutions for the excess carrier density were obtained with and 
without the assumption of the existence of a dead layer. The solutions given by 
Rao-Sahib and Wittry (1969) are also based on the assumptions that the total 
carrier generation is invariant for constant electron beam power (i. e., for I b Vb = 
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Figure 4.14. The calculated cath­
odoluminescence intensity for n-type 
GaAs as a function of the reduced elec­
tron range ReILand reduced surface re­
combination velocity S. assuming (a) no 
dead layer and (b) dead layer of thickness 
d = 0.1L. (After Wittry and Kyser. 
1967.) 
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constant) and for focused and defocused electron beams (provided that the ex­
cess carrier distribution in planes parallel to the surface can be ignored). Taking 
into account the dependence LCL oc I'C. one can write, in terms of the steady-state 
carrier density, 

00 

LCL == J [an(u)]m du 
o 

(4.30) 

where u = pzlRe' P is the density of the material, and Re is the electron range. 
Using the solutions derived by Rao-Sahib and Wittry for m = 1, we can evaluate 
the integral analytically. When m of:. 1, the integral must be evaluated numer­
ically. This was done for several different values of m, dlL, and S. However, no 
agreement could be obtained between the theoretical calculations and experimen­
tal results for a finely focused electron beam for m of:. 1. In fact, the good 
agreement obtained for n-type GaAs occurred because m == 1 and was indepen­
dent of Ib and Vb. The mathematical solution for the three-dimensional case with 
a nonlinear response is fairly difficult, and therefore Rao-Sahib and Wittry 
(1969) used experimental conditions that approximate one-dimensional diffu­
sion. This was accomplished by using a large-diameter electron beam (180 /-Lm) 
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Figure 4.15. Comparison of theoretical calculations 
and experimental results for p-type GaAs using a broad 
electron beam. Curve I is calculated for m = 1.0, d/ L = 
0.033, and S = 10, fitted to the experimental results at a 
power level of 5 x 10 - 3 W. Curve 2 is calculated for m 
= 1.2, d/L = 0.033, and S = 10, fitted to the experi­
mental results at a power level of 50 x 10- 3 W. Curve 
2 is also compared with curve I (the dashed curve) 
normalized at 30 kV. (After Rao-Sahib and Wittry, 
1969.) 

and monochromator slit settings to select the signal from a small area (27 x 27 
IJ-m) on the specimen surface. Consequently, good agreement (see Figure 4.15) 
was obtained between the calculated curves for m = 1. 0 and m = 1. 2 and 
experimental values for beam powers of 5 x 10 - 3 Wand 50 x 10 - 3 W, 
respectively, giving consistent values for d/L, S, and L. Thus, the authors 
showed that these latter parameters can be derived in both n- and p-type GaAs by 
using their method of voltage dependence of cathodoluminescence. This ap­
proach is phenomenological, and it does not explain the nonlinearity of the 
relationship between LCL and lb' For specimens with high radiative recombina­
tion efficiencies it is possible to measure CL intensities over a wide range of the 
electron beam power levels, i.e., for a wider range of different values of m. This 
should reduce the range of choice of values of d/ L and S for which consistent 
values of L are obtained by this method of fitting the experimental results to 
calculated curves. 

The method of Wittry and Kyser (1967) was later applied by Casey and 
Jayson (1971) to the case of GaP doped with Zn and O. In this material, the 
radiative recombination mechanism for efficient red emission requires the pres­
ence of a Zn acceptor and a donor oxygen atom on nearby lattice sites. When 
they occupy adjacent sites, an electrically neutral complex is formed; this acts as 
a deep electron trap that can attract a hole to form a bound exciton. This can then 
decay radiatively. At high excitation levels, the Zn-O luminescence centers be­
come filled with captured minority carriers. As the centers are filled, the excess 
minority carriers recombine nonradiatively in the bulk or at the surface, which 
results in a slower than linear increase of CL intensity with increasing excitation. 
As mentioned earlier, the calculated curves obtained by Wittry and Kyser were 
valid for m = 1.0 (i.e., LCL <X I b ). Casey and Jayson (1971) showed that although 
LCL had a sublinear dependence on Ib for a focused electron beam, a linear 
dependence was obtained for the case of nonfocused electron beam excitation 
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Figure 4.16. The vanatlOn in relative cath­
odoluminescence intensity for GaP (doped with Zn and 
0) at 40 kV for a focused electron beam of diameter 0.5 
/Lm and for a nonfocused beam. (After Casey and Jay­
son, 1971.) 
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(see Figure 4.16). Cathodoluminescence intensity was measured by using a 
nonfocused electron beam and a constant beam power for electron beam voltages 
between 5 and 40 k V. The experimental results were fitted to one of the curves of 
Wittry and Kyser (1967) (see Figure 4.17); since the curves were calculated for 
GaAs (Wittry and Kyser, 1967), the value of the diffusion length was corrected 
for GaP. Thus, values of Ln = 0.5 ± 0.2 !-Lm, S = 5 X 105 cm sec - 1, and d = 
0.025 !-Lm were derived. These were within the range of values obtained on 
similar material by using photoexcitation. 

As mentioned earlier, the effect of self-absorption on the emergent CL 
spectrum may be significant. Kyser and Wittry (1964) used the effect of self­
absorption to explain the differences between the CL spectra of p- and n-type 
GaAs and the injection electroluminescence (EL) spectrum observed on passing 
a forward current through a p-n junction in GaAs (see Figure 4.18). The peak 
intensity for the injection EL occurred at a longer wavelength than the CL peaks 
from both p- and n-type material. (Some differences in peak intensity and half­
width between n- and p-type GaAs were also noted.) The difference between 
injection EL and CL was attributed to self-absorption: for EL, which is generated 
all over the p-n junction plane normal to the surface scanned, a large fraction of 

Figure 4. 17. Relative cathodoluminescence in­
tensity as a function of electron beam voltage for 
constant beam power. The experimental points are 
fitted to a calculated curve of Wittry and Kyser 
(1967) for the values of the parameters shown. 
(After Casey and Jayson, 1971.) 
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Figure 4.18. The observed spectra of cathodolumines­
cence (electron beam current is 1. 0 ,...A and beam voltage is 
30 kV) for p- and n-type GaAs compared with the eJec­
troluminescence spectrum from injection at a p-n junction 

0.8 using a current density of about 15 A cm- 2 . (After Kyser and 
Wittry, 1964.) 

the radiation originates at greater depths than does the CL. The differences can be 
explained analytically as follows. If Lo is the constant EL intensity produced per 
unit depth of the junction, the absorption correction factor for the injection EL 
can be expressed as 

t 

Lo f exp( -az) dz 
LEL (obs) = _0_--::--__ _ 

LEL (gen) Lot 
(4.31) 

where LEL is the EL intensity, and t is the thickness of the material and hence the 
maximum depth of any point on the p-n junction below the surface. Thus, for 
injection we obtain 

LEL (obs) = 1 - exp( -at) 

LEL (gen) at 
(4.32) 

The absorption correction factor for the CL intensity, on the other hand, can be 
written (for the point source model) as 

LCL (obs) 

LCL (gen) 

00 

f LCL(z)exp( -az) dz 
o 

1 + uL 
(4.33) 
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where LCL is the CL intensity, and L is the minority carrier diffusion length. 
Thus, for L ~ t, the injection EL spectrum is expected to be affected more by 
absorption than is the CL spectrum. 

Self-absorption can also explain charge collection current observations in p­
n junctions in GaAs scanned normal to the barrier. In this case, in n-GaAs, the 
charge collection current (Icc) is composed of two exponential terms, one of 
which is the minority carrier diffusion term 

(4.34) 

where A, and A2 are constants, X is the distance of the beam impact point from 
the p-n junction, and L, is the minority carrier diffusion length. The second term 
was suggested by Wittry and Kyser (1965) to be due to infrared CL photons that 
reach the junctions and are absorbed there, producing electron-hole pairs that 
contribute to Icc. Comparison with Lambert's law of absorption indicates that L2 
= lin. They, however, pointed out the discrepancy between the experimental 
value for the effective infrared absorption coefficient derived this way (neff = 
300 cm - ') and the absorption coefficient for the wavelength of the CL emission 
peak (np = 1500 cm -I). This analysis was further refined by Holt and Chase 
(1973), who showed that this discrepancy could be removed by considering the 
effect of self-absorption over the varying distance X through the material. This 
leads to continuous changes of the position of the CL peak and the value of the 
absorption coefficient. By calculating the modified spectra for a series of values 
of X, Holt and Chase (1973) derived corresponding values of neff for each X and 
found good agreement between the calculated values of neff and n = 1/ L2 
obtained from charge collection current measurements. 

The analysis of recombination for materials like GaAs, in which 'TIT == 'Tnr, 

has also shown that the effect of reabsorbed recombination radiation (RRR) has 
to be considered (Von Roos, 1983) for a material with high doping levels. This 
effect, i.e., repeated emission and absorption in the bulk of the semiconductor, 
will essentially diminish the contribution due to the radiative recombination 
process, and the total recombination rate will depend on 'Tnr only. 

4.5. Interpretation of Cathodoluminescence 

As mentioned earlier, the interpretation of CL cannot be unified under a 
simple law. 

The information in the peak of the fundamental or edge emission band ("in­
trinsic" CL at ambient temperatures) is relatively easy to interpret because hv == 
E g and the variation of E g with materials parameters and external perturbations is 
comparatively well understood. However, the information in the broad "extrin­
sic" CL bands (which arise from transitions that start and/or finish on localized 
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states of impurities in the gap) observed above liquid nitrogen temperatures is 
difficult to interpret because of the lack of any generally applicable theory for the 
wide variety of possible types of luminescence centers and radiative recombina­
tion mechanisms. Experimentally, thermal broadening can be minimized by 
using liquid helium temperatures at which CL spectra will generally consist of a 
series of sharp lines corresponding to transitions between well-defined energy 
levels. These processes can then be identified with particular CL emission phe­
nomena, such as excitonic lines, phonon replicas, and DAP lines. 

The influence of defects, of the surface, and of external perturbations, such 
as temperature, electric field, and stress, have to be considered in the analysis of 
CL spectra. For example, the luminescence intensity can depend strongly on dis­
location densities, defect concentrations, including their configuration and depth 
from the surface of the sample, and the internal electrical fields. Further possible 
complications are electron beam-induced contamination at the surface of the 
specimen and beam-induced defects. 

The difficulties involved in accounting for all these factors make the use of 
the total CL intensity as a quantitative characterization tool difficult, although not 
impossible. With, for example, time-resolved CL (Steckenborn et al., 1981ab; 
Bimberg et aI., 1985ab, 1986) one can determine the minority carrier lifetime 
and the recombination cross sections of donors and acceptors and obtain informa­
tion on competitive recombination channels. Nonradiative channels can, in prin­
ciple, be analyzed by using scanning deep-level transient spectroscopy (SDLTS) 
(Petroff and Lang, 1977). Correlations between dopant concentrations and the 
peak energies, half-widths, and slopes of the exponential tails of the relevant 
emission bands in intentionally doped standards would be more practical and re­
liable as means for the quantitative assessment of the carrier concentration at this 
juncture (Cusano, 1964; Pankove, 1966; Casey and Kaiser, 1967; Gatos et al., 
1981). Even in this case one would have to account for the effect of defects on the 
luminescence efficiency 1] of the material. For example, the effect of dislocations 
on 1] of light-emitting devices was considered by Roedel et ai. (1977) (see also 
Lax, 1978; Yamaguchi et al., 1986), who found that 1] was related to the disloca­
tion density N D as follows: 

1] 

1]0 
(4.35) 

where Lo is the minority carrier diffusion length, and 1]0 is the efficiency without 
dislocations (see Figure 4.19). Thus, in quantitative analyses of luminescence 
intensities it is important to know the defect densities. 

Despite all these difficulties, one has to begin somewhere. Warwick (1987) 
proposed the so-called MAS corrections (in analogy with the ZAF correction pro­
cedure for x-rays) to obtain, for example, quantitative impurity concentrations 
from CL band intensities. MAS stands for corrections for the effects of mixed-
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Figure 4.19. Electroluminescence efficiency (from Roedel et al .• 1977) as a function of disloca­
tion density for GaAs light-emitting diodes. The dashed line represents the efficiency calculated using 
TJ/TJo = I/(l + L1;rrWd I4). 

level injection, absorption, and surface recombination. Because of the presence 
of competitive recombination channels in most luminescence phenomena, the lu­
minescence intensity is not a simple function of the impurity concentration, but it 
also depends on the minority carrier lifetime (Warwick, 1987), which is deter­
mined by the combined effect of all the channels in parallel. Thus, measurements 
of both the luminescence intensity and the luminescence time decay will be re­
quired. The mixed-level injection correction is necessary because the excess car­
rier density is greater than the ionized impurity concentration near the electron 
probe, and less than it further away. In addition to the MAS corrections, a (total 
internal) reflection (and refraction) correction should also be included in the CL 
analysis, thus leading to the MARS set of corrections. 

The previous chapter reviewed some theoretical models that are helpful in 
further developments of quantitative CL analyses. As mentioned earlier, com­
pared with electron probe microanalysis (EPMA), quantitative CL is in its infan­
cy, and major problems in quantitative CL analysis are the lack of data concern­
ing the competing nonradiative processes and the various factors that affect the 
emitted CL intensity. The difficulties involved in the quantitative analysis of CL 
intensities can be circumvented by CL band-shape analysis (Cusano, 1964; Pan­
kove, 1966; Casey and Kaiser, 1967; Chapter 6). The effects of temperature and 
carrier concentration on such band-shape parameters as the peak energy and the 
half-width of the CL emission of InP were demonstrated by Gatos et al. (1981). 
Using the fact that the band gap and, hence, the intrinsic band peak energy de­
creases with increasing temperature, they also established the temperature in­
crease of the InP surface with increasing electron beam current. Davidson and 
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Rasul (1977) similarly measured the operating temperature distributions in GaAs 
and InP Gunn diodes. 

To summarize, the development of the CL mode as a quantitative analytical 
tool requires the solution of difficult problems. The CL signal can depend on so 
many physical parameters that no unified theory is in sight. As mentioned earlier, 
CL quantitative analysis would require knowledge of, for example, the recom­
bination cross sections, the minority carrier lifetime, self-absorption, surface 
recombination and defect concentrations. Therefore, no correction method for 
CL intensities, analogous to the ZAF corrections in x-ray analysis, has been 
developed yet. Development of MARS-type correction methods, together with 
the refinement of such techniques as time-resolved CL and SDLTS, and the use 
of carefully characterized standards should provide a viable approach for the 
development of quantitative CL analysis. X-ray microanalysis developed as a 
useful tool more through the discovery of semiempirical relations between im­
purity concentration and readily observable spectral parameters than through any 
advances in fundamental understanding. This also appears to be the pattern of 
early developments in quantitative CL microcharacterization. 

4.6. Spatial and Spectral Resolution and the 
Detection Limit 

The spatial resolution of the CL mode of the scanning electron microscope 
is affected by the electron probe size, the size of the generation volume, which is 
related to the beam penetration range in the material, and the minority carrier 
diffusion. AQditional factors such as a low signal-to-noise ratio, vibrations, and 
electromagnetic interference may degrade the resolution in practice. 

A minimum signal-to-noise ratio is required for each mode of the SEM. 
This depends on detector sensitivities and electronic system noise levels. This 
determines the minimum signal intensity necessary to get pixel brightnesses 
above the noise level or reliable data for proc~ssing. A certain beam power will 
be necessary in order to excite that level of signal in any given specimen. 

The size of the electron beam decreases with the decrease of the beam cur­
rent and the increase of the beam voltage (see Goldstein et at., 1981). Also note 
that, for the same beam current and beam voltage, the probe diameter for a tung­
sten (W) filament is about twice as large as the diameter obtained using a lan­
thanum hexaboride (LaB6) gun. For the latter, for example, the electron probe 
diameter for a 30-kV beam is about 40 A for an electron probe current of 10- 11 

A, increasing to about 250 A for I b = 10- 9 A and to about 3000 A for I b = 10-6 
A. As mentioned earlier, for lower electron beam energies, the probe size is 
larger. For example, for a lO-kV beam, the probe diameter of the LaB6 filament 
is about 60 A for I b = 10 - 11 A, increasing to about 350 A for I b = 10 - 9 A and 
to about 5000 A for Ib = 10- 6 A. For a W filament, the probe sizes for given 
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probe energies and currents are about twice as large. (For more details, see Gold­
stein et ai, 1981.) 

In practice, at low electron beam currents, the spatial resolution is deter­
mined basically by the size of the excitation volume necessary to satisfy the sig­
nal-to-noise ratio requirement. Increasing the electron beam energy improves the 
signal-to-noise ratio, but it also produces a larger excitation volume. For larger 
values of the electron probe current (about 10- 7 A and greater), the incident 
beam diameter becomes large, comparable to that of the generation volume. In 
most inorganic solids, a CL spatial resolution of the order of 1 flm can be 
achieved. 

As mentioned earlier in this chapter, Donolato (1978) pointed out that the 
minority carrier density is large only in a region commensurate to the generation 
range. Thus, the CL spatial resolution in most cases is essentially equal to the 
generation range and is not affected significantly by the minority carrier diffusion 
length (see Figure 4.11). 

For low electron beam currents, an improved spatial resolution may be ex­
pected in samples with strong self-absorption of light from greater depths within 
the specimen. In such a case, most of the signal arises from the narrower region 
of the generation volume (see Figure 4.2) just below the specimen surface. 

It is also possible to improve the CL spatial resolution by limiting the minor­
ity carrier diffusion. This can be achieved by using time-resolved imaging (see 
Bimberg et al., 1988), which allows CL observations in different short time win­
dows (in the l-ns range) that limit the diffusion of the minority carriers. Another 
method of limiting the minority carrier diffusion is Lorentz force carrier confine­
ment (Wada et ai., 1988), which is based on the principle that a magnetic field 
applied to a sample leads to the confinement of minority carriers in a spiral orbit 
(i.e., cylindrical confinement), which can be of smaller radius than the minority 
carrier diffusion length. 

The spectral resolution in CL measurements depends on the luminescence 
efficiency of the material, its temperature, and the CL detection system sen­
sitivity. It is to be expected that for most materials at elevated temperatures, be­
tween about liquid nitrogen and room temperatures, the spectral resolution is 
specimen-limited, since signal maximization requires a larger than optimal 
monochromator slit-width. Luminescence lines become more intense and nar­
rower at liquid helium temperatures, and the spectral resolution is then mainly 
dependent on the slit-width of the monochromator. 

The sensitivity of CL analyses was demonstrated to be in some cases at least 
104 times better than that attainable by x-ray microanalysis. In other words, im­
purity concentrations as low as 1014 cm- 3 can be detected. In PL (and arguably 
CL as well) in the most favorable cases of strongly luminescent impurities that 
emit at energies undisturbed by other emission or absorption mechanisms in the 
host material, it should be possible to detect impurities down to 1012 cm - 3 

(Dean. 1982), 
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4.7. Artifacts 

Spurious signals in CL analyses may arise, for example, from luminescent 
contaminants, from incandescence from the electron gun filament reaching the 
detector or from scintillations caused by backscattered electrons striking compo­
nents of the CL systems. Many of these background contributions may be elimi­
nated by chopping the electron beam and detecting the CL signal with a lock-in 
amplifier. 

An artifact in the CL emission spectrum, a ghost CL peak in InP, was re­
ported by Warwick and Booker (1983) and by Warwick (1986). This was due to 
the rays that are totally internally reflected before emerging from the specimen 
after self-absorption. This mechanism of the ghost peak was established by using 
aperture disks, that blocked such rays reaching the light collector. It was demon­
strated that by varying the effective field of view of the light collector, the ar­
tifacts (ghost peaks) in the low-temperature CL spectra could be controlled (see 
Figures 4.20 and 4.21). As shown in Figure 4.20a, light that propagates along the 
paths for rays A and B may reach the light collector. Most of the light generated 
in the material cannot exit directly to the detection system due to its total internal 
reflection and/or its being directed away from the top specimen surface. Only a 
few percent of the generated light leaves the specimen along paths like ray A. 
Thus, light that propagates along paths like ray B may be expected to contribute 
significantly if it reaches the collector. Since the absorption edge of this material 
is at an energy close to the 1.415-eV donor-related peak (i.e., at 1.414 eV at 
liquid helium temperatures), a majority of photons with energies near 1.415 eV 

a 

Figure 4.20. (a) Standard specimen with no mask. Rays 
A and B reach the collection optics, and the corresponding 
CL spectrum (denoted S) is shown in Figure 4.21. (b) Dot 
mask specimen; only ray B reaches the collector, and the 
corresponding spectrum (denoted D) is shown in Figure 
4.21. (c) Hole mask specimen; only ray A reaches the col­
lector, and the corresponding spectrum (denoted H) is 
shown in Figure 4.21. (After Warwick. 1986.) 



CATHODOLUMINESCENCE 

Figure 4.21. 10-K CL spectra of undoped InP from a 
standard specimen, spectrum S (see Figure 4.20a); from a 
dot mask specimen, spectrum D (see Figure 4.20b); and 
from a hole mask specimen, spectrum H (see Figure 
4.2Oc). (After Warwick, 1986.) 
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will be absorbed. The low-energy tail of this luminescence band and the accep­
tor-related emission bands at 1.379 eV and 1.375 eV, however, occur at such 
energies that the absorption coefficient is sufficiently small to allow a significant 
fraction of the light traveling along paths like that of ray B to be emitted (War­
wick, 1986). 

In these experiments, the effect of the rays that are totally internally re­
flected before emerging from the specimen was determined by first obtaining the 
luminescence spectrum from a standard sample (see Figure 4.20a). In this case, a 
large fraction of the light in rays such as B, which are reflected from the bottom 
and side surfaces, can leave the top surface of the specimen within the field of 
view of the light collector, giving rise to the spectrum S in Figure 4.21. Subse­
quently, to correlate the features of the spectrum with particular types of ray 
paths, a sample was used with a 0.25-\.Lm-thick Al mask, which effectively lim­
ited the field of view of the collector (see Figure 4.20b). Although transparent to 
20-keV electrons, the Al film blocked luminescence emission. An Al dot 100 
\.Lm in diameter, centered at the electron beam impact point, resulted in allowing 
only the light in rays like B to reach the collector. The corresponding lumines­
cence spectrum is denoted D in Figure 4.21. Comparison of spectra S and D 
reveals that the intensity of the 1.375-eV peak, which is due to the recombination 
of electrons bound to shallow donors with holes bound to Zn1n acceptors, and the 
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1.379-eV peak, which is due to the recombination of free electrons with holes 
bound to Zn1n acceptors, are nearly the same. The intensity of the 1.41S-eV 
peak, on the other hand, is significantly reduced in spectrum D. In spectrum Sa 
shoulder is also observable at 1.413 e V. The latter corresponds to the remaining 
low-energy portion of the 1.41S-eV peak, following selective absorption along 
paths like B (see Figure 4.20). The path length of rays like A is significantly 
smaller, and thus little selective absorption is expected. To allow only light that 
has followed direct paths like ray A into the collector, they used a hole mask (see 
Figure 4.20c) that covered the whole surface, except for a hole SO f.Lm in diame­
ter centered on the electron beam impact point. The corresponding spectrum is 
denoted H in Figure 4.21. In the spectrum, no shoulder at 1.413 eV is observ­
able, the intensity of the 1.41S-eV peak is nearly the same as that in spectrum S 
(i.e., the standard specimen), and the intensities of the 1.379-eV shoulder and 
1.37S-eV peak are reduced significantly in comparison to those in spectrum S. 
These experiments indicate that rays like A (see Figure 4.20) account for nearly 
all of the intensity of the 1. 41S-e V peak but provide only a small contribution to 
the intensities of the 1.379-eV shoulder and 1.37S-eV peak. Rays like B, on the 
other hand, account for all of the intensity of the 1.413-eV shoulder and most of 
the intensities of the 1.379-eV shoulder and 1.37S-eV peak. Thus, the shoulder 
at 1.413 eV is an artifact due to the admittance of light along paths like ray B, 
and it is not related to any recombination mechanism. Also, these results indicate 
that the intensities of luminescence features at lower energies are greatly affected 
by the admittance of light that traveled long distances before emission, for 
example, along ray B. It was concluded that using large-field-of-view (a com­
monly used value is of the order of I mm in diameter) light collection optics may 
lead to significant changes in the luminescence intensities and some features of 
the shapes of the luminescence bands. A field of view less than SO f.Lm is required 
in order to prevent this type of artifact (Warwick and Booker, 1983; Warwick, 
1986). 

Changes in the luminescence intensity, the luminescence band shape, and 
the value of the luminescence peak energy may also be expected with the correc­
tion of spectra for the overall detection system response characteristics (Steyn et 
al., 1976; Datta et al., 1977, 1979a). This issue will be discussed in Section 
7.3.3. 

Prolonged electron beam irradiation may also cause significant changes in 
the CL intensity, which should be considered in quantitative analyses. It is es­
pecially difficult to quantify observations if the signal continues to change over 
an hour, for example, so the stabilities of the excitation, the detector, and the 
material are all important. Electron irradiation can lead to quenching or enhance­
ment of the CL signal. In ZnS, for example, dark regions in CL observations 
were associated with possible electron beam charging of vacancies (see Holt and 
Saba, 1985), whereas in Si Myhajlenko et al. (1983a) observed electron beam 
annealing-induced enhancement of the infrared CL intensity (see Figure 4.22). 
The electron beam-induced sample heating was estimated by Myhajlenko et al. 
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Figure 4.22. CL micrograph of ion-implanted silicon showing a bright region (i.e., luminescence 
recovery) resulting from electron beam annealing. (After Myhajlenko et aI., 1983a.) 

(1983a) on the basis of the Vine-Einstein (1964) model, which predicts the 
steady-state maximum temperature rise from 

T 

(~) = 4.27 f k(T)aI 
eff Tsubstrate 

(4.36) 

where P is the beam power (in W), a is the spot radius (in cm), k(n is the thermal 
conductivity (in W cm - 1 K - 1), and (P / a)eff is the effective beam power cor­
rected for penetration. For excitation with a 30-kV, lO-!LA beam and a spot diam­
eter of 3 !Lm, a temperature rise of about 150 K was obtained for a substrate 
temperature of 300 K, and a rise of about 30 K was obtained for a substrate tem­
perature of 100 K. 

Caution should be exercised during CL contrast observations on defects. 
Balk et al. (1976) reported contrast inversion at a single dislocation in Se-doped 
GaAs by increasing the electron beam current from about 10 - 6 to about 10 - 5 A. 
This was explained as being due to the localized heating effect at higher beam 
currents, which leads to enhanced nonradiative recombination and a decrease of 
the CL signal. 
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Prolonged electron bombardment often leads to surface contamination of 
the specimen. The deposition of a film, which consists primarily of polymerized 
hydrocarbons, is caused by the electron bombardment of the adsorbed molecules 
of the pump oil, etc. Adsorbed molecules from the earlier sample preparation 
steps may also contribute to the contamination. Replacement of the diffusion 
pump by a turbomolecular pump may alleviate the problem significantly, as can 
liquid-nitrogen-cooled shields around the specimen and careful handling of the 
specimen prior to its insertion to the vacuum chamber. 

The analysis of nonconducting samples requires special care due to spec­
imen charging. A conductive thin coating will reduce the charging, but it will 
also significantly reduce the emitted luminescence intensity. The charging effects 
in uncoated samples can be largely minimized by using lower electron beam en­
ergies, provided that the CL signal can be detected. Altering the scan speed can 
also help by optimizing (1) the time available for the charge to leak away before 
the beam returns and (2) the heating effects that may increase the local 
conductivity. 

Misinterpretation of the images obtained with a scanning electron micro­
scope in general can arise through reliance on subjective judgments. Difficulties 
can arise through preconceived expectations, selective memory, etc. Computer­
aided image processing and the application of statistical tests should alleviate the 
difficulties. For analyses, spectral correction prior to imaging will also be re­
quired. A detailed description of these issues was provided by Newbury et al. 
(1986). 

The size of the electron beam dissipation volume increases with the beam 
voltage Vb' Therefore, for a given electron beam current Ib' an increase in Vb 
results in a reduction in the electron beam energy dissipated per unit volume. In 
contrast, an increase in Ib' at a given Vb (i.e., an increase in the number of elec­
trons dissipated in the same volume) leads to a corresponding increase in the 
electron beam energy dissipated in that volume. Thus, a general rule for the min­
imization of electron beam damage would be maximizing Vb and minimizing I b 

so that a usable CL signal is obtained, and using theJastest line andJrame speeds 
that provide sufficient interline scan separation at a given magnification (Giles, 
1975). Modem frame stores with signal averaging greatly improve the signal-to­
noise ratio and make it possible to use lower beam powers. Signal averaging over 
repeated spectral scans has a similar effect. With a frame store it also becomes 
possible to examine an image at leisure with the beam chopped, so damage and 
contamination do not continue. These effects therefore less seriously limit CL 
studies than it was once thought they would. 



Cathodoluminescence Analysis 
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In this chapter we describe CL systems that are used for materials characteri­
zation. 

Early systems for examining cathodoluminescence were based on a CRT de­
sign, shown schematically in Figure 5.1. The basic elements of the device, which 
is a highly evacuated glass tube, are the electron gun, the deflection plates, and 
the fluorescent screen. The electron gun consists of a cathode, control grid, and 
focusing and accelerating anodes. Electrons ("cathode rays") emitted from the 
cathode, which is raised to a high temperature by the heater, are accelerated to 
the anode, which is maintained at a high positive potential relative to the cath­
ode. A narrow beam of electrons passes through a small hole in the anode and 
then travels to the fluorescent screen, which is coated with the phosphor layer 
that emits light at the point of impact of the electron beam. The brightness of the 
spot on the screen is regulated by the control grid, which determines the number 
of electrons that arrives at the anode. The size of the irradiated spot on the fluo­
rescent screen is controlled by the focusing anode. The electrons can be deflected 
vertically and horizontally by an electric field when they pass between the pairs 
of vertical and horizontal deflection plates. The electrostatic deflection plates 
mounted inside the tube lead to a relatively small screen. Larger viewing screens 
used iIi television receivers are achieved by using magnetic deflection coils 
mounted outside the vacuum tube. In a television receiver, the bright spot is 
rapidly rastered over the screen. When the electron beam intensity is altered ac­
cording to the incoming signal (i.e., the electromagnetic wave received from the 
transmitting antenna) at the control grid, the variations in intensity of the electron 
beam cause variations in the intensity of visible light emitted by the phosphor 
layer. This leads to the pattern (or image) formation seen on a television screen. 
In the latter case, a medium-persistence phosphor is chosen to minimize flicker, 
while allowing depiction of rapid change in the picture. During the electron bom-
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Figure 5.1. Schematic diagram of a cathode-ray tube (CRT). 

CHAPTER 5 

bardment of the phosphor screen, the light emission is accompanied by the emis­
sion of secondary electrons as well. Therefore, to avoid charging of the screen, 
the inner walls of the tube are coated with a conductive layer (e.g., graphite) that 
is held at anode potential. The phosphor screen, which consists of phosphor 
granules several microns in size, may also be coated with a thin electron-trans­
parent layer of aluminum evaporated on the side of the electron impact. Besides 
preventing a charge buildup, this layer also acts as a mirror that reflects light 
emitted toward the interior of the tube and directs it toward the observer. In cath­
ode-ray oscilloscopes, the voltage applied to the horizontal deflecting plates in­
creases linearly with time to move the electron beam and the bright spot at con­
stant velocity to provide a time base. The signal of interest is applied to vertical 
deflection plates, so its waveform can be determined. In applications requiring 
the simultaneous display of various signals, CRTs in oscilloscopes are equipped 
with mUltiple independent electron guns. In color displays, three electron guns 
slightly inclined to each other and the shadow mask are used so that the three 
electron beams excite only their respective phosphor dots in the patterns of three 
dots corresponding to three primary additive colors of blue, green, and red. A 
wide range of colors can be synthesized from variations in the relative lumines­
cence from the three dots by varying the excitation intensities. To summarize, the 
electron beam can be readily controlled by electric or magnetic fields in a CRT­
based instrument. This fact, together with the continuing progress in the phos­
phor technology, gives this instrument the capacity to display such large amounts 
of information so rapidly that no other display technology can as yet compete. 

Optical microscopes with electron gun attachments (i.e., the optical CL 
microscope), which were developed several decades ago, are based on a CRT 
design with the glass side of the screen being replaced by the specimen stage of the 
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optical microscope (see Section 5.4). Such instruments, often referred to as 
/uminoscopes, are being used, for example, in mineralogy. In current designs, a 
small vacuum chamber may be fitted to a regular optical microscope. 

Currently, there are two basic types of CL analysis systems. One is based on 
electron microscopes, scanning electron microscopes (SEMs), scanning trans­
mission electron microscopes (STEMs), or TEMs equipped with CL detecting 
attachments. Using CL-SEM enables one to obtain CL images and display, for 
example, defect maps. There are significant differences between SEM and 
STEM-based systems and between these and systems attached to a TEM. By far 
most CL attachments are on SEM instruments because of the larger chambers 
and the ease of installing larger collection systems. The other approach employs 
a simple high-vacuum system containing an electron gun for the excitation of a 
material; no scanning capability is provided, so no image of a sample can be 
obtained; thus it is limited to spot mode CL only. The use of large-area, high­
power electron beams gives high CL intensity and thus makes high-spectral-reso­
lution analysis possible. In general, spatial and spectral resolutions vary inver­
sely. In this type of CL analysis system, other optical measurements and/or pro­
cessing of the sample are also possible. The main application of such systems is 
in depth-resolved CL studies. 

The electrooptical systems and other components of electron microscopes 
are described in several books listed in the bibliography. Here, we review the 
basic principles and systems of electron microscopy. 

The modes available in the SEM provide a variety of information about a 
sample. The secondary electrons are used for topographic information and volt­
age contrast, and the backscattered electrons provide atomic number contrast. 
Backscattered electrons can also be used for structural analyses of solids (chan­
neling patterns). X-rays provide information on the composition of the sample. 
The CL and charge collection (CC) modes are complementary techniques for the 
analysis of optical and electronic properties of semiconductors and insulators. In 
TEMs and STEMs, the transmitted and elastically scattered electrons provide mi­
crostructural information· from images and crystallographic information from dif­
fraction patterns. The inelastically scattered transmitted electrons provide infor­
mation on composition using electron energy loss spectroscopy (EELS). 

5.1. Cathodoluminescence Scanning 
Electron Microscopy 

5.1.1. Principles of Scanning Electron Microscopy 

The basic principle of a SEM is analogous to the coupling of two CRTs. 
One "tube" (the microscope) contains a sample. The other CRT is used as a dis­
play instrument. 
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The two main components of a SEM (Figure 5.2) are (1) the electron optical 
column, which includes the electron gun, the electromagnetic lenses, and the 
specimen chamber, and (2) a display and operating unit. Either a thermionic elec­
tron gun or a field emission gun is used. The thermionic gun may contain a tung­
sten or a lanthanum hexaboride (LaB6) cathode. This heated cathode is main­
tained at a high negative potential relative to the Wehnelt cylinder, and an anode 
is maintained at earth potential. The potential may usually be varied from less 
than 1 kV to 40 kV, thereby providing various beam powers and electron penetra­
tion depths in the material. The field emission electron gun consists of a pointed 
cathode (a single-crystal tungsten tip) and two anodes. A voltage applied be­
tween the cathode and the first anode regulates the field strength at the tungsten 
tip and causes the emission of electrons, which are subsequently accelerated by 
the second anode voltage. The advantages of the field emission electron source 
are the higher brightness, which makes possible a smaller probe size for a given 
(small) beam current, and a smaller energy spread. The brightness of the field 
emission source of about 109 A cm - 2 sr - 1 is two orders of magnitude higher 
than that of the LaB6 thermionic source and three orders of magnitude higher 
than that of the tungsten thermionic filament. The electron probe size of the field 
emission source is smaller than those of the thermionic sources, and it may be as 
small as 20 A for a beam current of 10- 11 A or less. The service life of the field 
emission source, which depends on the operating vacuum, is in excess of 1000 h. 
This should be compared with the service lives of several hundred hours for the 
LaB6 thermionic source and up to about 50 hours for the tungsten filament. The 
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Figure 5.2. Schematic diagram showing the basic components of a scanning electron microscope 
(SEM). 
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operating vacuum required, however, is also higher for the field emission source: 
better than about 10- 7 Pa (1 Pa = 10- 2 torr) compared with 10- 5 Pa for the 
LaB6 source and 10 - 3 Pa for the tungsten filament. The inability of field emis­
sion guns to produce the larger beam currents obtainable from thermionic guns is 
a major drawback when low-efficiency CL materials have to be studied. 

Usually two condenser and one objective electromagnetic lenses are used to 
form a fine electron beam and focus it onto the specimen surface. For the emis­
sive mode, the electron probe size can be made as small as 50 A for a tungsten 
thermionic filament, or about 30 A for a LaB6 filament, and 20 A (or less) for a 
field emission electron source. Scanning coils, placed in the bore of the objective 
lens, deflect the beam so that the electron spot scans line by line a square raster 
(similar to the raster on the television screen) over the specimen surface. The 
standard television picture is currently made of 525 (in America) or 625 (in Eu­
rope) horizontal lines, but the rasters in the SEM may contain from 100 to more 
than 1000 horizontal lines. The latter value is used for obtaining a micrograph, in 
which case the scanning rate is much lower than in television sets. (At this writ­
ing there are efforts under way to develop the so-called high-definition television 
sets with more than twice the number of lines currently used.) 

A variety of signals are produced as a result of the dissipation of the electron 
beam energy in the sample into other forms of energy, which can then be detected 
and turned into an electrical signal by a suitable detector (or transducer). The 
electrical signal is amplified and fed to the grid of the synchronously scanned 
display CRT. The amplified (video) signal modulates the brightness of the CRT 
and produces an image of the specimen. The raster scan of the electron spot over 
the specimen surface results in a one-to-one correspondence between picture 
points on the display CRT screen and points on the specimen. Thus, the varia­
tions in the strength of the particular signal being detected result in variations in 
brightness on the CRT screen, i.e., contrast on the micrographs. The image mag­
nification is the ratio of the size of the square area scanned on the display CRT 
and the size of the area scanned on the specimen. The magnification is varied by 
varying the currents in the SEM scanning coils (the magnification is increased 
when the currents in the scanning coils are reduced). Modem SEMs have magni­
fications that are continuously variable from lOx to 300,000 x . Usually, the 
SEM is equipped with two display CRTs, or a split-screen CRT, so that signals 
that provide complementary information can be displayed simultaneously. 

Different forms of physical energy from the electron bombardment of the 
sample are used as signals for the modes of operation of the SEM. Thus, (1) 
emitted electrons produce signals for the emissive mode; (2) x-rays are the basis 
of electron probe microanalysis (EPMA); (3) transmitted electrons (in thin sam­
ples) form the signals for (scanning) transmission electron microscopy; (4) ultra­
violet, visible, and near-infrared photons are the basis of the CL mode, and (5) 
CC currents or voltages are the signals of the CC or conductive mode. In addi­
tion, a thermal wave, electroacoustic mode has emerged recently as a new SEM 
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technique for the analysis of thermal, mechanical, and electronic properties of 
materials. 

5.1.1. 1. The Emissive Mode 

The emissive mode is the most widely used SEM technique. Three types of 
emitted electrons, which provide different information, can be selected for detec­
tion by appropriate detectors. Secondary electrons emitted with energies less 
than 50 e V provide topographical contrast with much better resolution and depth 
of field than do optical microscopes. They can also provide important informa­
tion (contrast) on local electric and magnetic fields that are present in the material 
and that affect the energy and direction of emission of the low-energy electrons. 
Voltage contrast with high-frequency stroboscopy is especially useful for the 
analysis of large-scale integrated circuits. Secondary electrons originate from 
material within about 50 A of the specimen surface. Emitted electrons with ener­
gies close to that of the incident primary electron beam are called backscattered. 
and they originate from within a micrometer of the specimen surface. These elec­
trons provide atomic number contrast, since regions of higher atomic number 
backscatter more primary electrons. Thus, this type of contrast provides 
qualitative information on compositional uniformity. Areas that appear brighter 
correspond to the regions with a larger average atomic number. Backscattered 
electrons can also provide, under appropriate operating conditions, 
crystallographic information due to electron channeling. This arises because the 
backscattered electron yield varies as the angle of incidence of the scanned elec­
tron beam passes through the Bragg angle to crystal lattice planes. That is, selec­
tive channeling of primary electrons between the crystal planes at specific inci­
dence angles can lead to SEM pictures consisting of series of bands and fine 
lines. These pictures are called electron channeling patterns (ECPs), and they 
depend on the crystal structure and orientation of the material. Electron channel­
ing patterns can be obtained from selected small areas of the specimen by rocking 
the incident electron beam at the site of interest. Orientation changes across grain 
boundaries, for example, can give rise to channeling contrast in backscattered 
electron images. Finally, Auger electrons emitted from about the top 10 A of the 
material have energies characteristic of the elements of the material. Auger elec­
tron spectroscopy (AES) and scanning Auger microscopy provide a useful sur­
face analytical mode in ultrahigh vacuum electron probe instruments. 

5.1.1.2. The X-Ray Mode 

As mentioned in the introduction, the basis of the x-ray mode or EPMA is 
Moseley's law, which relates the energy of an x-ray emission line to the atomic 
number (hv ex. Z2). Two types of spectroscopic detection are used in this mode. 
Wavelength-dispersive spectrometers (WDS) give the highest elemental resolu-
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tion, but are slower than energy-dispersive spectrometers (EDS). The latter have 
a poorer elemental resolution, but can detect a wide range of the elements simul­
taneously. In both these methods, the relative arrival rates of characteristic x-ray 
photons from different elements is a measure of their concentrations in the elec­
tron-excited volume. To determine actual percentage composition, we apply a set 
of corrections. These so-called ZAF corrections are iterative corrections for the 
atomic number Z, which affects the efficiency of characteristic x-ray emission, 
for the absorption A, which reduces the count rate for element Y if element X 
absorbs its characteristic x-ray photons, and for fluorescence F, which increases 
the count rate for element Y if it absorbs x-ray photons and reemits them at its 
own characteristic energy. In modem EDS instruments, ZAF corrections are per­
formed by microcomputers and software supplied by the manufacturers. In this 
mode, in addition to quantitative "point analyses," micrographic displays of the 
distribution of particular elements ("x-ray maps") can be obtained. It is essential 
in these measurements to make sure that experimental conditions correspond to 
the assumptions built into the ZAF correction procedures. In the most favorable 
cases of heavy elements (provided no complications arise due to the presence of 
other elements that emit photons at energies close to those of the elements of 
interest), the x-ray mode can detect down to about one part in 104 , i.e., to about 
1018 atoms cm - 3. The spatial resolution of such an analysis is about 1 J.1m. 

5.1. 1.3. Transmitted Electrons 

In relatively thin specimens (of the order of 1000 A), transmitted electrons 
can be detected and analyzed. These electrons contain information related to the 
crystal structure and defects in the material. The signal can be amplified and pro­
cessed by detectors that are incorporated in STEMs. The transmitted electrons 
have energies that depend on the thickness and the structure of the specimen. 
Energy losses characteristic of the elements present can be analyzed, and this 
method (i.e., EELS) can be used for compositional analysis. Such analyses are 
useful with electron energies greater than about 100 keY; i.e., it will be applica­
ble to STEMs or TEMs but not to SEMs. 

5.1.1.4. The Thermal Wave, Electroacoustic Technique 

The thermal wave, electroacoustic technique is a recent addition to the SEM 
modes (Cargill, 1980; Rosencwaig and White 1981; Rosencwaig, 1982). It uses 
a chopped electron beam to produce intermittent heating. Spherical heat waves 
spread from the heated volume and are damped out. The thermal expansion and 
contraction produce propagating acoustic waves with the chopping frequency. 
These ultrasonic waves can be detected by piezoelectric transducers, and devices 
of piezoelectric materials such as GaAs and InP will self-detect. The spatial reso­
lution is several microns in metals and about a micron in semiconductors (Balk, 
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1988). Contrast arises from variations in the thermal and elastic features, semi­
conductor properties such as doping levels or electrical barriers, and ferroelectric 
or ferromagnetic domains (Balk, 1988). 

The electroacoustic signal in semiconductors was also shown to be useful in 
the analysis of defects and doping striations in, for example, heavily doped GaAs 
(Bresse and Papadopoulo, 1987, 1988). 

The CC mode and the relatively new technique of scanning deep-level tran­
sient spectroscopy (SDLTS) provide the most relevant complementary informa­
tion for CL analysis, and these techniques are discussed next. 

5.1.1.5. The Charge Collection Mode 

In the charge collection or conductive mode, three types of signals (see Fig­
ure 5.3) can be distinguished. The first case, shown in Figure 5.3a, is the 
specimen current (sometimes referred to as the absorbed electron current) flow­
ing from the incident electron beam to earth via the specimen. If Ib is the electron 
beam current, Is is the specimen current, and Ie is the total emissive current (i.e., 
backscattered, secondary, and Auger electrons), we can write Ib = Is + Ie' The 
second case (Figure 5.3b) is that in which the signal is a current flowing in a 
closed loop between two contacts in the absence of any external voltage source. 
Such a charge collection current will flow if electron irradiation generates a po­
tential difference between the contacts. This is called an electron voltaic effect. In 
the third case (Figure 5.3c) external biasing is applied and charge collection cur­
rent variations are obtained as the beam scans, if the conductivity is nonuniform, 

(a) 

(b) 

~c 

Figure 5.3. Schematic illustration of the 
three basic types of charge collection (or con­
ductive) mode signal. (a) The specimen (or the 
absorbed electron) current flowing from the 
incident electron beam to earth via the spec­
imen. (b) The signal is a current flowing in a 
closed loop between two contacts in the ab­
sence of any external voltage source; in this 
case, the charge collection current (lcc) will 
flow only if the specimen exhibits electron­
voltaic effects to generate potential differences 
between the contacts and drive currents round 
the external circuit. (c) Under external bias, 
charge collection currents will flow. Variations 
(contrast) will be obtained even in the absence 
of electron-voltaic effects, as the beam scans, 
if the conductivity is nonuniform. This is re­
ferred to as fl-conductivity. 
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(c) (d) 

Figure 5.4. Schematic illustration of charge collection geometries. Parts (a) and (b) show perpen­
dicular p-n junction and Schottky barrier geometries, respectively. Parts (c) and (d) show planar p-n 
junction and Schottky barrier geometries, respectively. 

even in the absence of electron-voltaic effects. This case is often referred to as ~­
conductivity. The tenn "electron beam-induced current (EBIC)" is sometimes 
used indiscriminately for CC signals, but it should only be applied to the second 
case, i.e., electron-·voltaic effect signals (true EBIC uses the short-circuit 
current). 

The standard charge-collection arrangements, illustrated schematically in 
Figure 5.4, are the planar and perpendicular (edge-on) geometries for p-n 
junctions and Schottky barriers. The depletion zones in these cases are indicated 
by shaded regions. 

The CC mode requires the fonnation of contacts and the presence of a rec­
tifying junction or an externally applied electric field. The CL mode, however, 
can be applied to as-grown material as well as to devices. In many cases, these 
two modes provide related infonnation. The CC mode is more commonly used in 
cases of low-luminescence-efficiency materials, such as Si. Thus, most work on 
the SEM microcharacterization of extended defects in Si was done with the CC 
mode. 

The EBIC technique is used in studies of p-n junction and Schottky barrier 
characteristics, as well as in the analysis of extended defects such as dislocations. 
The charge collection contrast in a SEM image is due to variations in charge 
collection efficiency that may arise from recombination at defects. In these mea­
surements, electron-hole pairs generated in the depletion zone, or within minor­
ity carrier diffusion range of it, are separated by its electric field, and the charge 
collection current (Icc) is measured in the external circuit. Two types of signal 
used are the EBIC and the electron beam-induced voltage (EBIV). In the fonner 
case, the short-circuit current of a device is measured at zero bias. The signal, 
amplified with a low-input-impedance amplifier, modulates the intensity of the 
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video display. In the second method (the EBIV), the open-circuit voltage is mea­
sured across the diode by a voltmeter with high input impedance (hundreds of 
megohms). 

Analytically these two cases can be described as follows. The electron beam 
irradiation of a device (i.e., p-n junction, Schottky barrier, or a heterojunction) 
produces a charge-collection current Icc = TleeGI b that flows in the direction op­
posite to the forward-biased barrier diode current (where G, the generation fac­
tor, is the number of electron-hole pairs produced per incident electron and Tlee' 

the charge collection efficiency, is the fraction of the pairs that is separated by the 
built-in field). The externally observed EBIC signal current is 

I = Icc - Id = Icc - 10 [exp(eVlnkD-IJ (5.1) 

where Id is the diode current, 10 is the saturation current, and n is the ideality 
factor for the barrier. When I = 0, the open-circuit voltage (i.e., EBIV signal) is 
measured: 

(5.2) 

Using the EBIC technique in the configurations shown in Figure 5.4, we can 
derive various semiconductor parameters: for example, the minority carrier diffu­
sion length and lifetime, the surface recombination velocity, and the width and 
depth of depletion zones (for details, see Holt, 1974; Davidson, 1977; Van 
Opdorp, 1977; Davidson and Dimitriadis, 1980; Schick, 1981; Leamy, 1982; 
Holt and Lesniak, 1985; Holt, 1989; also see the Oxford "Conferences on 
Microscopy of Semiconducting Materials," Institute of Physics Conference Se­
ries, Vol. 60, 67, 76, 87). The minority carrier diffusion length L is derived from 
the dependence of Icc on the distance x of the SEM electron beam away from the 
junction in the geometries of Figures 5.4a,b. The simple expression Icc(x) = 10 
exp(-xIL), in which surface recombination is neglected, is sometimes used. 
Even if surface recombination is negligible, other complications can arise. For 
example, as mentioned in Section 4.4, Wittry and Kyser (1965) found two 
exponential terms in the variation of EBIC with distance from a p-n junction in 
GaAs on the n side. This was shown to be due to (1) short-range collection of 
minority carriers by diffusion and (2) long-range self-detection of infrared pho­
tons by the junction; i.e., it was due to infrared CL photons reaching the junction 
and being absorbed there and contributing electron-hole pairs to the charge­
collection current (Wittry and Kyser, 1965; Holt and Chase, 1973). Lesniak et al. 
(1984) found a similar form of EBIC line-scan profile in 'IT-p-n + Si photodiodes 
('IT is low-doped p-type). The two exponential decays on the 'IT-P side occur 
because the minority carrier diffusion length in the 'IT-region was larger than that 
in the p-Iayer. To obtain minority carrier lifetimes, one measures the charge 
collection decay as a function of time when a stationary electron beam is 
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blanked. This type of measurement requires a fast beam-blanking device. In both 
diffusion length and lifetime measurements, the effects of injection level, finite 
source size, and surface recombination have to be considered. However, in the 
planar Schottky barrier configuration (Figure 5.4d), the surface is within the 
depletion zone. Thus, surface recombination can be disregarded. Wu and Wittry 
(1978) demonstrated that such a method can be used to measure small carrier 
diffusion lengths (about 0.5 /-Lm) with high accuracy and spatial resolution. 

Donolato (1983) proposed measuring the minority carrier diffusion length 
and surface recombination velocity by evaluating the first moment of two EBIC 
profiles at different electron beam energies. Using this method, he obtained an 
equation containing only the minority carrier diffusion length, which can be 
easily derived, followed by the determination of the surface recombination ve­
locity by substitution. The important advantage of this method is that no fitting of 
the experimental results to a two-parameter theory is required (see Donolato, 
1983, and references therein). 

EBIV measurements can also provide device quantities. For example, the 
open-circuit voltage (Voe) saturation value, reached for high beam powers, oc­
curs at the flat-band condition to give the diffusion potential V D of the junction. 
Huang et ai. (1982) used the EBIV technique to measure the Schottky barrier 
height <l>B (which is contained in the standard expression for 10)' This method is 
especially valuable for the in situ analysis of the changes of silicide Schottky 
barrier heights as a function of annealing (Huang et ai., 1982). It gives, however, 
a weighted average value of the barrier height. To obtain spatial resolution in 
such measurements, one must use an EBIC method (Gibson et ai, 1985). 

The CC mode can be also used for determining the doping concentration for 
a p-n junction or a Schottky barrier. It involves measuring the depletion width as 
a function of the reverse bias. Then, from the well-known relationship between 
depletion width, reverse bias, and doping concentration, the latter can be ob­
tained (MacDonald and Everhart, 1965; Schick, 1981, 1985; Holt and Lesniak, 
1985). Schick (1981) demonstrated that the spatial resolution of the depletion 
width measurements as a function of the reverse bias can be improved by differ­
entiating EBIC line scans. 

Jakubowicz (1986, 1987) and Jakubowicz et at. (1987) applied both CC and 
CL techniques to the analysis of extended defects in semiconductors. These 
results will be discussed in Chapter 6. 

5.1.1.6. Scanning Deep-Level Transient Spectroscopy 

Another important complementary technique to CL analysis is SDLTS, 
developed by Petroff, Lang, et at. (1977, 1978). It is especially important since it 
complements CL spectroscopy for the assessment of nonradiative levels. As 
mentioned earlier, a fundamental difficulty in quantitative luminescence analysis 
is the lack of information on competing nonradiative processes. Thus, SDLTS in 
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conjunction with the CL mode may become crucial to the efforts directed at 
quantification of CL analysis. 

SDLTS is a derivative of the deep-level transient spectroscopy (DLTS) 
technique (Lang, 1974), which is based on the capture and thermal release of 
carriers at traps. A voltage bias pulse is used to fill the traps in the DLTS 
technique, whereas an electron beam injection pulse is employed in the SDLTS 
method. In a SEM the SDLTS technique lets us determine the energy levels and 
the spatial distribution of deep states in semiconductors. The introduction of 
capacitance meters of higher sensitivity has made the technique more widely 
applicable (Breitenstein, 1982; Breitenstein and Wosinski, 1983; Breitenstein 
and Heydenreich, 1983, 1985, 1989; Heydenreich and Breitenstein, 1985, 
1986). 

The principle of SDLTS is the pulsed-electron-beam-induced filling of the 
deep levels. After each excitation pulse, the deep levels are in a nonequilibrium 
state. The thermal emission of the captured carriers restores the thermal equi­
librium, and if the levels are located in the space-charge region of a p-n junction 
or a Schottky barrier, the relaxation process will lead to a measurable current 
transient or transient in the capacitance of the system. The rate of decay depends 
on the energy of the deep level and the temperature. Thus, two different signals, 
current transient or capacitance transient, can be used in SDLTS measurements. 
By measuring the time constant of the transients as a function of the excitation 
pulse repetition rate (i.e., rate window) at different temperatures, one can derive 
the energy level and the concentration of deep levels in the material. An impor­
tant distinction between capacitance transient and current transient SDLTS is that 
in the former, one can distinguish between electron and hole traps from the sign 
of the signal that is independent of the rate window, whereas with current tran­
sients the sign of the signal that depends on the rate window is the same for 
electrons and holes. In SDLTS the beam is pulsed in such a manner that it is on 
for several microseconds and off for about 10 J.Lsec. In the on state, the electron 
beam-induced increase in the electron-hole pair density will change the trap 
occupation level. This occupation will be restored due to thermal excitation in the 
off state. 

In this technique, levels are excited by a pulsed electron beam (Figure 5.5). 
By selecting a given energy level corresponding to a defect center in the material 
by setting an appropriate temperature and rate window and scanning the pulsed 
electron beam over the specimen surface, we can obtain the spatial distribution of 
the level. Conversely, keeping the pulsed electron beam stationary and varying 
the temperature (for example, between -150° and 300°C), we can obtain a DLTS 
spectrum. 

The main disadvantage of this method is the sensitivity problem. In SDLTS 
measurements, to obtain a high spatial resolution (about 1 J.Lm), we must excite a 
very small area. Therefore, for the same sample, a typical SDLTS signal is 
several orders of magnitude smaller than the standard DLTS signal. Also, the 
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Figure 5.5. Schematicillustrationof 
the basic components of an SDLTS sys­
tem. (After Breitenstein and Heyden­
reich, 1985.) 
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SDLTS measurement is generally fairly complex, involving, in addition to the 
control of the SEM parameters, monitoring such SDLTS parameters as the rate 
window, sample temperature, filling pulse length, and bias. Thus, a microcom­
puter-based system is desirable (Breitenstein and Heydenreich, 1985; 
Heydenreich and Breitenstein, 1986). 

An SDLTS image is illustrated in Figure 5.6, which presents both the EBIC 
image (Figure 5.6a) and the SDLTS map (Figure 5.6b) of an n-GaAs (Au) 

Figure 5.6. (a) EBIC image and (b) SDLTS image of an n-GaAs (Au) Schottky diode containing a 
400-meV hole trap level. Dark areas in the SDLTS image indicate a low trap concentration. (After 
Breitenstein and Heydenreich, 1985.) 
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Schottky diode containing a 400-meV hole trap level (the so-called A-level) 
(Breitenstein and Heydenreich, 1985). This center is thought to be associated 
with a GaAS anti site defect (i.e., a Ga atom on an As lattice site). The EBIC 
image (Figure 5.6a) reveals many dark dots, which are probably related to 
dislocations. In the EBIC image there are also several larger dots (for example, 
one denoted A). This type of defect appears to be accompanied by an increase of 
the SDLTS signal in the vicinity (bright contrast in the SDLTS image corre­
sponds to a higher concentration of the A-level in this case). In the extended dark 
region C in the EBIC image, however, the SDLTS image indicates a much lower 
A-level concentration in that vicinity. Breitenstein and Heydenreich (1985) ex­
plained these observations as follows. The material under investigation was 
grown under Ga-rich conditions, favoring GaAs antisite defect formation. If the 
defects in the vicinity of region C are local Ga precipitates or act as sites for 
gettering Ga atoms, the excess of Ga around these defects is reduced, so GaAs 

antisite defect formation is not favored anymore. This leads to much lower A­
level concentration and significantly reduced SDLTS signal. Breitenstein (1987) 
also demonstrated the usefulness of the SDLTS technique in the current detection 
mode in conjunction with applied reverse bias to image inhomogeneous distribu­
tions of various deep-level defects in semi-insulating GaAs. 

A modification to the SDLTS technique, called scanning double deep-level 
transient spectroscopy (SDDLTS), was applied by Woodham and Booker (1987) 
to the analysis of dislocations in silicon. In this method, the defect traps through­
out the diode area are filled by a bias pulse, as in the conventional DLTS method. 
By medium-energy electron irradiation of a small area, some of the traps are 
emptied, and thus the dislocations from the irradiated area do not contribute a 
signal to the subsequent capacitance transient. The signal component corre­
sponding to the electron-irradiated area is obtained by subtracting the reduced 
signal (due to electron irradiation) from the signal with no irradiation. 

In summary, SDLTS is an important complementary technique to CL analy­
sis for the assessment of nonradiative levels. The availability of the SDLTS 
technique in conjunction with the CL mode may become crucial to the efforts 
directed at quantification of CL analysis of semiconductors. 

5.1.2. Cathodoluminescence Detection Systems 

Cathodoluminescence detector designs differ in the combinations of compo­
nents used. For details, see Holt (1981) or Trigg (1985). The collection efficien­
cies of the systems vary from several percent for a photomultiplier tube (PMT) 
with collection lens, through tens of percent for PMTs equipped with light 
guides, to about 90% for systems containing ellipsoidal mirrors coupled directly 
to a monochromator. We can make two basic distinctions. One is between disper­
sive (spectroscopic) and nondispersive systems. The other is between ambient 
and cryogenic temperature designs. The shape of the collecting mirror (if pre-
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sent), the type of the detector system used, and other choices of components re­
sult in CL systems optimized for different applications. In many applications, 
such as studies of phosphors and minerals, simple noncryogenic systems may be 
sufficient. In semiconductors, useful qualitative information may be obtained by 
using relatively simple panchromatic or monochromatic systems operated at 
room temperature only. For detailed quantitative studies of defects and dopants in 
semiconductors, however, it is necessary to use high-efficiency light-collection, 
dispersive systems capable of sample cooling, preferably to liquid helium 
temperatures. 

The essential requirement of CL detection system designs are a high effi­
ciency of light collection, transmission, and detection. A schematic diagram of a 
typical early CL detection system for the visible range is presented in Figure 5.7. 
The signal from the photomultiplier (PM) can be used to produce micrographs or 
spectra. For a constant monochromator setting and a scanning electron beam con­
dition, monochromatic micrographs can be obtained. When the monochromator 
is stepped through the wavelength range of interest and the electron beam is sta­
tionary or scans a small area, spectral information can be derived. When the grat­
ing of the monochromator is bypassed, photons of all wavelengths fallon the 
photomultiplier giving the panchromatic (integral) CL signal. 

In many cases of CL in semiconductors, the signal is weak. Thus, to avoid 
using high electron beam power for stronger CL signals, we need an efficient 
system to collect the emitted light and transmit it with minimum loss to the light 
detector. There have been many reports on the designs and applications of vari­
ous light collection systems. The early development of CL collection systems is 
summarized by Giles (1975 and references therein). Later developments of effi­
cient light-collection systems are described by Davidson and Rasul (1976) and 
Myhajlenko (1984). 

The basic features of the evolution of light collectors of increasing efficien­
cyare shown in Figure 5.8. The fraction of the light collected depends, first, on 
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Figure 5.7. Schematic diagram of a typical early CL detection system for the visible range. 
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Figure 5.8. The evolution of light col­
lectors of increasing efficiency. (a) Para­
bolic mirror with electron beam hole and 
window (Bond et al .• 1974). (b) Semiellip­
soidal mirror and solid light guide (Hor! 
and Miigschl , 1972). (c) Semiellipsoidal 
mirror with lens and fiber-optic bundle 
light guide (Carlsson and van Essen, 
1974). (After Steyn et al .. 1976.) 

the fractional solid angle subtended by the collector at the emitting point on the 
specimen surface. This can vary from about 20% in the collection employing a 
parabolic mirror on one side of the specimen (Muir et al., 1971), through an esti­
mated SO-90% for the larger parabolic mirror collector (Bond et al., 1974) (see 
Figure 5. Sa), to about 100% collection of the CL by the semiellipsoidal mirror of 
Horl and Miigschl (1972) (Figure 5.Sb) and Carlsson and van Essen (1974) (Fig­
ure 5.Sc). The disadvantage of the collector using a solid light guide is the diffi­
culty in collimating or reducing to a point focus, light that is spread over a solid 
angle of 2'TT sr. This problem is solved by using a microscope objective lens and a 
fiber-optic bundle (Figure 5.8c). These are so arranged that the light is collimated 
before it enters the fiber bundle, which is also gradually altered along its length 
from circular (to match the lens) to rectangular (to match the entrance slit of the 
monochromator). 

A variety of other CL collectors and modifications to those illustrated in 
Figure 5.8 have been reported, but it will be sufficient to describe the semiellip­
soidal mirror and a fiber-optic guide shown in Figure 5.9 (Steyn et al., 1976). In 
this design, the electron beam is incident on the sample at the first focus of a 
semiellipsoidal mirror, which concentrates the emitted light through the second 
focus of the mirror where it is collimated by a lens and transmitted via a fiber­
optic guide into the entrance slit of the monochromator. Light with a narrow 
range of wavelengths then falls on the photomultiplier, the output of which is a 
train of pulses corresponding to the incident photons . The output of the photon 
counter, which provides noise rejection and amplification, can then be fed 



CA THODOLUMINESCENCE ANALYSIS TECHNIQUES 105 

Figure 5.9. The semiellipsoidallight collector. (After Steyn et al., 1976.) 

through a video amplifier to a cathode-ray oscilloscope to produce CL images, or 
it can be subjected to computer analysis. This design was optimized by Steyn et 
al. (1976), who considered the diameter of the fiber bundle, the choice of the 
lens and its orientation, and the eccentricity of the mirror ellipsoid. Since the CL 
signal is fed into the rectangular slit of the monochromator, for maximum signal 
throughput at minimum bandwidth (which depends on the slit width), the 
criterion 

HW = -rrD}/4 (5.3) 

should be satisfied, where Hand W are the height and minimum width of the 
monochromator slit. 

The lens is used to collect light over as large an angle as possible from a 
point corresponding to the second focus of the ellipsoidal mirror and to collimate 
the beam that should fill the fiber bundle. Thus, the diameter of the lens, Dv 
should satisfy the criterion 

HW = -rrDI!4 (5.4) 

and the lens must be positioned one focal length,J' , from the second focus (Fig­
ure 5.9). The relationship between the angle of the cone, e (from which the lens 
collects light), and the diameter and focal length of the lens is 

(5.5) 

Each ray of light emitted from the specimen is concentrated into a cone with 
its apex at the second focus of the semiellipsoidal mirror. For maximum collec­
tion efficiency, the convergence cone of the light must be matched to the accep­
tance cone of the lens. This can be achieved by optimizing the ellipticity of the 
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mirror, and calculations show that the collecting lens should be tilted about 45° 
toward the specimen (Steyn et at., 1976). The choice of the ellipticity of the sem­
iellipsoidal mirror was found to depend on the area to be examined (Steyn et at., 
1976). For high collection efficiencies, large ellipticity mirrors are better. How­
ever, in these cases, the area from which light is efficiently collected is very 
small (about 10-100 !-lm on aside). Thus, the general criterion is that for the 
spectral analysis of points (or very small areas), mirrors with maximum ellip­
ticity should be used, whereas for CL imaging of larger areas lower ellipticities 
are required. 

For samples with planar surfaces oriented horizontally, the emitted CL in­
tensity will be greatest in the vertical direction and fall off with angle of emission 
8 from the vertical approximately as cos 8. Thus, the bottom edge of the mirror, 
as well as a portion of the mirror on the side of the lens away from the first spec­
imen focus, could be removed without significant degradation of the light-collec­
tion efficiency, to allow secondary electron imaging. 

Steyn et at. (1976) represented the number of pulses per second recorded by 
the detection system, R, as 

R(A) = Q(A)E(A)F(A) [1 - A(A)] N(A) (5.6) 

where N is the number of photons of wavelength A generated per second in the 
interior of the material, 1 - A is the fraction of the photons that escape from the 
specimen (i.e., A is the fraction lost due to, for example, self-absorption and 
internal reflection), F is the fraction of the emitted photons collected and trans­
mitted to the monochromator entry slit, E is the transmissive efficiency of the 
monochromator, and Q is the PM quantum efficiency (i.e., the ratio of the 
number of PM pulses produced to the number of photons of wavelength A inci­
dent on the photocathode per unit time). The overall collection efficiency F(A) of 
the light collector was measured by using a small incandescent bulb, which was 
initially placed at the first focus of the mirror (i.e., the position normally oc­
cupied by the specimen) and then moved to the entrance slit of the mono­
chromator. Then, the collection efficiency was calculated from the equation 
(Steyn et al., 1976) 

(5.7) 

where C R and eM are the count rates obtained with the bulb positioned at the 
mirror and at the monochromator, respectively, and P Rand PM are the powers 
radiated into the entry aperture of the mirror and the monochromator for wave­
lengths between A and A + &A (Steyn et at., 1976). 
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5.1.3. Detectors 

The choice of a detector is important in CL measurements. Photomultipliers 
are the most efficient detectors in the visible range, and most recent CL work was 
performed with them, although increasing use of solid-state detectors and Fourier 
transform spectrometry (FTS) for detecting luminescence in the infrared is being 
reported. Koschek and Kubalek (1985b) describe the properties of various detec­
tors for CL measurements. 

Photomultipliers are classified according to type of photocathode. S20 pho­
tomultipliers (multialkali photocathodes) detect UV and blue light efficiently, but 
their response drops to zero in the red region. Sl photomultipliers (Ag-O-Cs pho­
tocathodes) have a low efficiency in the red region only, but this extends to longer 
wavelengths than can be detected by S20 devices. GaAs:Cs-photocathode PMTs 
have relatively high and nearly constant efficiencies throughout the visible range. 
Representative sensitivity curves for these types of PMTs are presented in Figure 
5.10. The wavelength response may also depend on the optical transmission of 
the envelope material. Thus, S20 photomultipliers can be extended to shorter 
wavelengths by using UV glass or fused silica envelope materials. There are two 
basic PM configurations: (1) the end window type with semitransparent pho­
tocathode, which operates at higher voltages and has higher gains and quantum 
efficiency, and (2) the side window type with solid photocathode, which is usu­
ally smaller and operates at lower voltages. For low signal levels, the preferable 
PMTs are the end window type, for which two types of signal acquisition can be 
used: (1) integrating the signal into an average current, or (2) counting the indi­
vidual pulses, which allows digital processing of the data. Cooling pho­
tomultipliers reduces the dark current. Thermoelectric cooling (to -200 or 
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Figure 5.10. The spectral sensitivity of three types of photomultipliers. 



108 CHAPTER 5 

- 30°C) is sufficient, since the minimum possible dark current is then reached. 
The time response of photomultipliers can be as small as 1 nsec. 

In many applications with low signal levels, the signal-to-noise ratio is 
improved by using phase-sensitive lock-in amplification with synchronized elec­
tron beam chopping (Balk and Kubalek, 1973). 

For low-CL signal levels, it is advantageous to use photon counting tech­
niques. In addition to improving the signal-to-noise ratio, this technique gives 
the CL information in digital form, so multichannel analyzers can be employed 
to record CL spectra numerically. The spectra can subsequently be transmitted to 
a computer for analysis. The sensitivity of the digital signal makes it preferable 
for monochromatic imaging, although analog signals provide images of better 
quality and are more suitable for panchromatic CL work. 

There are two methods of acquiring CL spectra: sequential and simul­
taneous. In the sequential method, the electron beam is usually stationary, the 
transmitted wavelength is varied, and the amplified detector signal is recorded as 
a function of wavelength. In the simultaneous acquisition method, the pho­
tomultiplier is replaced by a silicon intensified target (SIT) vidicon camera 
(LOhnert et aI., 1979, 1981), and an optical multichannel analyzer (OMA) is 
used. Each line of the silicon target responds to a particular wavelength of the 
spectrally dispersed light from the monochromator. Thus, the whole spectral 
range of interest is detected simultaneously, and the signal is integrated by the 
multichannel analyzer. The spectrum acquisition time in this case is much shorter 
than in the sequential method. This is especially advantageous in studies of 
electron beam-sensitive materials. 

Solid-state detectors can be used for transmission CL (TCL) and emission 
CL (ECL) infrared panchromatic microscopy (Vale and Greer, 1977; Chin et al., 
1979a-c; Cocito et al., 1983; Marek et al., 1985; Yacobi and Herrington, 1986). 
In these cases, Si and/or Ge solid state detectors are positioned inside the SEM 
vacuum chamber either below the specimen (TCL) or above it (ECL). Unless 
filters are used, panchromatic CL is obtained. A more recent design for ECL 
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1985.) 
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Figure 5.12. Quantum efficiency as a function of wavelength of Si and Ge photodetectors. 

imaging utilizes a doughnut-shaped Si detector mounted on the pole piece of the 
objective lens (essentially replacing the backscatter detector) (Marek et aI., 
1985), as shown in Figure 5.11. In this design, the glass cover of the photodetec­
tor blocks backscattered electrons that could also contribute to the detector 
signal. 

Solid state detectors that are suitable for luminescence in the spectral range 
between about 0.5 and 4 J..Lm are made of Si, Ge, PbS, InAs, and InSb. Quantum 
efficiency curves for Ge and Si are given in Figure 5.12. The detectivity of a Si 
detector is usually higher by more than an order of magnitude than that of a Ge 
detector. The sensitivity curves of PbS, InAs, and InSb are progressively shifted 
further into the infrared, but the detectivities are significantly reduced compared 
with that of the Si detector. In most cases, lowering the temperature, generally to 
the liquid nitrogen point, improves the sensitivity of the detector (Figure 5.13). 
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Figure 5.13. Effect of the operating temperature on the specific detectivity of a Ge photodetector. 
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However, in some cases it is preferable to use thermoelectric cooling to about 
200 K. For example, in the PbS detector the detectivity increases upon cooling, 
but so does the response time and the optimum is reached at about 200 K. 
Similarly, thermoelectric cooling should be adequate for InAs detectors. The 
time response of solid state detectors may vary, depending on the type, between 
about 0.1 and 10 nsec. 

Infrared CL detection methods are necessary in investigations of semicon­
ductors with energy gaps below the detection range of photomultipliers. Al­
though photoconductive and photovoltaic semiconductor detectors can be used 
with monochromators, the optimal method in the infrared range is FTS based on 
the Michelson interferometer (Davidson et aI., 1981; Myhajlenko et al., 1984; 
Saba and Holt, 1985). Figure 5.14 is a schematic diagram of such an instrument. 
The light to be analyzed is collimated, and the parallel beam falls on a beam 
splitter that, ideally, transmits 50% of the beam to the fixed plane mirror and 
reflects 50% to the moving mirror. Subsequently, the two beams are reflected 
back to the splitter and recombine. The moving mirror introduces an optical path 
difference between the two arms of the interferometer, so the phase difference 
varies sinusoidally with the position of the moving mirror. The period of the 
variation depends on the wavelength of the radiation, and the interferogram 
encodes the intensity of each wavelength. The interference pattern is transduced 
by a photodetector, and the spectrum is obtained by Fourier-transforming the 
interferogram. The advantages of FTS over dispersive spectroscopy are the im­
provements in the signal-to-noise ratio and in the optical throughput. With this 
method, panchromatic micrographs can be recorded when the light bypasses the 
interferometer to reach the detector; monochromatic micrographs can be ob­
tained by inserting suitable filters in the bypassing light path. 

Beam Fixed mirror 
splitter '-.... 

Interferogram Spectrum 

Figure 5.14. Schematic diagram of an infrared CL detection system utilizing a Fourier transform 
spectrometer. (After Davidson et al .. 1981.) 
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The correction of luminescence spectra for the detector system response 
characteristics is desirable for both qualitative and quantitative CL analyses. 

An example of the calibration of the detection system for its spectral re­
sponse characteristics was provided by Steyn et al. (1976) for the system shown 
in Figures 5.7 and 5.9 and equation (5.6). The transmissive efficiency of the 
monochromator was not calibrated separately. Instead, the combined perfor­
mance of the monochromator and photomultiplier, Q(A)E(A), was obtained. For 
this purpose, a standard tungsten lamp was run at a specific color temperature at a 
known distance from the monochromator input slit. From the lamp temperature, 
the number of photons leaving the tungsten filament can be calculated by using 
Planck's equation. The color temperature T is determined from the standardized 
calibration graph against current. The number of photons incident on the mono­
chromator input slit, N/A), can be calculated from the number of photons leaving 
the source and the known geometry. The monochromator-photomultiplier re­
sponse factor is then given by 

Q(A)E(A) = R(A)IN[(A) (5.8) 

where R(A) is the observed count rate. Thus by measuring R(A) and calculating 
N/A), we obtain the performance factor Q(A)E(A). Finally, combining the mirror 
system collection efficiency and the monochromator-photomultiplier response 
factor gives the overall detection system response factor QEF. The emission 
spectrum is obtained as 

[1 - A(A)] N(A) = R(A)IQ(A)E(A)F(A) (5.9) 

which is in units of the number of photons emitted per unit time in the resolution 
interval dA. 

The overall detection system response factor, QEF, as a function of wave­
length, using an S20-response PMT, is presented in Figure 5.15. These data can 
be stored in the computer as a polynomial and used to correct the observed count 
rate spectra to obtain the true CL emission spectra. The spectra are often plotted 
as a function of photon energy (hv) instead of wavelength. This conversion re­
quires a A 2 correction term to be applied to the spectral count rate. The spectra in 
this case represent the number of photons emitted per unit time in a constant­
energy resolution interval. Calibration curves of the light-collection system in­
corporating different monochromators were also obtained (Steyn et al., 1976). 

The importance of correcting spectral data, especially for broad emission 
bands, will be demonstrated in Chapter 7. 
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5.1.5. Low-Temperature Cathodoluminescence 

In the CL mode, the major advantages of cooling the sample, especially to 
liquid helium temperatures, are (1) that the CL spectrum is sharpened into lines 
and series of lines corresponding to transitions between well-defined energy lev­
els; (2) there are significant increases in CL intensity, i.e., in signal strength for 
many CL mechanisms; and (3) the rate of electron bombardment damage in elec­
tron beam-sensitive materials is reduced. 

The value of low temperatures in increasing the intensity and decreasing the 
width of emission bands ultimately into quantum mechanical line series has al­
ready been emphasized. A number of liquid helium stages for CL-SEM mode 
studies have been reported (De Mets et at., 1974; Horl and Roschger, 1980; 
Davidson et at., 1981; Holt, 1981; Lohnert et at., 1981; Steckenbom et at., 
1981a and b). 

The increased intensity obtained at liquid helium temperatures can radically 
improve the signal-to-noise ratio, and thus, the quality of monochromatic micro­
graphs, and make it possible to observe spectral phenomena not accessible at 
higher temperatures (Holt, 1981). 

A liquid helium system is currently available commercially, based on a con­
tinuous-flow liquid helium cryostat (Holt, 1981). Cooled thermal shielding re­
flects heat radiation. A system of mirrors and a lens or a tapered metal tube trans­
mits the light to the port in the side of the specimen chamber and, subsequently, 
to the entrance slit of a monochromator. 
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5.1.6. Time-Resolved Measurement Systems 

The time-resolved CL technique was found very useful in the assessment of 
semiconductors. Smaller values of the lifetime 7 can be measured with the CL 
technique than with EBIC, since in the latter case the depletion-zone capacitance 
imposes frequency limitations. The technique enables direct mapping of relaxa­
tion times in the material. 

Analogous to the methods for CL spectra, there are sequential and simul­
taneous methods of time-resolved CL measurements. In sequential time-resolved 
analysis, the specimen is excited by an electron beam pulse. It is important to 
ensure (1) that the electron excitation pulse is sufficiently long to establish a dy­
namic equilibrium in the material and (2) that the decay time of the excitation 
pulse is significantly shorter than the carrier lifetime. Electron excitation pulses 
with variable pulse lengths to below 50 psec can be obtained by electrostatic 
beam blanking (Menzel and Kubalek, 1979). Signal acquisition from the (fast) 
photomultiplier can be achieved by a microprocessor-controlled boxcar inte­
grator system (Steckenbom, 1980; Steckenbom et aI., 1981a,b) or by the single­
photon counting method (Rasul and Davidson, 1977b). For the simultaneous ac­
quisition of CL decay times, a streak camera is used as a time-resolving pho­
todetector in conjunction with an optical multichannel analyzer (Hastenrath et 
at., 1980, 1981). The single-photon counting method can be used also in the lat­
ter case (Hastenrath and Kubalek, 1982). The streak camera transforms the tem­
poralluminescence intensity distribution into a lateral brightness distribution on 
the camera phosphor screen. Subsequently, the intensity distribution is detected 
by an SIT vidicon camera and processed by a multichannel analyzer. Under com­
puter control, such a system can be used for lifetime mapping measurements. 
The simultaneous acquisition method offers better time resolution and the pos­
sibility of detecting all the CL decay rates simultaneously in a very short time 
(several seconds). 

A block diagram of a CL-SEM system for time-resolved measurements de­
scribed by Bimberg et at. (1985a,b) is shown in Figure 5.16. Electron pulses of 
rise and decay times ::5200 psec with widths variable between 1 nsec and 10 f.Lsec 
and a repetition rate of 1 kHz to 1 MHz are used for excitation. A liquid helium 
cryostat allows the temperature to be varied from 5 to 300 K. The pulse generator 
triggers both the beam blanking unit and a photon counting system via a delay 
line. The pulse-height distribution is evaluated by a computer-controlled multi­
channel analyzer, and the data are stored on a magnetic tape. This allows simul­
taneous acquisition of 14 spectra taken at different times relative to the start of 
the exciting pulse. 

An example of an 800-nsec electron pulse excitation is shown in Figure 
5.17 . Up to 14 time windows, indicated by hatched regions, can be simul­
taneously set during the onset of the CL, the quasi-equilibrium, and the CL de-
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Figure 5.16. Schematic diagram of a liquid helium CL-SEM system for time-resolved studies. 
(After Bimberg et al., 1985a.) 

cay. Advantages of such a system, in comparison with a time-resolved pho­
toluminescence system with similar time resolution, are as follows (Bimberg et 
al., 1985a). First, the depth-resolved capability of the electron beam excitation 
(from a few nanometers to several micrometers) allows predominantly surface or 
bulk excitation. Second, the excitation pulse width can be varied by several or­
ders of magnitude without affecting the pulse rise and decay time, and therefore 
the temporal resolution of the system does not depend on the pulse width. Third, 
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Figure 5.17. Schematic CL response to a 800-nsec electron pulse; time windows that are simul­
taneously set during the onset, quasiequilibrium, and decay portions of the CL profile are indicated 
by the hatched regions under the curve. (After Bimberg et aI., 1985a.) 
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scanning CL decay measurements can be used for carrier lifetime mapping. 
Moreover, such a system is essential for the analysis of lifetimes in a complex 
system containing more than two levels (one initial and one final state). Compar­
ing several decay spectra covering the wavelength range of interest in such a sys­
tem would allow the interpretation of results in multilevel systems (Bimberg et 
ai., 1985a). 

5.2. Cathodoluminescence Scanning Transmission 
Electron Microscopy 

Transmission electron microscopy is the most powerful technique for the 
observation and identification of defects in crystals. Together with the CL and 
EBIC techniques, TEM is invaluable for directly correlating the structure of indi­
vidual defects to their physical properties. Thin specimens (about 1000 A) are 
required, however, for TEM analysis. The signals are therefore lower than are 
attainable from bulk samples in SEM analysis. In addition, since the volumes 
analyzed are small, unless they are carefully selected or the observations are re­
peated in different regions, the results may be atypical. 

Figure 5.18 is a schematic diagram of a transmission electron microscope. 
The electron optical column contains condenser lenses to control the electron il­
lumination of the sample, and objective, intermediate, and projector lenses that 
produce either the micrograph or the diffraction pattern on the fluorescent screen. 
In such a conventional transmission electron microscope (CTEM), the image of 
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Figure 5.18. Schematic .diagram of a transmission electron microscope. 
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the entire illuminated region of the specimen is projected on the fluorescent 
screen or on a photographic plate. 

Unfortunately, two techniques are known as STEM. The first, sometimes 
referred to as "dedicated" or field emission gun (PEG) STEM, uses special ultra­
high vacuum field emission gun SEMs. The much higher brightness source in the 
PEG makes it presently (1989) possible to focus the necessary 10- 11 A of beam 
current into a probe 5 nm in aiameter. As the beam scans a raster over the thin 
specimen, the electrons transmitted through the thin specimen are detected by an 
electron spectrometer. This signal is used to video-modulate a synchronously 
scanned CRT to produce the STEM micrograph. 

The second form of STEM is possible in TEMs with scanning facilities 
(called TEMSCANs by one manufacturer). These facilities make possible not 
only STEM video imaging but also, with appropriate detectors above the spec­
imen, emissive, CL, and x-ray mode observations. The advantage of this system 
is that, due to the very limited lateral beam spreading in the thin specimen, the 
spatial resolution is much better than in (bulk) CL-SEM. The disadvantage is the 
low intensity of CL that can be excited in such a small volume. The performance 
of this CL-STEM instrument is nevertheless impressive (Steeds, 1989). 

Petroff et al. (1977, 1978, 1980) and Pennycook et al. (1977, 1980) have 
developed CL collection systems in dedicated STEMs. This enables a direct cor­
relation to be made between the structure and physical properties of any defect. 

In one of the dedicated STEM designs shown in Figure 5.19 (Petroff et al., 
1978), an elliptical mirror is used for light collection. Transmission of the CL 
uses two planar mirrors and an optical fiber. The signal, taken out of the micro-
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scope column by the optical fiber, is passed through a monochromator and de­
tected by a photomultiplier or a solid-state detector. The CL system can be ma­
nipulated to bring the focal point of the mirror and the sample into coincidence. 
This arrangement also allows for the simultaneous STEM analysis of the 
microstructure. 

In another dedicated STEM design, Pennycook et al. (1977, 1980) em­
ployed a hemispherical reflector placed on the electron-entrance side of the spec­
imen. The reflector also served as the specimen holder. The light-collection effi­
ciency in such a design is lower than for an ellipsoidal mirror. However, this type 
of collector can provide fairly uniform light-collection efficiency over a scan of 
about 1 mm, which is an order of magnitude or more larger than for an ellipsoidal 
mirror. Also, careful mirror alignment is not required as for an ellipsoidal mirror. 
The light collected by the hemispherical reflector is directed into a tapered silver 
tube positioned at one side of the transmitted electron beam. The use of a tapered 
tube compresses the angular range of light before it enters a solid quartz light 
guide to be transmitted through a window to the detector. 

For infrared CL studies, Graham et at. (1987) used a Fourier transform in­
frared (FTIR) spectrometer in conjunction with the ellipsoidal mirror positioned 
above the specimen (Yamamoto et al., 1984). In this design, light collected by 
the ellipsoidal mirror is collimated and transmitted to the FTIR spectrometer and 
subsequently detected by a germanium photodiode. 

5.3. High-Vacuum Nonscanning 
Cathodoluminescence Systems 

Cathodoluminescence systems with no scanning capability are relatively 
sim'ple but are nevertheless powerful characterization tools, especially for the 
analysis of interfaces and ion-implanted materials, because of their ability to ob­
tain depth-resolved information. 

Figure 5.20. Schematic arrangement 
of an ultrahigh vacuum nonscanning CL 
system. (After Brillson et ai., 1985.) 
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Such a system consists of a high-vacuum chamber with optical ports and a 
port for an electron gun. The electron beam is incident at small glancing angles at 
energies usually between a few hundred e V and several keVin order to obtain 
information from the near-surface region only. 

The system in Figure 5 .20 was described and used for the analysis of metal­
semiconductor interfaces by Brillson et al. (1985) (see also Viturro et aI, 1986). 
This system has a chamber with a base pressure of 5 X 10- II torr. A sample is 
positioned at the common focal point of both a glancing incidence electron gun 
and the optical detection system. The CL signal is focused by a quartz lens inside 
the chamber and transmitted through a quartz window into the monochromator. 
In order to avoid light emitted from the electron gun filament, the electron beam 
is chopped and a photomultiplier or a solid-state detector is used with a lock-in 
amplifier. 

5.4. Optical Cathodoluminescence Microscopes 

These instruments couple electron gun attachments to optical microscopes 
(Sippel, 1968). Such an instrument essentially uses the glass side of the screen of 
a suitably manufactured CRT as the specimen stage of an optical microscope. 

TECHNOSVN 

OBJECTIVE LENS 

x·y STAGE MOVEMENT 

STAGE CENTERING AnACHMENT 
CONDENSER 

NUCLIDE 
OBJECTIVE LENS 

u TO VACUUM PUMP SAMPLE 
HOLDER WINDOW 

X·y STAGE MOVEMENT -

f ' WINOO=n 
VACUUM CHAMBER ~ 

CONDENSER 

Figure 5.21. Schematic diagrams of cross-sectional views of the basic components of two cur­
rently available stages (Nuclide model ELM-2a and Technosyn model 8200) for optical CL micro­
scopes. (After Barker and Wood, 1987.) 
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Although such a system has a limited spatial resolution, it is widely used in the 
analysis of minerals (Hagni, 1987). 

The basic components of currently available commercial stages (made by 
Nuclide and Technosyn) are similar. These include a small vacuum chamber with 
windows, an X-Y stage movement, and a cold-cathode electron gun (see Figure 
5.21). The difference between the two stages is in the method of directing the 
electron beam onto the sample. One design (Technosyn) uses an electron gun 
aimed at the sample, which is centered on the optical axis of the microscope; the 
other (Nuclide) employs magnets to deflect the electron beam. More details, to­
gether with a comparison of the advantages and disadvantages of these two 
stages, are given by Barker and Wood (1987). In these systems, the electron ener­
gy is between 3 and 30 keY, the electron beam current is between 0.4 and 0.9 
rnA, and the electron probe size is between about 1 and 10 mm. 

An additional accessory, an x-ray detector attachment, was developed by 
Marshall et al. (1987) for the luminoscope (Nuclide). Elemental compositional 
analysis using this instrument, in addition to the CL capability, provides a simple 
but powerful characterization tool for studies of minerals. 



6 
Applications 

This section reviews general features of the CL assessment of electronic proper­
ties of inorganic solids. Cathodoluminescence applications to the main classes of 
luminescent materials will be discussed in subsequent chapters. 

6.1 Defect Contrast and Spectroscopy Studies 

Characterization of the electrically active defects in semiconductors is 
important for device applications, and the CL and EBIC modes of the SEM are 
frequently used for this purpose. The CL mode is a contactless method and so 
is of value for the assessment of starting material. It thus may help to identify 
problems associated with processing steps that cause device failure. In CL 
imaging of defects, contrast is due to the enhanced recombination at irreg­
ularities in the crystal lattice. For a material with Tor ~ Trr (nonradiative transi­
tions are dominant), equation (3.25) gives T == Tor' and if there are any spatial 
variations in 1] due to variations in radiative lifetime only, contrast would be ex­
pected in the CL mode but not in the EBIC mode, since there is no spatial vari­
ation in T. Cathodoluminescence contrast can also arise due to variations in 
nonradiative lifetime when either Trr = constant or Tor ~ Trr. In such cases, the 
contrast in CL and EBIC should be similar. 

In recent years, the dislocation-induced electronic levels in the gap and their 
effects on electrical and optical properties have attracted increasing fundamental 
interest (Lax, 1978; Labusch and Schr6ter, 1980; Farvacque et al., 1983; Mark­
lund, 1983; Hutson, 1984; Veth and Teichler, 1984). Cathodoluminescence stud­
ies have contributed to elucidating the recombination properties of dislocations 
(Petroff, 1981; Dupuy, 1983; L6hnert and Kubalek, 1984; Myhajlenko et al., 
1984; Holt and Saba, 1985). It appears that dislocations may introduce two types 
of levels in the gap: (1) narrow energy bands near the middle of the gap, which 
are associated with dangling bonds, and (2) shallow levels, which are introduced 
by the localized deformation potential due to the elastic strain field of disloca-
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tions. Several reviews have also described the mechanisms of CL defect contrast in 
semiconductors (Schiller and Boulou, 1975; Davidson, 1977; Booker, 1981; 
LOhnert and Kubalek, 1983, 1984; Holt and Saba, 1985; Jakubowicz, 1986, 1987; 
Steeds, 1989). An analysis of the contributions of point defects, dislocations, the 
surface, and the interface between epitaxial film and substrate to the nonradiative 
recombination in GaP was presented by Werkhoven et al. (1978/79). 

6. 1. 1. Dislocation Contrast Studies 

An important question in analyzing dislocation contrast is whether the re­
combination is due to the inherent structure of the dislocation (e.g., dangling 
bonds or reconstructed dangling bonds in the dislocation core) or, e.g., due to a 
Cottrell atmosphere of point defects around the dislocation. Experiments suggest 
that both dislocation core effects and Cottrell atmospheres are involved in dis­
location CL contrast (Davidson, 1977; Davidson and Dimitriadis, 1980; Dupuy, 
1983; Holt and Saba, 1985). As mentioned earlier, caution is necessary in CL 
observations of dislocations, as Balk et al. (1976) reported CL contrast inversion 
at a single dislocation in Se-doped GaAs by increasing the electron beam current 
from ~ 10- 6 to ~ 10- 5 A. This was explained as being due to localized heating 
leading to enhanced nonradiative recombination and a decrease of the CL signal. 

Dislocations in the CL mode appear as dots when viewed end on (e.g., 
threading dislocations) or as lines (e.g., misfit dislocations). When viewed end 
on, several different forms of dislocation contrast have been observed: dark dot, 
bright dot, and dot-and-halo contrast. Dot-and-halo contrast was first reported in 
CL images of Te-doped GaAs by Kyser and Wittry (1964); in CL images by 
Casey (1967), and in charge collection images by Holt and Chase (1968). Investi­
gation of dot-and-halo contrast in Se-doped GaAs by Balk et al. (1976) sup­
ported the conclusions of Shaw and Thornton (1968) that the contrast is mainly 
due to variations in the doping concentration around dislocations. As noted by 
Shaw and Thornton (1968) and Chase and Holt (1973), in some Te-doped GaAs 
only dark dot contrast is observed without surrounding bright halos. 

Examples of dark dot and dot-and-halo contrast are shown in Figure 6.1 for 
GaAs doped with Te concentration of 1017 cm- 3 (Figure 6.1a) and 1018 cm- 3 

(Figure 6.1b). In the GaAs matrix, away from the dislocations, there is a higher 
concentration of dark dots, thought to be due to precipitate-like microdefects that 
act as nonradiative centers (Fornari et aI., 1985). In some cases, a white dot con­
trast due to dislocations has also been observed (Shaw and Thornton, 1968; Chin 
et al., 1984). This was explained by Chase and Holt (1973) in terms of the de­
pendence of CL intensity on the dopant concentration (Figure 6.2). If a specimen 
contains the average Te concentration indicated by the open circle (numbered 2) 
in Figure 6.2a, it will exhibit the corresponding luminescence intensity over most 
of its surface area. Segregation of Te atoms to a dislocation will increase the Te 
concentration near the dislocation line to some value, such as that indicated by 
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(8) (b) ,...... 
10 p,m 10 p.m 

Figure 6.1. CL micrographs of Te-doped GaAs. (a) "Dark dot" dislocation contrast in GaAs 
doped with a Te concentration of J017 cm- 3. (b) "Dot and halo" dislocation contrast in GaAs doped 
with a Te concentration of JOI8 cm - 3. Note also the contrast due to precipitate-like microdefects in 
the GaAs matrix. 
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Figure 6.2. Relative efficiencies for radiative recombination in Te-doped GaAs at 300°C. (After 
Cusano, 1964.) Compositions are indicated that could give rise to (a) the dot and halo contrast and to 
(b) dark dot (without halo) contrast . Points I, 2, and 3 in each case indicate the relative efficiencies 
for the depleted region, the bulk material, and the dislocation spot, respectively. (After Holt and 
Chase, 1973.) 
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the solid circle numbered 3, and it will reduce the local luminescence intensity 
producing the dark dot in the CL image. This will denude a region round the 
dislocation line, reducing the concentration to a lower value such as that indi­
cated by the solid circle numbered 1. This will increase the CL intensity in this 
region and result in a bright halo. As shown in Figure 6.2b, if a specimen has an 
average Te concentration near the peak of the curve of CL intensity versus im­
purity concentration (i.e., the optimal doping concentration), it will have its lu­
minescence intensity reduced in both the higher concentration dislocation region 
(solid circle 3) and in the surrounding reduced concentration denuded volume 
(solid circle 1). Schematic diagrams of the detailed form of the expected disloca­
tion contrast in the cases shown in Figure 6.2, as well as in the case of the aver­
age Te concentration being well below the optimal value, are illustrated in Figure 
6.3 (Shaw and Thornton, 1968). 

A different mechanism, however, may be responsible for the observed dot­
and-halo contrast in substrate quality GaP (Davidson et ai., 1975; Darby and 
Booker, 1977). In this case, the contrast may result from the effect of dislocation 
gettering in reducing the local concentration of nonradiative centers, leading to 
local CL enhancement. 

Striation contrast is also due to variation of CL efficiency across the sample. 
Impurity growth striations are bands of varying impurity concentration resulting 
from temperature fluctuations during crystal growth (Wittry and Kyser, 1964; 
Casey, 1967; Shaw and Thornton, 1968). The results presented in Figure 6.2 in­
dicate that the contrast in Te-doped GaAs, showing growth striations in CL im­
ages, could correspond to the bright bands having either higher or lower Te con­
centrations, as compared to the darker bands, depending on whether the average 
concentration is lower or higher, respectively, than the optimal level. Wittry 
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Figure 6.3. Schematic diagrams of the re­
distribution of Ie occurring at dislocations and 
the corresponding CL signal when (a) the op­
timal concentration is below the bulk concentra­
tion; (b) the optimal concentration equals the 
bulk level; (c) the optimal level is above the bulk 
level but below the peak level; and (d) the op· 
timallevel is above the peak level. (After Shaw 
and Thornton, \968.) 
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(1966) showed, for example, that in the GaAs samples he studied, the brighter 
regions had the lower Te concentrations by comparing the CL results with Te 
concentrations obtained from x-ray microanalysis. On the other hand, Shaw and 
Thornton (1968) observed cases in which the brighter striations corresponded to 
both higher Te concentrations and lower Te concentrations than the average. This 
was deduced by comparing CL observations with infrared absorption results for 
the same area. By comparing their results with the data of Cusano (1964), Shaw 
and Thornton estimated that the dopant concentrations across striations varied 
between 10 and 40% at levels of 4 x 1018 cm - 3. The nonuniform distribution of 
Ge in LEC InP was investigated, using CL spectra, by Warwick and Booker 
(1983), who observed doping striations as bright and dark bands separated by 
about 25 f-Lm. 

Booker (1981), Lohnert and Kubalek (1984), and Holt and Saba (1985) re­
viewed the analysis of CL contrast produced by dislocations. The CL contrast 
was defined as 

(6.1) 

where LCL is the CL intensity away from a defect and LCLD is the CL intensity at 
the defect. Lohnert and Kubalek (1984) analyzed defect CL contrast in semicon­
ductors by using an extension of Donolato's model for the EBIC contrast of dis­
locations. The dislocation was treated as a cylinder of radius Ro with a uniform 
CL quantum efficiency 1]d < 1]. The generation function was represented by a 
point source. Numerical calculations were performed for a threading dislocation 
orthogonal to a surface of infinite recombination velocity (Figure 6.4). An expo-

2 

vL7-----~----~~----~----~~ 
-2 - xlL 

Figure 6.4. Isoconcentration profiles of excess carrier density under the electron beam impact 
point. The dotted curves represent the case in the absence of the dislocation (the dislocation is 
indicated by a vertical dashed line) and the continuous curves represent the case when the dislocation 
is present as shown. (After Lohnert and Kubalek, 1983 .) 
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Figure 6.5. The fall in the calculated CL contrast 
with distance from the dislocation relative to the car· 
rier diffusion length. Ro is the radius of the cylinder 
round the dislocation. (After Uihnert and Kubalek, 
1983.) 

nential decay of the CL contrast with distance from the dislocation was obtained 
for x ;:: 2L (Figure 6.5). These calculations were shown to be in a good agree­
ment with the experimental observations of the dark dot dislocation contrast in 
GaP. Since the decay constant of the CL contrast (i.e., 0.63L) is linked to the 
minority carrier diffusion length L, CL line scans across threading dislocations 
provide a contactless method for the measurement of L. Lohnert and Kubalek 
(1984) concluded that the crucial factor for CL contrast formation is the reduc­
tion of the excess carrier density due to enhanced nonradiative recombination at 
the dislocation rather than the reduction of the CL quantum efficiency around the 
defect. 

This work was extended by Jakubowicz (1986) and Pasemann and Hergert 
(1986), who provided a theoretical background (and experimental data) for si­
multaneous measurement of the CL and EBIC contrast of a defect. The basic 
mechanisms of contrast formation, as well as the spatial resolution, of these tech­
niques are the same. However, there are also specific differences in the signal 
formation. In the CL case, the number of photons (which are generated in the 
whole volume around the defect) that travel from greater depths will be reduced 
due to internal absorption; in the EBIC case, the signal is measured in one plane 
only (i.e., the Schottky contact) (Jakubowicz et af., 1987). Thus, the differences 
between the images of these two modes can be employed in order to obtain infor­
mation about the shape and position of defects in the semiconductor. 

Jakubowicz presented analytical solutions for both the EBIC (Jakubowicz, 
1985a) and CL (Jakubowicz, 1986) contrast from an individual pointlike defect. 
The defect is characterized by an effective radius 'Ya, where a is the actual radius 
and 'Y (0 :S 'Y :S 1) is the strength of the defect (for details, see Jakubowicz, 
1985a). The treatment of the CL contrast includes the influence of surface recom-
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bination and internal optical absorption. The CL contrast can be expressed as 
(Jakubowicz, 1986) 

CCL = !!('b,S,L,H)!z{a.,S,L,b,h,H) (6.2) 

where 

I + i'b[(1 - S)/(l + S)](LlH)e- 2H1L 
(6.3) 

and 

= (e- bIL + 1 - S F e-blFL ) (e- OoH - [(S + uL)/(1 + S)]e-H1L ) 

!2 b/L 1 + S b/L e- Ooh - [(S + uL)/(1 + S)]e- hIL 
(6.4) 

In these expressions, 'b = (-ya/L)exp(-ya/L), F = (1 + 4Hh/b2 )-!I2, S is the 
surface recombination velocity, L is the minority carrier diffusion length, a. is the 
absorption coefficient, Hand h are the depths of the defect and the point source, 
respectively, and b is the distance between the source and the defect (Figure 6.6). 
The function!! relates the CL contrast to the defect strength and the materials and 
geometrical parameters; generally the CL contrast is a nonlinear function of the 
defect strength. The function!2 describes the materials properties and the geome­
try of the system. The same geometry was used by Jakubowicz (1985a) to ana­
lyze the EBIC contrast CEB1C for pointlike defects. In many cases, the surface 
recombination rate is much higher than the bulk recombination rate. Since in a 
Schottky EBIC configuration the surface recombination velocity is infinitely 
high, the CL and EBIC geometries become identical. Thus, by substituting 
S = 00 into equation (6.2) [i.e., in equations (6.3) and (6.4)], we obtain a simple 

H 

Figure 6.6. The geometrical configuration of the Jakubowicz model. (After Jakubowicz, 1986.) 
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relationship between the CL and EBIC contrast for a pointlike carrier source and 
a pointlike defect: 

(6.5) 

where C EB1C is the EBIC contrast derived by Jakubowicz (l985a) and 

a = (1 - e-h(o.- IIL»/(l - e-H(o.- IlL» (6.6) 

Equation (6.6) indicates that a in the simple case of a pointlike source and a 
pointlike defect depends mainly on their depths, i.e., on the geometry, and thus 
one can separate the contribution of the defect configuration to the contrast from 
that caused by local changes in recombination properties. It follows from this 
equation that if H > h then CCL > C EB1C ' and if H < h then CCL < CEB1C" 

When H = h or a ~ 1/ L, the CL and EBIC contrasts are equal. These suggest a 
method of measuring the depth of the defect, H, by comparing CCL and C EB1C at 
any distance from the defect (provided that the optical absorption coefficient a, 
the carrier diffusion length L, and the electron beam penetration depth h are 
known). Another important feature of this correlation between the CL and EBIC 
contrast is that a is independent of the defect strength. In other words, if a re­
mains constant, any variations in CCL or C EB1C are caused by variations of the 
defect strength. Extending this analysis to dislocations, we see that if, during the 
electron beam scanning along a defect, a remains constant and CCL and C EB1C 

vary, this is due to local variation of the recombination properties; variations in 
a, on the other hand, would indicate changes in the depth of a dislocation 
segment. 

Jakubowicz (1986) carried out numerical calculations for an inclined dis­
location intersecting the surface of a semi-infinite semiconductor at an angle 13 
(Figure 6.7). The electron beam was assumed to move in the plane y = O. The 
source of electron-hole pairs was approximated by a uniform generation sphere 
with diameter equal to the electron range. The dislocation was divided into small 
spheres with the radius r of the dislocation. The CL contrast was calculated by 
integrating the analytical solution for a pointlike defect over the dislocation 
length. Thus, CL contrast profiles of dislocations of various geometries can be 
simulated, even with local variations of the recombination rate along the defect. 
This model neglects the carriers generated inside the dislocation cylinder, where, 
because of the electric field associated with the defect, the analysis should in­
volve a drift component. The latter, however, can be disregarded if the size of the 
excitation volume is much larger than the dislocation diameter. Calculated CL 
and EBIC contrast profiles for three values of the angle 13 are presented in Figure 
6.8. As expected, for 13 = 90°, symmetrical CL and EBIC curves with the max­
ima at x = 0 are obtained (Figure 6.8a). At each beam position CCL is larger than 
C EB1C because the major contribution to the contrast comes from the portion of 
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Figure 6.7. A dislocation at an angle 
f3 to the surface of a semi-infinite semi­
conductor. (After Jakubowicz, 1986.) DISLOCATION 
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the dislocation located below the excitation volume. For J3 = 60° and J3 = 30°, 
however, the maxima of the CL and EBIC contrast profiles appear at different 
beam positions (Figures 6.8b,c). Thus, the details of CL and EBIC images may 
appear to be displaced for J3 < 90°, with this effect becoming more distinctive for 
decreasing J3. 

The results for (J as a function of beam position are presented in Figure 6.9. 
Note that the smallest value of (J corresponds to beam positions close to the dis­
location. Jakubowicz (1986) also found that the displacement between the CL 
and EBIC images depends on the optical absorption coefficient (Figure 6.10) and 
on the surface recombination velocity (Figure 6.11). The dependence of the dis­
placement on the optical absorption coefficient indicates that the monochromatic 
CL image may exhibit better resolution than the panchromatic image (Jak­
ubowicz, 1986). These results are valid when both the CL and EBIC contrast are 
due to enhanced nonradiative recombination at the defect (i.e., dark dot 
contrast). 

If, however, radiative recombination also affects the CL contrast, the analy­
sis may become more complex. For example, in some cases, the CL contrast may 
change inversely to the EBIC contrast with variations in a particular radiative 
recombination process. As mentioned earlier, in some cases the CL contrast may 
consist of spatially resolved bright and dark regions around the defect (i.e., dot­
and-halo contrast). In this context, note that, depending on the excitation level, 
reversal of both CL and EBIC contrast signs was reported (Jakubowicz, 1987, 
and references therein). More experimental and theoretical work is required to 
sort out the myriad of possible cases of recombination processes at dislocations 
and complexes of point defects and dislocations. 

A method similar to that of Jakubowicz (1986) was proposed by Pasemann 
and Hergert (1986), who considered a dislocation lying parallel to the surface at a 
particular depth. 
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Figure 6.8. Calculated CL and EBIC contrast profiles for a straight semi-infinite inclined disloca­
tion lying in the plane y = 0 at different angles 13 to the surface and intersecting the surface at the 
center of the coordinate system: (a) 13 = 90°; (b) 13 = bOo; (c) 13 = 30°. (After Jakubowicz, 1986.) 
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Figure 6.9. Dependence of IT = CCL/CEBIC on the beam position for angles ~ = 90°, ~ = 60°, 
and ~ = 30°. (After Jakubowicz, 1986.) 
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Figure 6.10. Calculated CL contrast profiles for different values of the optical absorption coeffi­
cient IX. (After Jakubowicz, 1986.) 
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Figure 6.11. Calculated CL contrast profiles for different values of the surface recombination 
velocity S. (After Jakubowicz, 1986.) 
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Figure 6.12. EBIC and CL images of the same area of a Sn-doped GaAs specimen. (After 
Jakubowicz et al., 1987.) 

Jakubowicz et al. (1987) and Bode et af. (1987) compared experimental ob­
servations of the combined CL and EBIC contrast at nonradiative dislocations 
with calculations based on the model of Jakubowicz (1986). Simultaneous CL 
and EBIC contrast measurements on dislocations were performed on Si-doped 
and Sn-doped (doping level about 1017 cm ~ 3) bulk GaAs crystals and also on 

Figure 6.13. EBIC and CL contrast as func­
tions of the electron beam position [measured 
along the line 0 ~ 0' (see Figure 6.12)]. (After 
Jakubowicz et al., 1987.) 
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Figure 6.14. (a) The geometry of the stacking fault in an epitaxial GaAs layer used for experi­
ments; (b) experimental EBIC micrograph; (c) experimental CL micrograph from the same area as in 
(b). (After Bode et ai., 1987.) 

undoped GaAs liquid-phase epitaxial (LPE) layers. Figure 6.12 presents CL and 
EBIC images of the same area of Sn-doped GaAs. The bright and dark bands are 
dopant striations, and the dark irregular regions are associated with nonradiative 
dislocations. Despite the visual similarities between the CL and EBIC images, 
differences are clearly revealed in the contrast profiles [measured along the line 
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Figure 6.15. Experimental and calculated CL and EBIC contrast profiles. The experimental line 
scans were taken along the white lines shown in Figure 6.14 . The parameters used in the calculations 
are: surface recombination velocity, S = 00; carrier diffusion length, L = 2.5 f.lm; range of primary 
electrons, Rp = 5.6 f.lm; radius of dislocation, r = 0.2 f.lm; optical absorption coefficient, a = 1500 
cm - I . (After Bode et al. , 1987.) 

0·0' (shown in Figure 6.12)] shown in Figure 6.13, confinning qualitatively the 
behavior expected from the model. Quantitative comparison between experimen­
tal CL and EBIC results and calculations was perfonned on a stacking fault in a 
50-lJ.m-thick GaAs epitaxial layer grown on a (100) GaAs substrate (Bode et al., 
1987; Jakubowicz et aI., 1987). The stacking fault lay in the (111) plane with the 
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Figure 6.16. Experimental and calculated ratios of CL and EBIC contrast profiles (see Figure 
6.15). The calculations were performed for different angles 13 between dislocation and surface. (After 
Bode et al .. 1987.) 
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bounding, electrically active dislocations in the (110) directions. The CL and 
EBIC profiles were obtained with the electron beam scanned along the projection 
of one of these directions onto the surface (Figure 6. 14a). Figures 6.14b,c pre­
sent experimental EBIC and CL micrographs. The displacement between these 
images indicates the change of depth of the dislocation with position. Figures 
6.15 and 6.16 show the experimental and calculated CL and EBIC contrast pro­
files and their ratio. The calculated contrast ratio is presented for different in­
clination angles ~ between the dislocation and the surface. Parameters used in 
the calculations are listed in the caption of Figure 6.15. It is evident from Figure 
6.16 that the best fit is obtained for ~ = 45°, which is in fact the angle of the 
(110) direction of the dislocation with the (100) plane of the surface that was 
used in the experiments. In comparison with this agreement between the experi­
mental results and calculations for the ratios (Figure 6.16), the CL and EBIC 
experimental contrast profiles show only a qualitative agreement with the calcu­
lated curves (Figure 6.15). This is explained by the fact that, though both the CL 
and EBIC contrast profiles depend on the defect strength, the ratio CCL/CEBIC is 
independent of the recombination strength (Jakubowicz et al., 1987). The recom­
bination strength of a defect varies with excitation conditions, and thus it de­
pends on the defect depth and, hence, on the electron beam position. Although 
this effect was not considered in the calculations, qualitatively both the shape of 
the CL and EBIC contrast profiles and the displacement between them are well 
matched to the experimental curves. These results demonstrated that simul­
taneous CL and EBIC measurements can effectively be used to determine (1) the 
orientation, shape, and depth of a dislocation in the material, and (2) the local 
recombination properties of dislocations. 

6.1.2. Determination of Dislocation Densities 

Cathodoluminescence is a valuable tool for the determination of dislocation 
distributions and densities in semiconductors (Booker, 1981; Dupuy, 1983). This 
is relatively simple, since electrically active dislocations are directly revealed in 
the CL mode. Reliable measurements of dislocation densities up to about 106 

cm - 2 can be made with the CL image. It is also possible to derive densities up to 
about 107 cm - 2 if the conditions for obtaining small dislocation image widths 
are met by, for example, minimizing the electron beam probe size and the size of 
the carrier generation volume. [The dislocation image width also depends on the 
carrier diffusion length (Figure 6.5), the specimen configuration, and the defect 
geometry.] In high-dislocation-density areas, it is preferable to use CL line scans 
to ensure that all the defects are counted. In heteroepitaxial structures, such as 
GaAs layers grown on Si, dislocation densities higher than 107 cm - 2 may be 
present. In such cases, although dislocations can be identified, density determin­
ations would be unreliable. 
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6.1.3. Recombination at Dislocations 

Recent studies have demonstrated the usefulness of the CL mode in the 
analysis of the luminescence properties of individual dislocations. Petroff et al. 
(1977, 1978, 1980, 1981, 1984) and Pennycook et al. (1977, 1979, 1980) util­
ized CL attachments to a scanning transmission electron microscope (STEM), 
and Booker et al. (1979) and Myhajlenko et al. (1984) used CL and TEM for the 
analysis of the structure and the electronic properties of defects in several semi­
conductors. Petroff et al. (1980) observed carrier recombination at misfit disloca­
tions at a Gal_~I~sl_yP)GaAs interface (Figure 6.17). By comparing the 
STEM, CL, and EBIC images, they observed that the sessile edge dislocation 
(marked D1) did not give EBIC or CL contrast, unlike the other dislocations 

EBIC CL >. - 790nm 

STEM 

Figure 6.17. (a) EBIC, (b) CL and STEM micrographs of a misfit dislocation network in Ga I-x 

AlxAsl_yPy epitaxial layers. DI in the STEM micrograph is a sessile edge dislocation that does not 
give EBIC and CL contrast, unlike the other dislocations, which are all 60° type. (After Petroff et al . . 
1980.) 
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which are all 60° type (Petroff et al., 1980). In order to explain the absence of 
carrier recombination at the edge dislocation, Petroff et al. (1980) proposed a 
model of dislocation core reconstruction with no dangling bonds. On the other 
hand, Fitzgerald et al. (1988) studied AIGaAs/lnGaAs/GaAs heterostructures 
and concluded that edge dislocations are stronger nonradiative recombination 
sites than are 60° dislocations at AIGaAs/lnGaAs and InGaAs/GaAs interfaces. 

A CL study of molecular beam epitaxy (MBE)-grown double-heterostruc­
ture GaAs/Gal_~I~s layers revealed the dependence of dislocation contrast 
on photon energy (Petroff, 1981). From the monochromatic CL micrographs it 
was deduced that some of nonradiative centers, which appear as dark dots at 
1.513 eV (the donor-bound exciton, D-oX emission), behave as radiative centers 
at photon energies between 1.498 and 1.508 eV. The latter were identified with 
point defects (giving rise to a defect bound exciton luminescence) concentrated 
around the dislocations that originate in the substrate. 

Simultaneous CL and TEM studies of individual dislocations and disloca­
tion tangles in ZnSe and InP were reported by Myhajlenko et al. (1984) and 
Batstone and Steeds (1985). Luminescence at 2.60 eV (Y-band) and 2.52 eV (S­
band) in ZnSe were related to dislocations with an indication that in the case of 
the Y-band impurity-dislocation associations are involved. Some of these results 
for organometallic chemical vapor deposition (OMCVD) AI-doped ZnSe films 
grown on GaAs substrates are presented in Figures 6.18 and 6.19, which show 
the CL spectra acquired from a dislocation tangle and corresponding monochro-
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Figure 6.18. CL spectra (30 K) acquired from a dislocation tangle in AI-doped ZnSe: (a) electron 
probe away from tangle; (b) and (c) probe on tangle. (After Batstone and Steeds, 1985.) 
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Figure 6. 19. Monochromatic CL images 
from a dislocation tangle in AI·doped ZnSe 
(compare with Figure 6.\8). (After Batstone 
and Steeds, \985.) 
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matic CL images. The donor-bound exciton (DOX) emission at 2.79 eV and the 
free exciton (FE) (ls-2s) emission at 2.78 eV were reduced in the dislocation 
tangle region, the Y emission was localized along the tangle (see the top and bot­
tom micrographs of Figure 6.19). The donor-acceptor pair (DAP) emission at 
2.68 eV originated from local regions in the tangle (see the middle and bottom 
micrographs in Figure 6.19). The quenching of exciton emission in the vicinity of 
dislocations could result from, for example, the dislocation core or imperfections 
at the core (i.e., kinks), strain fields, and impurities or point defects around the 
dislocation core (Batstone and Steeds, 1985). Although exciton quenching was 
also observed at screw dislocations in heat-treated InP crystals (Figure 6.20), no 
dislocation-induced emission band was detected in this material (Hutchinson and 
Myhajlenko 1984; Myhajlenko et ai., 1984). In this case (see Figure 6.20), the 
high-energy peak at 1.42 eV (denoted X) is attributed to a mixture of donor­
bound and free exciton transitions; the peak at 1.38 e V (denoted eA) is a mixture 
of donor-acceptor and free-bound-acceptor transitions, with associated ill-pho­
non replicas; and the deep transition (referred to as band C) is thought to be relat­
ed to lattice non stoichiometry (Myhajlenko et al., 1984). 

The direct correlation of the CL observations and TEM images of single 
dislocations in diamond have revealed luminescence at energies less than the 
band gap at individual dislocations (Pennycook et al., 1980). No correlation of 
the CL with dislocation type (i.e., screw dislocation and 60° dislocation) was 
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Figure 6.20. CL spectra (35 K) from bulk as·grown InP: (a) away from the dislocation; (b) at the 
dislocation. In the latter case, note the absence of the exciton (X) transition. (After Myhajlenko et al., 
1984.) 
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found. Cathodoluminescence variations along dislocations were also observed 
and explained as being due to local dissociation into partial dislocations or due to 
varying impurity segregation along,the dislocation line (Pennycook et al., 1980). 
In CL and polarization studies of individual dislocations in diamond (Yamamoto 
et al., 1984), a broad [0.416-eV full-width, half-maximum (FWHM)] emission 
at 2.85 eV was found to be polarized along the dislocation. By eliminating sever­
al possible mechanisms, the emission was attributed to donor-acceptor pairs ar­
ranged along the dislocation core (Yamamoto et al., 1984). As will be discussed 
in Section 7.1, CL due to dislocations has also been observed in deformed silicon 
at energies less than band gap (Graham et aI., 1987). 

Recent advances in time-resolved CL measurements provide useful means 
for the determination of minority carrier lifetimes at and away from a dislocation 
(Section 6.2). 

6.1.4. Transmission Cathodoluminescence Studies of Defects 

A relatively new technique of transmission infrared CL has also emerged for 
the study of defects in semiconductors (Chin et al., 1979a,b,c, 1980; Gaw and 
Reynolds, 1981; Cocito et al., 1983). In this method, a solid-state detector is 
placed underneath the specimen so that the transmitted luminescence is detected. 
A detector may also be placed above the specimen, and in that case emission CL 
(ECL) is obtained. Despite the spectroscopic limitations of this transmission CL 
(TCL) technique, it provides a simple means for identifying defects in semicon­
ductors, measuring the dislocation density, and it may also reveal additional de­
fects that are beyond the range ofthe primary electrons (Figure 6.21). In the dou­
ble-heterostructure (InP/InGaAsP/InP) sample, shown in Figure 6.21, the 
vertical and diagonal lines observed in the TCL image (but not visible in the sec­
ondary electron or ECL images) are probably stacking faults or dislocations at 
the interface between the InP layer and the InGaAsP layer (Chin et ai., 1979b). 

6.1.5. Plastic Deformation and Dislocation Motion Studies 

Cathodoluminescence microscopy can be used for studies of the influence 
of plastic deformation on the luminescence properties of semiconductors (Es­
quivel et al., 1973, 1976; Davidson et aI., 1975) and for in situ studies of stress­
induced motion of dislocations in semiconductors (Maeda et al., 1981, 1983; 
Maeda and Takeuchi, 1981, 1983). 

A CL study of plastically deformed GaAs was reported by Esquivel et al. 
(1973). GaAs has the sphalerite crystal structure, which exhibits polarity in the 
[111] directions. Consequently, there are two types of dislocations in sphalerite­
structure materials. For dislocations with an edge component, the two types are 
described as (X- and ~-type dislocations. The former are those in which the atoms 
with dangling bonds along the edge of the extra half-plane are of the lower-val-
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ence element (i.e., Ga in the present case). ~-Dislocations have As atoms with 
dangling bonds at the core (Holt, 1962). These dislocations can be studied by 
bending bars of the material in two opposite senses, one of which introduces a­

dislocations and the other, ~-dislocations. (The a- and ~-characters of the dis­
locations are interchanged if they belong to the glide, not the shufile, set, so care 
is needed in interpreting the results.) Results obtained by Esquivel et ai. (1973) 
are illustrated in Figure 6.22. The orientations used are shown in Figures 
6.22a,b. Both undoped and Te-doped (1017 cm- 3) specimens were bent in both 
senses to radii resulting in about 5 x 106 cm - 2 and 107 cm - 2 each of a- and ~­
dislocations. (The initial dislocation density was about 103 to 104 cm - 2). Fig­
ures 6.22e,f are infrared CL micrographs revealing checkered patterns, as well as 
a subsurface flaw in Figure 6.22f, in the heavily deformed areas labeled 1 in Fig­
ures 6.22a,b. No such features of plastic deformation were observed in optical, 
transmission infrared micrographs (not shown) or in the secondary electron im­
ages of the same areas shown in Figures 6.22c,d. It was suggested that the dark 
dots (-3 /-Lm in diameter), one of which is indicated by an arrow in Figure 6.22e, 
were related to dislocations lying on the (111) slip planes. In the specimen in 
Figure 6.22e, a count of these dots gave a dislocation density of 5 x 106 cm - 2 

whereas the density calculated from the radius of curvature of the bend was 8 x 
106 cm- 2 . 

Lohnert and Kubalek (1983) investigated CL in plastically deformed silicon 
using low electron beam currents (-100 nA). They concluded that the additional 
features in the CL spectrum of plastically deformed Si were due to dislocation­
induced radiative states in the gap. 

Studies of several optoelectronic devices established that the cause of their 
rapid degradation during operation was fast multiplication of dislocations 
through their motion (Maeda et ai., 1983, and references therein). Quantitative 
measurements of the effect of electron beam irradiation on dislocation motion in 
III-V compounds were presented by Maeda and Takeuchi (1981, 1983) and 
Maeda et at. (1983), who explained the effect in terms of recombination-en­
hanced defect motion. Measurements of the dislocation velocity were performed 
by using CL in a scanning electron microscope equipped with a bending attach­
ment for in situ observations of dislocation motion in the material. In contrast to 
the chemical etching technique, the CL-SEM technique proved invaluable in 
such studies, since it makes possible accurate and repeatable measurement of dis­
location velocity on the same specimen as a function of temperature, applied 
stress, and irradiation intensity, which were all varied independently (Maeda and 
Takeuchi, 1981, 1983; Maeda et ai., 1983). Dislocation velocities were mea­
sured by recording sequential CL micrographs and evaluating the distance trav­
eled by the dislocation during the application of the load (CL micrographs were 
recorded after significantly reducing the applied load). 

An example of the dislocation motion in n-GaAs is shown in Figure 6.23, 
which is a sequential series of CL-SEM TV images of a moving dislocation glid-
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Figure 6.22. (a) and (b) are schematic diagrams of the orientations of the specimens deformed in 
four-probe bending in order to introduce an excess of a or of J3 dislocations in GaAs. Areas (I) and 
(2) are the areas examined. (c) and (d) are secondary electron emission micrographs of area I on 
crystals bent as in (a) and (b), respectively. (e) and (f) are infrared CL micrographs of the same area I 
as in (c) and (d), respectively. The arrow in (e) points to black dots associated with the intersection of 
dislocation lines with the (U2) surfaces. The trace of the (III) slip plane on the (U2) surface is also 
indicated. In (0 the arrows point to a subsurface flaw. (After Esquivel et al. , 1973.) 
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Figure 6.23. CL-SEM TV images of a moving dislocation in n-GaAs. (After Maeda and Take­
uchi, 1983.) 
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ing under an applied load. The dislocation in this sequence always appears dark, 
indicating that nonradiative recombination occurs consistently. By referring to 
the results of Petroff et al. (1980), who found that the dislocations giving dark 
contrast in CL are dissociated into Schockley partials, Maeda and Takeuchi 
(1983) concluded that the gliding dislocations in their observations are dissoci­
ated in the moving state. Similar CL-SEM studies of dislocation motion were 
also performed on some II-VI compounds (Maeda et al., 1981). In this case, with 
the application of stress, CL observations indicated an increasing density of dis­
locations, most of which did not change their positions (see, for example, Figure 
6.24), leading to the conclusion that dislocations are immobilized following mo­
tion from the source with a high velocity (Maeda et ai, 1981). 

6.2. Time-Resolved Cathodoluminescence 

In time-resolved CL, a CL decay time is measured by employing a beam­
blanking system and a fast detector (for a review, see Hastenrath and Kubalek, 
1982). If the decay of the luminescence intensity L(t) is exponential, i.e., 

L(t) = L(O) exp( -tIT) (6.7) 

a CL decay time can be obtained that is affected by surface recombination. The 
measured values are effective lifetimes (Shockley, 1950): 

(6.8) 

Hence, observations of the variation of a CL decay time as a function of electron 
beam energy (and thus electron penetration range) make possible calculations of 
both the minority carrier lifetime and the surface recombination velocity. 
Hastenrath and Kubalek (1982) analyzed such CL measurements to derive the 
surface recombination velocity S from S = Lp{Terl - TO I), where Lp is the hole 
diffusion length, and Teff and TO are the effective lifetime and bulk lifetime, re­
spectively. They found this value of S was well within the typical range of values 
of surface recombination velocity for GaAs. 

A theoretical analysis presented by Boulou and Bois (1977) considered the 
influence of various excitation factors and materials parameters on CL decay. 
They used the difference in the shape of the decay with short and long excitation 
pulses for the determination of both the surface recombination velocity and bulk 
minority carrier lifetime in GaP. Jakubowicz (1985b) presented a theoretical 
analysis of transient CL for a focused electron beam with the conclusion that the 
initial part of the decay depends on the surface recombination velocity, the excit­
ation range, and the absorption coefficient, whereas at longer times, the near­
exponential decay is controlled by the bulk lifetime. 

Cathodoluminescence decay measurements can be utilized for carrier life-
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Figure 6.25. Lifetime T and intensity I values measured round a dislocation and displayed as maps 
and line scans at 50 K for GaAs doped with Se. (After Steckenbom etal., 1981a.) 

time mapping, as shown, for example, in Figure 6.25 (Steckenbom, 1980; 
Steckenbom et ai., 1981a,b). This can be achieved by using a microprocessor­
controlled boxcar integrator system for data acquisition (Steckenbom, 1980; 
Steckenbom et ai., 1981a,b) or computer-controlled CL acquisition with an op­
tical multichannel analyzer (Hastenrath et ai., 1981). It is somewhat puzzling 
that in the case of GaAs:Se (4 X 1016 cm- 3 doping level) the lifetime at the 
dislocation increases while CL intensity decreases (see Figure 6.25; Steckenbom 
et ai., 1981a,b). A contradictory result was obtained in GaAs:Se (1.6 x 1018 

cm - 3 doping level) by Hastenrath and Kubalek (1982), who observed a decrease 
of both the lifetime and CL intensity at the dislocation. The observations of 
Steckenbom et ai. (1981a,b), shown in Figure 6.25, may be explained by assum­
ing that in their case TIT increases near the dislocation and T nr = constant [see 
equations (3.25) and (3.26)]. 

Cathodoluminescence decay analysis was also applied recently to Si (Cum­
berbatch et ai., 1981; Davidson et ai., 1981; Myhajlenko et ai., 1983a,b) to 
measure the carrier lifetimes at and away from grain boundaries in that material. 
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One such observation in Si, shown in Figure 6.26, is of particular interest. In this 
ribbon silicon, minority carrier lifetimes derived from CL decay rates at various 
grain boundaries (Figure 6.26) are significantly different, indicating that some 
boundaries are electrically more active than others (Myhajlenko et al., 1983b). 
Time-resolved luminescence in these experiments was obtained by using the de­
layed coincidence technique, which is especially useful in materials with weak 
luminescence (Myhajlenko and Ke, 1984). 

In general, the minority carrier lifetime measured near a dislocation can be 
described as 

1 1 1 1 
-=--+--+- (6.9) 

where 'Td corresponds to recombination at dislocations. Examples of the deter­
mination of the minority carrier lifetime at single dislocations in GaP using CL 
decay measurements were provided by Rasul and Davidson (1977a,b), Davidson 
and Rasul (1977), and Dimitriadis et al. (1978). Figure 6.27 shows examples of 
CL decays obtained away from a dislocation with electron beam voltages (Vb) of 
15 and 25 kY, and obtained at the dislocation with Vb = 25 kY. It is evident that, 
although the CL intensity is substantially reduced with decreasing Vb due to sur­
face recombination, the minority carrier lifetime measured away from a disloca-
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Figure 6.26. Minority carrier life­
times derived from CL decay rates in rib­
bon silicon at grain boundaries with dif­
ferent electrical activities. (After Myha­
jlenko et al .• \983b.) 
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Figure 6.27. Minority carrier lifetimes de­
rived from CL decay rates in GaP away from a 
dislocation for electron beam voltages of 15 and 
25 kV, and at a dislocation for beam voltage of 
25 kY. (After Rasul and Davidson, 1977b.) 
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tion has remained nearly the same. A significant decrease in the carrier lifetime, 
however, was observed at the dislocation (Rasul and Davidson, 1977b). 

The value of this technique for the study of the kinetics of the recombination 
of nonequilibrium carriers in GaAs and GaAs quantum wells was demonstrated 
by Bimberg et ai. (1985a,b, 1986). Their results illustrate the power of time­
resolved CL in elucidating the distribution of competing recombination channels 
and determining such important parameters as the charge carrier capture cross 
sections of ionized donors and acceptors. The lifetimes of nonequilibrium car­
riers in their different band and impurity states were analyzed, and capture cross 
sections were subsequently derived from the lifetimes. Thus, cross sections of 
conduction-band-acceptor transitions, and of hole capture by ionized acceptors 
(carbon and tin) and of electron capture by ionized donors were derived. During 
the experiments, CL spectra and transients were found to depend strongly on 
pulse lengths up to 1 J-Lsec. The capture cross sections for electrons and holes of 
ionized donors and acceptors were derived from these luminescence onset re­
sults. Further analysis of the decay from a metastable excited state as a function 
of excitation intensity, temperature, and doping, using pulse lengths of ~ 1 J-Lsec, 
provided additional information for the interpretation of recombination kinetics. 
The excitation-pulse-length dependence of the CL spectra in both n- and p-type 
GaAs is shown in Figure 6.28. Luminescence peaks from the free exciton X, 
from the donor- and acceptor-bound excitons (DOX, D+X, AOX), from the ac­
ceptor-tin-bound exciton (SnOX), from free-electron-acceptor recombination 
(eAO), and from donor-acceptor pair recombination (DOAO) are present. It is evi­
dent from this figure that the spectral distribution of the emission depends on the 
length of the exciting pulse. (No analogous observations were reported in time­
resolved PL experiments using pulsed lasers, since the width of a laser pulse can-
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not be adjusted independently of its rise and decay time. As pointed out by Bim­
berg et al. (1985a), the failure to consider the effect of the shape of the exciting 
laser pulse on quantities derived from luminescence transients may lead to er­
roneous conclusions.) 

Figure 6.28 shows that long pulses excite more recombination processes 
than do short excitation pulses. For example, 2-nsec excitation of the n-GaAs 
does not produce features related to the presence of neutral acceptors, and in p­
GaAs it does not produce features related to the presence of neutral donors. 
These results indicate that, for the specific doping levels used, the capture of free 
minority carriers into bound states requires a longer time than does excitation 
(Bimberg et al., 1985a). The dependence of the luminescence spectra on excita­
tion pulse length can be used to derive the capture times of free holes into accep­
tor ground states (Bimberg et al., 1985a). This can be achieved by fitting the 
experimental data on the time dependence of the luminescence intensity (Figure 
6.29) to an analytical expression containing the hole-capture time (Bimberg et 
al., 1985a). Subsequently, using the relationship between the carrier lifetime T 

and the capture cross section for free carriers, a, i.e., T = (NaVth) - " one can 
derive the hole capture cross section of acceptors. Thus, Bimberg et al. (1985a) 
obtained the values of the capture cross section of Sn and C. Using this tech­
nique, Bimberg et al. (1985a) were able to analyze in detail the kinetics of the 
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Figure 6.28. CL spectra of (a) highly Sn-doped n-type GaAs, and (b) high-purity p-type GaAs, 
The value of the excitation pulse length (2, 50, or 500 nsec) is indicated for each spectrum, (After 
Bimberg et ai" 1985a.) 
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Figure 6.29. Time dependence of lumines­
cence intensity of the (a) (SnO,X) emission in 
Sn-doped GaAs and (b) (e,AO) luminescence 
in a nominally undoped n-type sample. AO is 
the effective-mass acceptor carbon. (After 
Bimberg et al., 1985a.) 
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capture and recombination processes of nonequilibrium carriers in a variety of n­
and p-type GaAs samples. 

6.3. Depth-Resolved Cathodoluminescence 

Depth-resolved information obtained from the CL analysis of inorganic sol­
ids is one of the most attractive features of this technique as compared with PL 
analysis. Nondestructive depth resolution in CL analysis is obtained by varying 
the range of electron penetration (which depends on the electron beam energy; 
see Chapter 4) in order to excite luminescence from different depths of the mate­
rial. This technique is particularly useful for studying ion-implanted materials. In 
this case, since the penetration depth of ions with energies between about 50 and 
300 ke V are comparable with the penetration range of electrons with energies 
between about 1 and 20 ke V, the analyses can be performed by using commercial 
SEMs or relatively simple dedicated systems for depth-resolved studies. This 
technique provides information on the redistribution of impurities and lattice 
damage defects during annealing of ion-implanted samples. This, in conjunction 
with the (lateral) spatial resolution available in a SEM, in principle, allows three­
dimensional mapping of impurities and defects in the material. Such studies are 
often performed by using a constant total electron-hole pair injection rate (i.e., 
constant electron beam power I b V b) to obtain greater signals from shallower 
depths at low energies (Norris et ai., 1973, 1977; Norris and Barnes, 1980). In 
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some cases, to maintain a constant level of excitation at the surface of the sample 
and keep the relative peak of the electron-hole pair density at a constant level 
(compare with Figure 4.4, which represents the relative density of electron-hole 
pairs for a constant electron-beam current I b)' we keep the ratio I b V bl Re constant 
in depth-resolved CL measurements. This method is useful for comparing elec­
tron-hole pair profiles with calculated profiles of implanted ion concentration as 
a function of penetration depth (Norris et at., 1973; Pierce and Hengehold, 
1976). 

Caution must be exercised during depth-resolved CL measurements, since a 
strong dependence of the CL spectra on injection level for a constant excitation 
depth may be expected (Norris et at., 1973). In GaAs, for example, CL measure­
ments indicated that at high injection levels the band-to-band emission was 
dominant, but at low injection levels it was substantially quenched due to the 
competition between a small density of impurity-related recombination centers 
and those corresponding to the edge emission (Norris et at., 1973). However, 
careful analysis of both the depth-resolved and injection-level dependencies of 
the CL spectra should allow one to determine depth distributions of the lumines­
cence centers (Norris et at., 1973). 

Most depth-resolved studies can be performed in relatively simple high­
vacuum systems equipped with an electron gun. Although these nonscanning 
systems are unable to provide a mapping capability, they are, nevertheless, 
powerful tools for analyses of ion-implantation-induced defects and metal-semi­
conductor interfaces. These CL studies demonstrated, for example, that implan­
tation-induced damage in the material may occur beyond the projected ion range 
of implants. This finding has important implications for the fabrication of ion­
implanted devices. Such a case is illustrated in Figure 6.30, which presents the 
depth-resolved CL spectra of a l00-keV Xe+ -implanted In-doped CdTe sample 
that was etched to a depth of about 1400 A. The presence of the implantation­
induced 1.2-eV band in this case indicates that the defects associated with that 
band are present at depths of several thousand angstroms beyond the projected 
ion range (Norris et at., 1977). Also note that the appearance of the implantation­
induced band at 1.2 eV is accompanied by quenching of the "native" lumines­
cence in CdTe at about 1.4 eY. (This native luminescence is believed to be due to 
transitions involving defect-impurity complexes.) These results were explained 
as being primarily due to Te vacancies, which are responsible for the anoma­
lously deep introduction of both the 1. 2-e V centers and those that cause quench­
ing of the native luminescence. Similar anomalous (postrange) implantation­
induced introductions of defects were also observed in other compound semicon­
ductors. It was suggested that this process may be due to the interaction of 
ionization with the dynamic stresses or phonon flux effects during ion implanta­
tion (Norris et at., 1977; Norris and Barnes, 1980). 

Brillson et al. (1985) and Viturro et al. (1986), employing the ultrahigh­
vacuum CL system described in Chapter 5, used CL depth-resolved analysis in 
characterizing subsurface metal-semiconductor interfaces (see also Brillson, 
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Figure 6.30. CL spectra (at 80 K) of 100-
keY Xe+ -implanted and etched In-doped 
CdTe as a function of the electron beam ener­
gy. Note that the implantation-induced 1.2-eV 
band appears in this sample, even though it 
was etched to a depth of about 1400 A, which 
indicates its presence at depths beyond the pro­
jected ion range of 1100 A. (After Norris et 
al., 1977.) 
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1985; Viturro et ai., 1987a,b; Brillson and Viturro, 1988; Viturro et ai., 1988a). 
For example, Figure 6.31 shows CL spectra of UHV-cleaved CdS before and after 
50 A Cu deposition and pulsed laser annealing (Brillson et at., 1985). The 
deposition of Cu produces only a weak peak at about 1.27 e V, in addition to band­
edge emission at 2.42 eV. Pulsed laser annealing with an energy density of 0.1 
J/cm2 1eads to an intense (relative to band-edge emission) peak at 1.28 eV, which 
can be related to Cu2S compound formation (Brillson et ai., 1985). In contrast to 
the Cu case, similar experiments with Al layers indicated the formation of bulk 
defects due to lattice damage (Brillson et aI. , 1985). These results indicate that this 
CL technique can be effectively used in the analysis of chemical interactions at 
metal-semiconductor interfaces that produce new interfacial phases. 

Viturro et al. (1986) investigated the formation and evolution of interface 
states for various metals deposited on InP and GaAs. CL spectra in these studies 
reveal the energy levels that are localized at the interface. The energy distribu­
tions of the interface states were found to depend on the particular metal, the 
semiconductor, and the semiconductor's surface morphology. For example, Fig­
ure 6.32 illustrates the changes in the CL spectra of InP with the deposition of 
various metals. In these cases, the CL spectrum of clean InP exhibits one peak at 
1.35 eV corresponding to near-band-gap transitions. Deposition of Au on n-InP 
(Figure 6.32a), which leads to new peaks at 0.8 and 0.96 eV, reduces the relative 
CL intensity at higher energies with increasing thickness of the deposited layer. 
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Figure 6.31. CL spectra of UHV-cleaved CdS 
before and after in situ deposition of 50 A of Cu, 
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layer thickness. (After Viturro et al., 
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In comparison with Au, interface states due to Cu deposition on n-InP (Figure 
6.32b) evolve faster with the layer thickness. Deposition of Al on n-InP (Figure 
6.32c), on the other hand, does not cause a significant relative reduction in the 
near-band-gap emission. The low energy emission is again observed for Pd 
deposition on p-InP (Figure 6.32d), but the near-band-gap emission is reduced. 
The metal-deposition-induced reduction in the near-band-gap emission in all 
these cases can in part be due to electron beam attenuation by the metal layer and 
the formation of a surface dead layer. Increasing band bending, which depends 
on the particular metal, and the widening of the surface space-charge region 
reduces bulk radiative recombination (Wittry and Kyser, 1967). The changes in 
the near-band-gap CL intensity were found to correlate with the metal-deposi­
tion-induced Fermi-level movement measured by photoemission. This explains 
the relatively strong reduction in near-band-gap emission due to the deposition of 
Au, Cu, and Pd, which cause large Fermi-level movement and correspondingly 
large band bending. Aluminum deposition, on the other hand, causes smaller 
band bending and a smaller reduction in the near-band-gap emission. The ob­
served metal-deposition-induced emission peaks were thought to be due to metal 
indiffusion and semiconductor outdiffusion, leading to the formation of defect 
complexes that are responsible for the interface states. The observed CL results 
were also found to be consistent with the Schottky-barrier heights of different 
metals on these semiconductors (Viturro et al. 1986). Thus, low-energy CL 
spectroscopy studies can reveal metal-deposition-induced interface states that are 
distributed over a wide energy range. The results obtained by Viturro et al. 
(1986) support the models of rectification that involve charge transfer to discrete 
levels due to chemical interaction between semiconductor and metal. Their re­
sults contradict models that predict no significant differences for different metals 
and that involve no discrete levels in the band gap (Viturro et al., 1986; Brillson 
and Viturro, 1988). 

More examples of depth-resolved CL studies will be presented in the fol­
lowing chapter. 

6.4. Microcharacterization of Electronic Properties 

Cathodoluminescence microcharacterization of semiconductors in an elec­
tron microscope constitutes the determination of various electronic properties with 
a high spatial resolution. Several types of CL analysis can be employed to derive 
semiconductor properties. These will be outlined next. 

6.4. f. Measurement of the Carrier Concentration 

The carrier concentration in direct-gap semiconductors (such as GaAs) can 
be derived by two CL methods. One applies when the radiative recombination 
rate is proportional to the carrier concentration. Then, if the nonradiative recom-
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Figure 6.33_ Dependence of CL intensity on doping in GaAs. (After Cusano, \964.) 

bination rate remains constant (or does not change significantly) with doping, the 
CL intensity will vary directly with doping. The variation in GaAs (Figure 6.33), 
reported by Cusano (1964), demonstrated that in the doping range between about 
1017 and 1018 cm - 3 the luminescence intensity increases linearly with doping. 
Thus, in this range the doping concentration of an unknown sample can be de­
rived from calibrated CL measurements. 

The second method of carrier concentration measurement is based on work 
of Casey and Kaiser (1967), who studied the CL emission spectrum of n-type 
GaAs. They demonstrated that the band-shape parameters, i.e., the slope of the 
low-energy tail of the CL emission band, the peak energy, and the half-width of 
the CL band (Figure 6.34) vary with doping as shown in Figures 6.35,6.36, and 
6.37. Thus, measurement of these parameters can be used to determine the dop­
ing concentration. This method is particularly sensitive to doping concentrations 
greater than 1018 cm - 3. The luminescence intensity as a function of doping in n­
type GaAs (Figure 6.33) varies linearly up to about 1018 cm- 3 , so the band­
shape parameter method is especially valuable for doping concentrations greater 
than 1018 cm - 3. Electrical measurements provide the number offree charge car­
riers, which in n-type material is given by the density of donors minus the density 
of acceptors. If there is a significant density of acceptors, the semiconductor is 
(partially) compensated. Both donors and acceptors affect CL, so the emission 
band for compensated material has a shape different from the uncompensated 
material of the same carrier density shown in Figure 6.34. Casey and Kaiser 
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Figure 6.34. Typical CL emission spectrum for n-type GaAs (carrier concentration 1.75 x 1018 

cm --3). The electron beam voltage was 40 kV, and the electron beam current was 0.3 fLA. (After 
Casey and Kaiser, 1967.) 
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(1967) demonstrated that in compensated samples, the peak position is too low 
for the value of the free-electron concentration indicated by the half-width, and 
the low-energy-tail slope is much less than that corresponding to the half-width 
value of the free-electron concentration. Thus, the band-shape parameter method 
also provides means to detect the presence of acceptors in n-type GaAs. As noted 
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Figure 6.37. The dependence of the half-width of the CL band (see Figure 6.34) on the free­
carrier concentration in n-type GaAs. (After Casey and Kaiser, 1967.) 
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by Casey and Kaiser (1967), of the three spectral band-shape parameters, the 
low-energy-tail slope is the least reliable because of the distortion of the low­
energy tail caused by the presence of deep levels (Figure 6.34). Also, for lightly 
doped material, errors can be introduced in measuring the slopes, which are 
steep. Casey and Kaiser (1967) noted that this method should be also applicable 
to p-type GaAs. However, because of the larger effective mass of holes, the con­
centration at which the spectral band-shape begins to depend on the acceptor con­
centration would be about an order of magnitude higher (Casey and Kaiser, 
1967). The latter was demonstrated by Pankove (1966) to be true for p-type 
GaAs (Zn-doped with carrier concentration between 3 X 1016 and 1.2 X 1020 

cm- 3). 

Gatos et al. (1981) demonstrated in p-type InP that the half-width of the CL 
emission band can be used for the determination of the carrier concentration and 
its inhomogeneities between about 1017 and 1019 cm- 3 . 

6.4.2. Measurement of the Minority Carrier Diffusion Length 

As outlined in Section 4.4, the dependence of the CL intensity on the elec­
tron beam voltage (Wittry and Kyser, 1966, 1967; Rao-Sahib and Wittry, 1969) 
can be used to derive values of the diffusion length L and the reduced surface 
recombination velocity S. As mentioned in Section 6.1, L6hnert and Kubalek 
(1983) suggested a method of evaluating the minority carrier diffusion length 
from CL line scans across localized nonradiative defects. This is possible, since 
the exponential decay constant of the CL contrast with distance from the disloca­
tion is linked to the minority carrier diffusion length. 

6.4.3. Measurement of the Minority Carrier Lifetime 

The minority carrier lifetime can be determined from CL decay time mea­
surements by employing electron beam blanking and a fast detector. In general, 
the measured values are effective lifetimes. Both the minority carrier lifetime and 
the surface recombination velocity can be derived from measurements of the CL 
decay time as a function of electron beam energy. Time-resolved CL techniques 
and typical examples of measurements of carrier lifetimes at and away from de­
fects in various materials were described in Section 6.2. 

6.4.4. Measurement of CL Spectra for the Analysis of 
Luminescence Centers, the Composition, and the 
Sample Temperature 

Cathodoluminescence spectroscopy can be used for the analysis of point de­
fects (and their complexes) in semiconductors. An example of such a study was 
provided by Wakefield et at. (1 984b ), who observed in epitaxial InP an emission 
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line at 1.359 e V together with many phonon replicas (Figure 6.38 and Table 6.1). 
This spectrum was found in epitaxial InP grown by both MBE and MOCVD 
(metal-organic chemical vapor deposition) under growth conditions that give rise 
to phosphorus deficiency in the epilayers (Wakefield et aI., 1984b). Duncan et 
al. (1984) reported a closely corresponding PL spectral line series in bulk n-type 
LEC InP that had been heated in a vacuum at 900°C for 6 h. Using optical mea­
surement techniques, Duncan et al. (1984) showed that the line at 1.36 eV is due 
to the recombination of an exciton bound to a deep neutral donor (DOX). This 
emission has been observed only in phosphorus-deficient InP, and it was sug­
gested therefore that the 1.36 e V emission is related to a complex involving a 
phosphorus vacancy (Wakefield et al., 1984b). Myhajlenko (1984) measured the 
CL spectrum (at 45 K) of LEC InP annealed at 750°C for 15 min. In addition to a 
near-band-edge line due to excitons bound to shallow impurities and a DAP line 
with LO-phonon replicas, a deep-level band at 1.06 eV was observed and as­
cribed to a phosphorus vacancy complex (Myhajlenko, 1984). 

In indirect-gap materials (such as GaP), edge emission is weak since phonon 
participation is required. Luminescence is enhanced by doping such materials 
with luminescent centers. In GaP these are, for example, Zn-O donor-acceptor 
pairs or N isoelectronic traps. Spatial variations in nonradiative recombination 
due to defects make it difficult to measure dopant concentrations from lumines­
cence intensity. The preferred method of measurement in this case is that of vari­
ations in the luminescence spectrum with dopant concentration. For example, in 
N-doped GaP, the luminescence peak photon energy gradually shifts with N con­
centration (Davidson, 1977). Furthermore, the ratio of the intensities of certain 
peaks in the spectrum varies significantly with variations in N concentration. 
Thus, these features of the CL spectrum can be used to determine N concentra­
tion in GaP (Rasul and Davidson, 1977a). 

In ternary III-V compounds the band gap may vary quantitatively and from 
direct to indirect as a function of composition. The composition of such ternary 
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Figure 6.38. Liquid helium tem­
perature CL spectrum of epitaxial InP 
(grown at 600°C by MOCVD) showing a 
series of phonon replicas of a line at 1.359 
e V. For the identification of the emission 

0.90 lines see Table 6.1. (After Wakefield et al .. 
1984b.) 
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Table 6.1. Observed Lines in a Liquid Helium 
CL Spectrum of InP* 

Energy 
Line (eV) Assignment 

1.376 D-A pair (Zn) 
A 1.359 DOX 
B 1.350 DOX-TA 
C 1.340 DOX-LA 

1.331 D-A pair-LO 
D 1.322 DOX-TO 
E 1.317 DOX-LO 

DOX-Loc 
F 1.308 DOX-TA-Loc 
G 1.299 DOX-LA-Loc 

1.290 D-A pair-2LO 
H 1.282 DOX-TO-Loc 

1.276 DOX-LO-Loc 
DOX-2Loc 

1.268 DOX-TA-2Loc 
K 1.259 DOX-LA-2Loc 

'After Wakefield et al., 1984b. Phonon designation: TA, 
transverse acoustic; LA, longitudinal acoustic; TO, trans­
verse optic; La, longitudinal optic; Loc, local mode. 
Symbols of lines are as in Figure 6.38. 
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compounds can be derived from measurements of the peak position of the funda­
mental (intrinsic) band in the CL spectrum, which depends on the composition. 
For example, Marciniak and Wittry (1975) reported observations of CL in 
GaAsl-xPx alloys. From the variation of the peak energy of the CL intensity 
maximum with x, they determined the crossover composition (x = 0.51) for di­
rect and indirect transitions in these alloys (Figure 6.39). In luminescent devices, 
the composition x does not exceed the crossover value since the luminescence 
efficiency in the indirect-gap material is significantly reduced. This method can 
also be used to determine the composition x of GaxAl1_xAs layers in hetero­
junction systems containing multiple epitaxial layers of GaAs and Ga~ll_xAs 
with carefully selected x and n- and p-type doping. Such layers, grown on GaAs 
substrates, are used in GaAs/GaxAll_xAs double-heterostructure laser diodes. 
The presence of multiple layers, each 1 JJ-m or less in thickness, makes it difficult 
to determine the composition by other analytical techniques. On the other hand, 
the CL emission spectra of the GaAs and GaxA11 _ xAs layers consist of well­
separated bands at room temperature. Thus, the measurement of the position of 
the CL emission peak, which depends on x, makes it possible to derive the com­
position and its possible variations (Steyn et aI., 1976). This method can also be 
applied to the analysis of graded layers in GaAs1_xPx devices grown on GaAs 
substrate (Davidson, 1977; Davidson and Rasul, 1977). The CL contrast due to 
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Figure 6.39. Peak energy of the in· 
trinsic CL spectral band as a function of 
crystal composition in GaAs1-xPx' The 
data were taken at 30 and 300 K with an 
electron beam voltage of 50 kY. (After 
Marciniak and Wittry, 1975.) 

local variations in alloy composition of AlxGa1_xAs layers grown on GaAs was 
explained by Levin and Ladany (1978) as being due to the changes in the band 
structure with x. 

As outlined in Section 3.6, the band structures of solids in general are 
strongly dependent on temperature. In most materials, the band gap decreases 
with increasing temperature (Figure 3.14), so CL intrinsic emission peaks are 
expected to shift to lower energies. Thus, this property of the CL emission can be 
used to measure operating temperatures in various regions of devices. A demon­
stration of this method for a GaAs Gunn diode was provided by Davidson and 
Vaidya (1977). In principle, CL intensity, which is strongly dependent on tem­
perature (see Section 3.6), can also be used to determine the device operating 
temperature. However, it should be kept in mind that CL intensity measurements 
are more sensitive to the stability of the system, contamination of the specimen, 
and various external perturbations. 

It is possible to investigate energy levels deep in the band gap by using in­
frared to modulate CL (Lin and Wittry, 1976). The energy levels are deduced 
from the wavelength dependence of the modulation. The variations in the CL are 
caused mainly by changes in recombination mechanisms due to the infrared ex­
citation of carriers from either the valence band to the deep levels or the deep 
levels to the conduction band. In addition to these processes in the bulk of the 
material, the nonradiative surface recombination rate and the recombination rates 
via the centers in the space-charge region will also be affected by changes (due to 
illumination) in the surface potential (Lin and Wittry, 1976). Examples of the IR­
induced modulation of CL intensity in Cr-doped GaAs and undoped GaAs are 
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presented in Figures 6.40 and 6.41, respectively. Lin and Wittry (1976) proposed 
that the IR-induced modulation of the band-edge CL is caused by changes in the 
rates of recombination via intermediate levels in the band gap. For the Cr-doped 
GaAs (Figure 6.40) they assumed the presence of two acceptor centers at Etl = 

Ee - 0.77 eV (fast recombination centers) and Et2 = Ee - 0.48 eV (slow recom­
bination centers). The value of Et2 was obtained from the peak in the spectrum at 
1.02 eV, although it was also considered that the peak at Me may actually lie at 
higher photon energies than Ee - Et2 . Lin and Wittry (1976) proposed that the 
Etl center had a larger electron capture cross section than that of the Et2 center, 
and vice versa for the hole capture cross section. During the excitation, the Etl 
centers are mostly filled with electrons and the Et2 centers are mostly empty. The 
0.77 -e V threshold was attributed to the onset of infrared excitation of electrons 
from the Etl level to the conduction band, leading to an increase of excess elec­
tron density an and decrease of recombination via this level. When the energy of 
the infrared radiation reaches about 1.02 eV, electrons can be transferred from 
the valence band to the Et2 level and additional holes may become trapped at the 
Etl center, resulting in an increase in recombination via the Etl levels and a de­
crease in recombination via the Et2 centers. Thus, with further increase in the 
energy of the infrared radiation (beyond 1.02 eV), Me begins to decrease. As 
pointed out by Lin and Wittry (1976), the measured change of Ie may be caused 
also by modulation of the nonradiative surface recombination rate and the recom­
bination rates through impurity centers in the space-charge region. For undoped 
GaAs (Figure 6.41), the existence of three deep levels was assumed atEe - 0.92 
eV (donor), Ee - 0.77 eV (acceptor), and Ee - 0.69 eV (acceptor) (Lin and 
Wittry, 1976). By varying the excitation conditions during their experiments, Lin 
and Wittry (1976) concluded that to obtain high sensitivity of the infrared modu­
lation, the electron beam voltage and the electron beam current should be 
minimized. 

Figure 6_40_ Infrared-induced relative 
increases in CL intensity 111 J I c and in 
specimen current 111 sf Is as a function of 
wavelength for Cr-doped GaAs. (After Lin 
and Wittry. 1976.) 
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Figure 6.41. Infrared-induced relative in­
creases in CL intensity t:.1 c/ I c and in spec­
imen current t:.ls/ I, as a function of wave­
length for undoped GaAs. (After Lin and 
Wittry. 1976.) 

Cathodoluminescence microscopy (i. e. , monochromatic and/or pan­
chromatic CL images) together with CL spectroscopy can be effectively used for 
(1) analyzing defects (such as dislocations) and measurements of their densities, 
(2) analyzing impurity segregation, and (3) studying semiconductor devices, 
e.g., locating electrostatic inhomogeneities and measuring the depletion zones. 
Some examples of these applications of CL were outlined in preceding sections, 
and others will be presented in the following chapters. 

Several reports have appeared in the literature of combined CL and EBIC 
measurements on GaAs and GaP diodes. Wittry and Kyser (1965) reported that 
the CL intensity and the charge collection (CC) current varied inversely during 
line scans across p-n junctions in GaAs. This is explained by the fact that the CC 
current is produced due to the separation (by the junction fjeld) of electron-hole 
pairs generated by the electron beam. The CL intensity is reduced correspon­
dingly, since the separated electron-hole pairs cannot recombine to produce pho­
tons. The measurement of the CL and CC signals from the same device was ap­
plied to GaP electroluminescent (EL) diodes by Calverley and Wight (1970), 
who demonstrated that there was an inverse relationship between the maximum 
EL efficiency of GaP red-emitting diodes and the so-called CL-CC shift. The lat­
ter is defined as the displacement between the midpoints of the CL drop and the 
CC peak produced as the beam scans across a p-n junction normal to the surface. 
A similar correlation between the CL-CC shift and the device efficiency of GaP 
diodes was obtained by Holt et at. (1973). However, Hackett et at. (1972) found 
I!o CL-CC shifts at all, which suggests that correlation occurrence depends on 
possible materials differences arising from differing starting materials (Holt et 
at., 1973). 



7 
Semiconductors 

Most work in the CL characterization of semiconductors was devoted in recent 
years to llI-V and II-VI compounds. These compounds found applications in a 
wide variety of electronic and optoelectronic devices. The group IV materials, Si 
and Ge, although the first and the most important used in semiconductor tech­
nology, have indirect energy gaps of about 1 e V, which limits both the optical 
applications and optical characterization of these materials. Many of the 1lI-V 
and II-VI materials, however, have direct gaps with greater widths corresponding 
to visible photon energies. 

Semiconductors are grown as bulk crystals or as epitaxial films. Bulk 
crystal wafers are used as substrates for epitaxial layers, and the properties of the 
substrates have a major effect on the growth and properties of these epitaxial 
layers. Increasingly complex epitaxial multilayer structures are presently used in 
devices. Such materials require characterization by methods with both spec­
troscopic and spatial resolution, such as CL-SEM. 

7.1. Group IV Materials 

SEM characterization of silicon using the EBIC mode has found wide ap­
plication. However, CL studies on Si are more limited because of the low lumi­
nescence efficiency of Si and the relatively low sensitivities of detectors in the 
wavelength range above 1.1 J.Lm. Davidson et al. (1981), Cumberbatch et al. 
(1981), and Myhajlenko et al. (1983a,b), however, demonstrated the progress 
made possible by a specially constructed scanning CL microprobe for CL tran­
sient measurements in deriving minority carrier lifetimes (see, for example, Fig­
ure 6.26). They obtained CL images and spectra, as well as CL decay measure­
ments at various defects (see, for example, Figures 4.22 and 6.26). However, the 
high electron beam currents used (~ 10 J.LA) in these studies lead to significant 
electron beam-induced heating of the material; another undesirable effect associ-
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ated with high excitation is the high excess carrier generation rate (Cumberbatch 
et al., 1981; Myhajlenko et al., 1983a,b). Lohnert and Kubalek (1983) obtained 
CL images and spectra at lower electron beam currents. Panchromatic CL micro­
graphs were recorded at 80 K by using an electron beam current of about 1 j.LA 
(at 30 kV beam voltage), and CL spectra were obtained with even lower beam 
currents (ofthe order of 100 nA). Lohnert and Kubalek (1983) obtained CL spec­
tra at 80 K from plastically deformed silicon with a dislocation density of 109 

cm - 2, and they concluded that the features in the CL spectrum around a wave­
length of 1.5 j.Lm are associated with dislocations. 

CL-STEM observations of infrared emission due to dislocations in de­
formed silicon were reported by Graham et al. (1987). Figure 7.1 presents a CL 
spectrum obtained at 23 K from dislocations in a thick (opaque to 120-keVelec­
trons) region of deformed silicon. The discrete luminescence bands due to dis­
locations in silicon were labeled as D1 (0.812 eV), D2 (0.875 eV), D3 (0.934 
eV), and D4 (1.000 eV) by Drozdov et al. (1976), and D5 (=0.953 eV) and D6 
(=1.0126 eV) by Sauer et al. (1985). The photoluminescence intensity of the 
D1-D4 lines as a function of temperature was investigated by Suezawa et al. 
(1983) (see also references therein), who interpreted their results by invoking two 
types of traps, shallower levels (hole traps) in the range between 4 and 12 me V 
derived from the valence band by the deformation potential of a dislocation, and 
deeper levels in the range between 0.16 and 0.35 e V below the conduction band 
associated with electron traps due to the anti bonding states of reconstructed 
bonds at the dislocation core. Luminescence in this model is due to recombina­
tion between carriers trapped by these types of levels, and different lines are at­
tributed to different types of dislocations (Suezawa et al., 1983). Chew et al. 
(1985) correlated transmission electron microscopy observations with low-tem-
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Figure 7.1. A STEM CL spectrum (at 
23 K) obtained with a l20-keYelectron 
beam from dislocations in a "thick" re­
gion of deformed silicon. Peaks A, B, 
and C are all tentatively related to D5, 
although there is some ambiguity about 
the precise identification of these peaks. 
NP#2 and NP#7 stand for no-phonon 
lines 2 and 7, respectively, identified in 
PL data. (After Graham et ai., 1987.) 
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perature (10K) CL results to investigate Si layers grown by molecular beam epi­
taxy on single-crystal Si substrates, and they have concluded that the 1.05-eV 
luminescence was caused by the presence of grown-in stacking faults and that the 
D4 (0.99 eV) luminescence was localized and related to topographical defects. 
Sauer et al. (1985) suggested that lines Dl-D4 are associated with relaxed dis­
locations, line D5 is associated with straight dislocations, and D6 is due to stack­
ing faults. Photoluminescence measurements under uniaxial stress also revealed 
that D 1 and D2 originate from tetragonal defects in random orientation relative to 
(100) directions, whereas D6 originates from triclinic centers that are preferen­
tially oriented (Sauer et al., 1985). It was concluded from these studies that im­
purities and point defects are not responsible for these lines, dislocations them­
selves are the active recombination centers, dangling bonds are not involved 
(Suezawa et aI., 1983), and D3-D6 defects are closely related; in addition, Dl 
and D2 centers could be due to deformation-produced point defects in the strain 
field of dislocations (Sauer et al., 1985). By comparing their results (see Figure 
7.1) with those available in the literature, Graham et al. (1987) definitely identi­
fied the peaks D 1, D2, and D6. The prominent peaks labeled A, B, and C were 
thought to be associated with line D5, although there was some ambiguity about 
precise nature of these peaks (Graham et al., 1987). It is possible that the ambi­
guity could be removed by the deconvolution of these peaks (i.e., A, B, and C) 
and by correcting the data for the spectral response characteristics of the optical 
detection system. Both of these are known to affect luminescence spectra (see 
Sections 5.1.4 and 7.3.3). 

The investigation of amorphous semiconductors evolved into a new research 
field with the discovery a decade ago of the effect of hydrogen passivation of the 
defects in amorphous silicon. Hydrogenated amorphous silicon has attracted in­
creasing interest in recent years in a variety of applications, such as-pho­
tovoltaics, electrophotography, vidicons, field-effect transistors, high-speed de­
tectors, threshold switching, and memory devices (see Pankove, 1984). The PL 
technique is widely used for characterization of amorphous semiconductors 
(Street, 1976). A wide variety of electron probe instruments is also utilized for 
structural and chemical analyses of these materials. However, recent experiments 
(Pankove, 1984) indicated that hydrogenated amorphous silicon does not exhibit 
CL. This is explained (see the review by Schade in part B ofPankove, 1984) by a 
mechanism of formation of electron beam-induced defects in a-Si:H. These de­
fects, which are thought to be created by the breaking of weak bonds, act as 
nonradiative centers that reduce the luminescence efficiency. The formation of 
electron beam-induced defects in hydrogenated amorphous silicon can be ob­
served in the charge collection mode (Yacobi, 1985). These results indicate that 
for typical SEM operating conditions, rapid generation of defects would be ex­
pected (See Figure 7.2; Yacobi and Herrington, 1985), which would prevent ob­
taining useful luminescence data. 

Silicon carbide (SiC) has attracted increasing interest in a variety of applica-
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Figure 7.2. Decay of the EBIC signal of a 
p-i-n hydrogenated amorphous silicon device 

I under continuous irradiation by a 7 -ke V 
0·~.L...0------5.L....0 -------'10.0 electron beam of I nA. (After Yacobi and 

Time (5) Herrington, 1985.) 

tions. This is an indirect-gap material with a band gap depending on the poly­
type. Thus, for example, zinc blende structure SiC has a band gap of 2.2 eV at 
room temperature, and the 6H-polytype has a band gap of about 3 eV (see Table 
3.1). The latter is especially attractive for blue light-emitting diode (LED) ap­
plications, since n- and p-type doping can be obtained. The electrical properties 
of SiC also make this material very attractive for use in high-temperature elec­
tronic devices and in high-power and high-speed devices. A problem is the high 
growth temperature. Fortunately, epitaxial SiC layers can be obtained at lower 
temperatures. lYPical deposition temperatures for chemical vapor deposition 
(CVD) are around 180(fC, although temperatures as low as around 1400°C were 
reported. Epilayers that are not intentionally doped typically exhibit n-type con­
ductivity. For p-type doping, trimethylaluminum (TMA) or triethylaluminum 
(TEA) are used. Yoshida et al. (1984) used TEA for aluminum doping of 6H­
SiC, and their measurements of the CL (at 77 K) and electrical properties indi­
cated that the aluminum doping concentration can be controlled by the flow rate 
of TEA. Figure 7.3 presents the CL spectrum of an aluminum-doped 6H-SiC 
epitaxial layer grown on a 6H-SiC crystal substrate. The peaks in the CL spec­
trum could be ascribed to free-to-acceptor (A) and donor-to-acceptor (B and C) 
transitions and their phonon replicas. For this, they took the excitation band-gap 
energy to be 3.022 eV, the free-exciton binding energy to be 78 meV, the ioniza­
tion energies of nitrogen donors to be 100 meV for hexagonal-like sites and 155 
meV for cubiclike sites, and of aluminum acceptors to be 239 and 249 meV for h 
and c sites, respectively; the LO-phonon energy was taken to be about 100 meV. 
The CL measurements indicated that the peak intensities increased with increas­
ing TEA flow rate (Yoshida et al., 1984). 
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Figure 7.3. CL spectrum (at 77 K) of a 6H-SiC epilayer doped with aluminum using tri­
ethyl aluminum (TEA) (6 x 10- 6 atm). The inset shows the nitrogen donor and the aluminum 
acceptor levels in 6H-SiC crystal. (After Yoshida et al .. 1984.) 

7.2. '"-V Compounds 

The III-V compounds are important for a wide variety of both majority and 
minority carrier device applications. These materials crystallize with a high de­
gree of stoichiometry, and most of them can easily be obtained n- and p-type. 
These materials are used in a variety of optoelectronic devices for the detection 
or generation of radiation. 

As can be seen from Table 3.1, some of these compounds are direct-band­
gap materials, whereas others have an indirect band gap. In luminescent devices, 
in order to obtain transitions leading to visible radiation, the band gap of the ma­
terial must be Eg'22 eY. Indirect-gap materials with larger band gaps are not 
expected to be such efficient luminescence emitters, in principle, as direct-gap 
materials, although properly doped GaP, for example, exhibits efficient donor­
acceptor (Zn-O) pair red electroluminescence in LEDs. To obtain direct-gap ma­
terials with band gaps greater than 2 e V, a variety of ternary alloys have been 
developed. For example, in the GaAs1_xPx alloys, the transition from direct to 
indirect gaps occurs at x = 0.45, and a band gap of 2.0 eY. The ternary alloy 
systems of major interest are GaAsP, InGaP, and GaAIAs. In the InxGal_~ sys­
tem, the transition from a direct to an indirect gap occurs at x = 0.3 and a band 
gap of 2.2 eV. In GaxAll_~s, the direct band gap of about 2 eV corresponds to 
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x = 0.6. All these alloys can be obtained with either n- or p-type doping and can 
be used in devices, such as LEDs. 

GaN is a direct-gap material with a band gap of 3.36 eV at room tem­
perature, and thus it is potentially very attractive as an emitter of blue light and 
possibly other colors as well. The snag, however, is that, in common with other 
wide-band-gap materials, GaN can only be obtained n-type. (The n-type behav­
ior is believed to be due to a nitrogen vacancy.) Although the incorporation of 
various dopants does not lead to p-type material, characteristic luminescence in 
the blue (Zn), green (Cd), yellow (Li), and violet (Mg) spectral regions can be 
obtained. 

7.2.1. Uniformity Characterization 

With the demands for higher speed (compared with Si), integrated circuits, 
injection lasers and other optoelectronic devices, III-V compounds, and es­
pecially GaAs have attracted increasing interest. Uniformity of electronic proper­
ties is essential for device applications of these materials. This requirement led to 
numerous CL studies of these compounds in the last decade. 

For high-performance GaAs integrated circuits, uniformity of field-effect 
transistor (FET) parameters, such as threshold voltage (Vth) across a wafer is es­
sential. Such devices may be fabricated by direct ion implantation into a semi­
insulating (SI) substrate obtained by the liquid-encapsulated Czochralski (LEC) 
growth technique. (The SI property is thought to be a result of compensation of 
shallow acceptors by the deep donor intrinsic center EL2, which is believed to be 
related to the ASGa antisite defect.) Several reports demonstrated that the thresh­
old voltage of GaAs devices fabricated on LEC-grown SI substrates are affected 
by the dislocations in the walls of the cell structure characteristic of SI GaAs 
(Nanishi et al., 1982; Honda et al., 1983; Miyazawa et al., 1983; Wang and Bu­
jatti, 1984; Miyazawa and Hyuga, 1986). Furthermore, Chen et at. (1984) 
showed the dependence of the threshold voltage on the residual carbon con­
centration; and Miyazawa and Ishii (1984), Dobrilla et al. (1985), and Miyazawa 
and Wada (1986) concluded from their observations that the dislocation prox­
imity effect on the threshold voltage is correlated with the local EL2 density. As 
noted by Dobrilla et al. (1985), the often-reported dislocation proximity effect on 
the threshold voltage may be the result of a dislocation being a source or sink for 
point defects. This is consistent with the report by Winston et al. (1984), who 
observed no correlation between the threshold voltage and FET proximity to a 
dislocation, as well as with observations by Dobrilla et at. (1985) on some of 
their samples. 

Uniformity detection in III-V compounds was demonstrated to be one of the 
most useful and practical microcharacterization capabilities of the CL-SEM tech­
nique. Cathodoluminescence microscopy and spectroscopy have been used also 
for the analysis of semiconductor devices (Bakker et at., 1980; Davidson and 
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Rasul, 1977; Chin et al., 1980; Miyazawa et al., 1983, 1984) and of the non­
uniformity of the dopant distribution in materials such as InP (Warwick and 
Booker, 1983), Gal _ )n» (Kaniewski et al., 1981) and GaP (Menniger et al., 
1978). 

Examples of the power of CL in uniformity characterization of SI GaAs 
were reported by Kamejima et al. (1982), Chin et al. (1984), Wakefield et al. 
(1984a), Warwick and Brown (1985), and Warwick et al. (1985). Kamejima et 
al. (1982) correlated CL and secondary ion mass spectrometry (SIMS). line scans 
in undoped LEC SI GaAs and observed cellular dislocation structures (see also 
Clark and Stirland, 1981; Stirland et al., 1983) and the segregation of oxygen, 
chromium, silicon, and carbon at these dislocations. Nonuniformity of the elec­
trical properties derived from scanning leakage current measurements was also 
observed by Kamejima et al. (1982). 

Wakefield et al. (1984a) used spectroscopic CL at liquid He temperatures to 
characterize undoped LEC SI GaAs. The luminescence spectrum consists of two 
peaks at 1.494 eV due to the residual carbon acceptors and 1.514 eV associated 
with shallow donors or bound excitons (Figure 7.4). The intensities of these 
lines, derived from spectra measured inside the cells and at the cell walls (dis­
location tangles), vary significantly. Figures 7 .5a,b present plots of the CL inten­
sity of the 1.494-eV and the 1.514-eV peaks measured across a 5-mm-wide strip. 
These figures demonstrate that relative to the 1.514-eV emission, luminescence 
due to the carbon impurities (i.e., the 1.494-eV peak) varies substantially more 
across the wafer. Monochromatic CL micrographs recorded using the carbon 
(1.494-eV) emission peak clearly demonstrate the segregation of carbon to the 
dislocation walls (Figure 7.6). This leads to the increase in the intensity of the 

1494 eV 

(a) (b) 

1514 eV 

840 820 800 840 820 800 
Wavelength (nm) 

Figure 7.4. Liquid He CL spectra from (a) a bright area and (b) an adjacent dark area in semi· 
insulating GaAs. (After Wakefield et al .. 1984a.) 
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Figure 7.5. Liquid He CL intensity line scans across 
a 5-mm strip of a semi-insulating GaAs at the photon 
energies of (a) 1.494 eV due to residual carbon and of 
(b) I. 514 e V associated with shallow donors or bound 
excitons. (After Wakefield et al., 1984a.) 

Figure 7.6. Liquid He monochromatic CL micrograph of a cell boundary in semi-insulating GaAs 
using the 1.494-eV emission due to residual carbon. (After Wakefield et al., 1984a.) 
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carbon CL (Wakefield and Davey, 1985). Dark spots along the dislocation walls 
were not observed by Wakefield et al. (1984a), but were seen in the later work of 
Warwick et al. (1985). The major conclusion of these studies is that inhom­
ogeneous distribution of impurities may lead to nonuniform electrical transport in 
the material, which would be undesirable for such applications as GaAs inte­
grated circuits (Warwick et al., 1985). Voltage contrast observations on these 
samples also indicated that there are inhomogeneities in the resistivity due to the 
cellular dislocation network. 

Similar effects were reported by Chin et al. (1984), who compared the uni­
formities of Cr-doped and undoped LEC SI GaAs with undoped SI material 
grown by the horizontal gradient freeze (HGF) technique. Whereas dot-and-halo 
contrast at the dislocation cell walls was observed in LEC GaAs in CL images, 
localized bright regions with no apparent cellular dislocation structure were ob­
served in HGF crystals. Bright contrast in these observations was explained as 
being due to impurity gettering effects at dislocations, which lead to an increase 
in radiative as compared to nonradiative recombination at the dislocation core. It 
was concluded that HGF GaAs is more uniform than LEC material. 

Cathodoluminescence observations by Warwick and Brown (1985), who 
used cooled PbS and Ge detectors for liquid He CL imaging of deep levels in 
undoped LEC SI GaAs, confirmed the segregation of the dominant intrinsic de­
fect EL2 (which may be an ASGa anti site-related defect) from the cell interior to 
the dislocation cell walls. Figure 7.7 presents a reflection x-ray topograph (Fig­
ure 7.7a) and the 1.51-eV CL image (Figure 7.7b) of the same area of a sample. 
The x-ray topograph reveals that dislocations are arranged in both linear and cel­
lular arrays. In Figure 7.7, a cell wall is labeled W, a cell center C, and a linear 
array L. The 1. 51-e V CL band, which was used for monochromatic CL imaging, 
is assumed to be due to recombination of free holes at neutral shallow donors. 
Figure 7.7 demonstrates that the dislocation arrays in the x-ray topograph corre­
spond to the bright walls in the CL image. Figure 7.8 shows a magnified CL 
image (recorded at 1.51 eV) of an area containing a cell wall. In this figure, dark 
spots correspond to dislocations (one of them is labeled D in Figure 7. 8a), which 
have a lower 1.51-eV CL intensity than do the surrounding cell walls (labeled 
W). In Figure 7. 8a, a line trace of the 1.51-e V CL intensity profile through the 
cell wall is also recorded. While no significant variation of the 1.51-e V intensity 
was detected inside the cell (i.e., between the points labeled C and X), the ratio 
of the intensity in the cell wall (at point W) to the intensity in the cell interior (at, 
e.g., points C or X) was about 8 to 1 (Warwick and Brown, 1985). The CL spec­
tra recorded in the near-band-edge wavelength range for both the cell wall (W) 
and the cell center (C) are shown in Figure 7.9a. Two peaks at 1.51 eVand 1.49 
e V are observed in the spectra for both the cell wall and the cell interior. The 
1.49-eV band was assumed to be due to a mixture of DAP recombination and 
free-electron recombination at carbon acceptors. Contrary to the results of 
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Figure 7.7. (a) Reflection x-ray topograph of the cellular dislocation arrays in undoped semi­
insulating GaAs. (b) I. 51-e V Cl.rSEM image (recorded at a sample temperature of about 10K) of the 
same area as (a). (After Warwick and Brown, 1985 .) 



Figure 7.8. (a) 1.51-eV CL image (sample temperature is about 10 K) of an area containing a cell 
wall at higher magnification; the 1.51-eV line trace through points C, X, and W is overlaid with the 
zero-signal base line. (b) O.68-eV CL image of nearly the same area as (a); the O.68-eV line trace 
through points C, X, and W is overlaid with the zero-signal base line. (After Warwick and Brown, 
1985.) 
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Figure 7.9. (a) Near-band-edge CL spectra from point C and point W of Figure 7.8, (b) Deep-level 
CL spectra from these points; PbS detector. (c) High-energy part of the deep-level spectrum from 
point W of Figure 7,8 (Ge detector) with the Ge detector response curve (R), (After Warwick and 
Brown, 1985.) 
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Wakefield et ai. (1984a) (Figures 7.4-7.6), the ratio of the intensity of the 1.49-
e V band to that of the 1. 51-e V band in the cell wall and in the cell interior re­
mained constant. As pointed out by Warwick and Brown (1985), this discrepancy 
could be due to the differences in excitation conditions used by these two groups 
of researchers. Figure 7.8b is a CL image and line trace through points C, X, and 
W obtained by using the 0.68-eV CL peak, which is assumed to be due to hole 
capture by neutral EL2 centers. The 0.68-eV line trace shows a contrast feature 
of reduced intensity (labeled X in Figure 7. 8b) near either side of the cell wall 
(W). Each zone of lower 0.68-eV intensity is about 20 f.1m wide. Figure 7.9(b) 
shows the deep-level spectra (using a PbS detector) for the cell wall (W) and the 
cell center (C); and Figure 7.9c presents the CL spectrum (using a Ge detector) 
from the cell wall (W) together with the Ge detector response curve (trace R). In 
this context, note that the O. 68-e V intensity map (Figure 7. 8b) was recorded with 
the Ge detector, which is sensitive to photons of energy greater than 0.69 eV. 
However, since the 0.68-eV band is broad, the high-energy portion of it is de­
tected (Warwick and Brown, 1985). From the analysis of their data, Warwick and 
Brown (1985) concluded that there was lower concentration of EL2 in zone X 
than in the cell center. In other words, it appears that EL2 segregates from the 
cell interior to the dislocations. The attractive force between the EL2 centers and 
the dislocations in such a process could be the result of strain field interactions 
and electrostatic attraction (Warwick and Brown, 1985). These results demon­
strate that dislocation arrays in undoped SI GaAs getter the EL2 centers rather 
than generate them (Warwick and Brown, 1985). 

The uniformity of SI GaAs for device applications can be improved by, for 
example, indium doping, to reduce the grown-in dislocation densities (Barret et 
ai., 1984), and by heat treatment (Miyazawa et ai., 1984; Chin et ai., 1985; Ka­
sahara et ai., 1986; Ding et ai., 1987). Chin et ai. (1985) observed, using CL 
microscopy, a contrast reversal in a SI undoped bulk GaAs crystal with annealing 
at 800°C for 30 h. In other words, dislocation-free cell interiors have a higher 
luminescence efficiency than do the cell walls. They also found that the im­
proved CL uniformity of annealed material was a result of an increase in CL 
efficiency of the dislocation-free cell interior rather than a decrease in the CL 
efficiency of the cell walls. Chin et ai. (1985) concluded from their studies that 
improvements in the CL uniformity of annealed SI LEC GaAs are due to a diffu­
sion process that involves As vacancies. Similar effects of contrast reversal and 
improved device characteristics were observed by Ding et ai. (1987) in SI LEC 
GaAs substrates after an extrinsic gettering treatment, which consisted of me­
chanical damage on the backside of the wafer followed by a low-temperature heat 
treatment (typically at 500°C for 24 h) with the front side of the wafer capped for 
protection. Comparing their results with those of Chin et al. (1985), Ding et ai. 
(1987) concluded that the gettered species may be related to As. An important 
conclusion of these studies is that heat treatment can significantly change the 
electrical properties of LEe GaAs with no corresponding change in the disloca-
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tion density distribution. It appears that the electrical properties of LEC GaAs are 
predominantly influenced by the concentration and distribution of intrinsic point 
defects and/or impurities that often correlate with the dislocation distribution in 
this material because of the gettering effect of the dislocations. Heat treatment 
alters this correlation so that device parameters are no longer affected by the dis­
location distribution. 

As mentioned in Sections 5.1.3 and 6.1, TCL and ECL using Si and Ge 
solid-state detectors can be effectively used for investigating defects in semicon­
ductors. Although such studies provide no spectroscopic data, important infor­
mation on CL uniformity of the material can be obtained with this relatively sim­
ple method. Such uniformity studies using TCL (and ECL) were reported in 
GaAs (Chin et ai., 1979a; Fornari et ai., 1985; Marek et ai., 1985), in InP (Chin 
et ai., 1979b,c), in InGaAsP/lnP double heterostructures (Chin et ai., 1979b; 
Cocito et ai., 1983), in GaAIAs/GaAs double heterostructures (Chin et ai., 
1980), and in InGaAs/lnP single heterostructures (Franzosi et ai., 1986). These 
studies demonstrated the usefulness of TCL and ECL as nondestructive tech­
niques for imaging defects in semiconductors. 

CL uniformity studies in Mg-doped epitaxial GaN layers grown on sapphire 
substrates were reported by Liu et ai. (1977), who found that CL properties of the 
layers depend strongly on Mg concentrations. Cathodoluminescence spectra of 
Mg-doped GaN layers for Mg source temperatures of 428°C and 510°C are 
shown in Figure 7.10. A summary of their CL results and data on layer resistivity 
as a function of Mg source temperature is presented in Figure 7.11. These results 
revealed that in GaN with increasing Mg concentrations, the CL peak shifts to 
longer wavelengths and the CL band broadens. Liu et ai. (1977) also found that 
with increasing Mg concentration, when Mg fully compensates the native donors 
(which is indicated by an abrupt increase in resistivity), the CL intensity is 
quenched. They proposed that these effects were caused by the increased density 
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Figure 7.10. CL spectra for Mg­
doped GaN epitaxial layers with Mg 
source temperatures of 428°C and 
510°C. (After Liu et al., 1977.) 
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Figure 7. ". Peak energy and width 
at half-maximum of the CL band of 
epitaxial GaN and layer resistivity as a 
function of Mg source temperature. 
(After Liu et al., 1977.) 
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of predominantly nonradiative recombination centers due to the Mg deep-level 
impurities. Using these effects of Mg concentration on the CL, Liu et al. (1977) 
found that the Mg tended to segregate at the low-angle boundaries separating 
faceted areas which had lower Mg concentrations. The presence of various 
conducting grains embedded in the insulating matrix of the doped layer explained 
the large leakage currents in the I-V characteristics of the metal-insulator-n-type 
semiconductor (MIN) EL GaN diodes. Cathodoluminescence and SIMS studies 
of AI-doped GaN epitaxial layers revealed significant three-dimensional non­
uniformities in the distributions of Al and N2 in both single-crystalline and 
polycrystalline layers (Monemar and Lagerstedt, 1979). In the latter case, an 
increase in doping was observed at the grain boundaries. 

7.2.2. Recombination at Dislocations 

As mentioned in Section 6.1, the work of Petroff et at. (1977, 1978, 1980, 
1981, 1984) demonstrated the power of CL combined with STEM to relate the 
recombination properties of individual dislocations to their crystallographic 
structure. For example, the lack of carrier recombination at a sessile edge dis­
location at a Gal_~I~Sl_yP/GaAs interface was explained on the basis of a 
reconstructed core model (see Figure 6.17; Petroff et al., 1980). Fitzgerald et al. 
(1988), however, observed in AIGaAs/InGaAs/GaAs heterostructures that edge 
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dislocations were stronger nonradiative recombination sites than 60°-type dis­
locations at the AIGaAs/lnGaAs and InGaAs/GaAs interfaces. 

Recombination processes and minority carrier lifetimes at dislocations have 
been investigated in GaAs (Balk et ai., 1976; Chu et ai., 1981) and GaP (Darby 
and Booker, 1977; Davidson and Rasul, 1977; Rasul and Davidson, 1977a,b; 
Titchmarsh et ai., 1977; Dimitriadis et ai., 1978). Titchmarsh et ai. (1977) in­
vestigated the origin of dark spots in CL micrographs of GaP epitaxial layers and 
suggested that the core structures of screw, edge, and mixed dislocations are re­
sponsible for nonradiative recombination in this material. Dimitriadis et ai. 
(1978), on the other hand, concluded that the primary effect is due to a Cottrell 
atmosphere of impurities and/or point defects. It appears likely that both disloca­
tion core effects and Cottrell atmospheres of impurities and/or native point de­
fects around dislocations have to be invoked to explain the myriad possible cases 
of recombination processes at dislocations. Booker et ai. (1979) concluded that 
in GaP the recombination is mainly dependent on the diffusion of carriers to the 
dislocations (in contrast to the case of Si, where recombination is controlled 
mainly by the mechanism occurring at the dislocation). Dimitriadis (1984) re­
ported the determination of the minority carrier lifetime at single dislocations in n 
-type GaP using measurements of the CL decay time of the band-edge green 
emission. From the temperature dependence of the lifetime at dislocations, it was 
concluded that at dislocations in GaP the dominant recombination center with an 
activation energy of 0.15 eV is associated with S-donor/Cu complexes (it is in­
conclusive whether this level lies in the upper or lower half of the gap). 

The most direct evidence on dislocation recombination mechanisms, how­
ever, is provided by spectroscopic CL studies in CL-STEM systems as ex­
emplified in Figures 6.18 and 6. 19. The general conclusion of a review of many 
such studies was that the observed effects are the result of impurity segregation to 
the dislocations (Steeds, 1989). 

Chu et ai. (1981) reported CL studies of the effect of Te and Se doping lev­
els in GaAs on the precipitation of dopants at and away from dislocations. Cath­
odoluminescence dark dot and dot-and-halo contrast (explained in Figures 6.2 
and 6.3) were observed in samples with Te doping concentrations from about 1 x 
1017 to 5 X 1018 cm- 3 . These results were explained in terms ofnonradiative 
recombination at dislocations, at dislocations with precipitation loops, and at 
precipitation loops only. Darby et ai. (1980) showed that Zn-precipitation-in­
duced defects may lead to a significant decrease in the luminescence efficiency of 
Si-doped GaAs. 

The minority carrier lifetime at single dislocations can be determined by 
using CL decay measurements, which can also be used for carrier lifetime map­
ping around dislocations (see Section 6.2). 

As mentioned earlier (Section 6.1), the effect of ke V-electron-beam irradia­
tion on the mobility of dislocations in GaAs was reported and explained in terms 
of the recombination-enhanced glide of dislocations (Maeda et ai., 1983). The 
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influence of plastic defonnation on tne CL properties of GaAs and GaP crystals 
was described by Esquivel et al. (1973, 1976) and Davidson et al. (1975). The 
local reductions in the CL in these defonned materials were attributed to disloca­
tions and slip bands. 

7.2.3. Cathodoluminescence Assessment of Devices 

Cathodoluminescence assessment of devices demonstrated that dislocations 
are undesirable in optoelectronic materials (1) for the enhanced recombination 
that they may produce themselves, and (2) for causing impurity segregation into 
Cottrell atmospheres and precipitates. 

The value of CL in the assessment of GaAs LED materials was demon­
strated by Trigg and Richards (1982). They showed that the dark lines found in 
their LEDs were present in the starting material and did not arise in the device 
processing. Frank and Gosele (1983) proposed a unified model that explains the 
degradation of these devices on the basis of the changes of the concentration of 
vacancies and/or antisite defects in the vicinity of dislocations. 

Cathodoluminescence measurements on green-emitting GaP:N LEDs were 
reported by Haefner et al. (1981), Oelgart et al. (1982), and Lohnert and Kubalek 
(1983). The p-n junctions, in general, are fabricated by Zn diffusion or implanta­
tion (with subsequent annealing) into vapor phase epitaxial (VPE) GaP:N. 
Haefner et al. (1981) recorded CL line scans under forward bias to evaluate the 
internal luminescence efficiency of the bulk material near the p-n junction. 
Oelgart et al. (1982) studied the degradation of GaP:N LEDs and observed the 
fonnation of a deep nonradiative center in the n-region near the p-n junction; they 
proposed the fonnation of nonradiative centers enhanced by nonradiative recom­
bination. Lohnert and Kubalek (1983), on the other hand, concluded from their 
EBIC and CL studies of green-emitting GaP diodes that (1) dislocations were not 
responsible for the degradation, (2) the luminescence efficiency on the n-side of 
the degraded devices was decreased, but the p-side was not affected significantly, 
and (3) the luminescence spectrum of degraded devices contained, in addition to 
the green luminescence at 560 nm, a weak red emission near 680 nm. The lumi­
nescence at 680 nm is due to Zn-O centers that are fonned by zinc doping and 
unintentional oxygen. In the CL line scans recorded at 680 nm (i.e., with Zn-O 
luminescence), Lohnert and Kubalek (1983) observed a broadened profile toward 
the n-side of the junction in degraded diodes (Figure 7.12), indicating diffusion 
across the junction of zinc, some of which together with contaminant oxygen 
fonns Zn-O centers. Thus, the degradation of green-emitting GaP diodes was 
ascribed to the fonnation on the n-side of the junction of nonradiative centers 
related to the diffused zinc (Lohnert and Kubalek, 1983). 

Several other reports also indicated that the diffusion of various species may 
explain the degradation of light-emitting devices. Skeats et al. (1983) found in 
GaAIAs/GaAs stripe geometry, double-heterostructure lasers that the dark spot 
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Figure 7.12. Monochromatic CL line 
scans across p-n junction of undegraded 
and degraded green-emitting GaP LED. 
(After Lohner! and Kubalek, 1983.) 

arrays observed in the CL images of the active layers are due to copper diffusion 
into the device from the copper heat sinks. Due to the localized nature of the 
copper penetration, it was assumed that flaws, such as pinholes, in the p-side 
metalization are responsible for the copper diffusion, and it was emphasized that 
care should be exercized during device processing (Skeats et aI., 1983). Mahajan 
et al. (1984) attributed the formation of dark spot defects in InPHnGaAsP-aged 
LEDs to the migration of gold from the p-contact. As a result of the migration, 
Au-In intermetallics within the quaternary contact layer and inclusions associated 
with dislocations and multiple faults within the p-InP confining layer are formed, 
producing dark spot contrast in luminescence images (Mahajan et al., 1984). 

Transmission infrared CL was used to evaluate the defects and degradation 
in GaAIAs double-heterostructure LEDs by Chin et al. (1980), who concluded 
that devices undergo rapid degradation by the development of dark line defects 
(DLDs) that originate at dislocations and propagate due to minority carrier injec­
tion. Both transmission and emission CL were used by Cocito et al. (1983) to 
evaluate the defects in InGaAsP/InP heterostructures. 

Liquid helium CL measurements on GaAIAs/GaAs double-heterostructure 
stripe lasers revealed changes in the CL spectra due to operation-induced, strain­
enhanced defect migration (Wakefield, 1983). These studies revealed changes in 
the CL spectra obtained from the active layer under the stripe in a device that was 
operated for several thousand hours at 70°C. Cathodoluminescence spectral anal­
ysis indicated that the removal of the defect center (corresponding to a CL peak 
at about 815 nm) was by nonradiative recombination-enhanced migration of de­
fects in the strain field within the device. 

Low-temperature (10 K) CL observations of the channels of Schottky-gated 
GaAs FETs were described by Warwick et al. (1987), who found a correlation 
between the full width at half-maximum of the main edge luminescence band 
( -1. 51-e V peak) and the threshold voltage of the transistor. It was also found 
that the band gap of GaAs shifts to smaller energies than in unprocessed GaAs. 
This was explained as being due to stress from the ohmic contacts (Warwick et 
al., 1987). The presence of metalization-induced tensile strains up to 0.05% re­
sults in the reduction of the band gap by about 5 me V and the broadening of the 
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luminescence band. In the channel, the stress also induces piezoelectric polariza­
tion, which causes changes in the mean threshold voltage by about 100 mV and, 
because of contact nonuniformities, results in undesirable variations of the 
threshold voltage of the transistors (Warwick et al., 1987). 

7.2.4. Depth-Resolved and Interface Studies 

Depth-resolved CL studies in GaAs (Norris et al., 1973; Woodcock et al., 
1975; Norris and Barnes, 1980; Norris and Peercy, 1981; Cone and Hengehold, 
1983) showed that CL can be effectively used in studying shallow distributions of 
recombination centers due to ion implantation. An example was provided by 
Norris et al. (1973), who studied Cu + -implanted GaAs. The GaAs sample was 
implanted at room temperature with a dose of 1015 Cu + /cm2 at 100 keY at an 
angle of 6_7° off axis to minimize channeling. For all the electron beam energies 
used, between 5 and 20 ke V, the intensity of the observed luminescence bands in 
implanted samples was significantly quenched in comparison to the unimplanted 
case. The predicted range of loo-keV Cu + ions is 450 A, which should be com­
pared with the electron range of 1400 A for 5-keV electrons and 1.6 /-Lm for 20-
keY electrons. Thus, the luminescence quenching of the CL at these electron en­
ergies indicated that the Cu and/or the implantation-induced damage had mi­
grated far beyond the expected Cu-ion range (Norris et al., 1973). Norris and 
Barnes (1980) also reported significant postrange damage effects due to shallow 
Ne + and Zn + ion implantation in Sn-doped GaAs. In this case, implantations 
were carried out using loo-keV Ne+ (the projected ion range is about 1220 A) or 
2oo-keV Zn + (the projected ion range is about 780 A) ions at substrate tem­
peratures between' 80 and 300 K. For the heavily Sn-doped GaAs, Norris and 
Barnes (1980) observed a substantial decrease in postrange defect introduction 
for samples implanted at 300 K, as compared with 80 K implants, which were 
subsequently annealed at 300 K. This effect, however, was not as pronounced in 
the lightly Sn-doped GaAs (Norris and Barnes, 1980). Norris and Peercy (1981) 
observed recovery of the luminescence in GaAs which was implanted with 200-
ke V Cd + ions and subsequently annealed with a pulsed laser. As a result of the 
annealing, the luminescence of the implanted sample increased by two to three 
orders of magnitude. The enhanced emission was within an order of magnitude 
of that in unimplanted, unannealed GaAs samples (Norris and Peercy, 1981). 
Woodcock et al. (1975) studied melt-grown and epitaxial GaAs doped by the im­
plantation of silicon, sulfur, selenium, and tin with energies between 150 and 
400 keY and doses from 1012 to 2 X 1015 ions/cm2 • Substrate temperatures dur­
ing implantation were varied between 300 K (for lighter ions) and 600 K (for 
heavier ions). Annealing at 700°C produced n-type material in all cases. Cath­
odoluminescence spectroscopy of the implanted samples revealed a dominant 
broad band at low energies due to defects. It was proposed that a Ga vacancy 
complex with the implanted donor was responsible for one of the most intense 
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CL bands (Woodcock et aI., 1975). These studies indicated that under certain 
conditions of implantation dose and temperature some species diffuse in the ma­
terial deeper than expected from the theory. (It was not clear, however, whether 
this occurred during the implantation or afterward during the annealing.) Defect 
migration during implantation was found to cause degradation of the substrate 
luminescence below layers implanted in p-type GaAs but not in epitaxial n-type 
material (Woodcock et al., 1975). 

As described in Section 6.3, the formation and evolution of interface states 
(with metal ovedayer thickness) for various metals deposited on InP and GaAs 
were investigated by Viturro et al. (1986, 1987a,b) using low-energy CL spec­
troscopy, which revealed the energy levels that are localized at the interface. The 
energy distributions of the interface states were found to depend on the particular 
metal, the semiconductor, and its surface morphology (Figure 6.32). Viturro et 
ai. (1986) explained the metal-deposition-induced emission peaks as being due 
to metal indiffusion and semiconductor outdiffusion that result in the formation 
of defect complexes responsible for the interface states. These results were found 
to be consistent with the Schottky-barrier heights of different metals on these 
semiconductors (Viturro et aI., 1986). An example of the application of low-en­
ergy CL spectroscopy to the analysis of surface-related states is presented in Fig­
ure 7.13 (Viturro et al., 1986). This figure demonstrates the effect of sub­
monolayer metal coverage on the ultrahigh-vacuum-cleaved InP (110) surface. 
Before the deposition of any metals, the clean ultrahigh-vacuum-cleaved InP sur­
face exhibits only a near-band-edge emission centered at 1.35 eY. The deposition 
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Figure 7.13. CL spectra of clean, mirrorlike p-InP 
(110) before and after submonolayer deposition of Ni, Pd, 
or Cu. The CL spectrum of the clean step-cleaved surface 
is shown for comparison. The electron beam energy is 1.5 
keY. (After Viturro et al., 1986.) 
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of about half a monolayer of these metals leads to the formation of a broad emis­
sion band at lower energies than the near-band-edge emission (Viturro et al., 
1986). Due to an increase in band bending, which reduces radiative recombina­
tion, the intensity of the near-band-edge emission decreases, as shown in Figure 
7.13. This figure also reveals similar features at low energies in the CL spectra of 
a stepped portion of the ultrahigh-vacuum-cleaved surface. Since a high density 
of broken bonds is associated with the stepped surface, the similarities between 
the CL spectra shown in Figure 7.13 indicate that the initial deposition of various 
metals also produces broken bonds. The change in the CL spectrum as a function 
of the thickness of Au deposited on mirrorlike GaAs is shown in Figure 7.14 
(Viturro et at., 1986). The spectrum of a mirrorlike cleaved surface consists of a 
near-band-edge emission at 1.42 e V and a lower-energy broad emission struc­
ture. With the deposition of Au on mirrorlike n-type GaAs (110), the 0.8-eV 
emission is shifted slightly to lower energies for metal thicknesses of 0.5 and 5 
A, and, subsequently, with increasing metal thickness, a new band centered at 
0.75 eV appears, dominating the emission for metal thicknesses ;:::15 A (Viturro 
et al., 1986). The evolution of a new feature in the luminescence spectra in this 
case differs from the results obtained in InP (Figure 6.32). Figure 7.14 shows that 
the low-energy CL spectroscopy can be effectively used to distinguish between 
interface states formed by metal deposition and those related to the bulk (Viturro 
et al., 1986, 1987a). 

Viturro et al. (1987b), by providing spatially resolved measurements of the 
CL intensity of Al/lnP, also demonstrated the existence of interface states at 

Figure 7.14. CL spectra of clean, mirrorlike n-GaAs 
(110) with increasing Au deposition. (After Viturro et at. . 0.6 

1986.) 
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cleavage steps and the dependence of the CL emission on electron beam injection 
level. The density and spatial distribution of such states would imply different 
band bending and, therefore, different Schottky-barrier heights. Thus, low-ener­
gy CL spectroscopy reveals nonuniformities in charge transport and rectification 
at III-V metal-semiconductor interfaces (Viturro et aI., 1987b). 

Using low-energy CL spectroscopy in conjunction with PL spectroscopy 
and soft x-ray photoemission, Viturro et al. (l988a,b) elucidated mechanisms of 
Schottky-barrier formation in III-V compound semiconductors. Their results, 
which revealed differences in interface properties between MBE-grown GaAs 
and melt-grown material, suggested a role for higher bulk defect densities in 
Schottky-barrier formation. Thus, it was concluded that both chemical interac­
tions and the properties of bulk crystals can affect Schottky-barrier formation 
(Viturro et al., 1988a). Viturro et al. (l988b) also provided experimental evi­
dence for the origin of Fermi level "pinning" at metal-meltgrown-GaAs junc­
tions. They showed that the presence of a high concentration of extrinsic defects 
(due, e.g., to native defect segregation from the bulk, interdiffusion, or chemical 
reaction) causes the pinning behavior. Thus, it was concluded that in melt-grown 
GaAs, it is atomic relaxation, rather than electronic, at metal-semiconductor in­
terfaces that leads to the Schottky-barrier height insensitivity to metal work func­
tion (Viturro et al., 1988b). 

Interface properties of semiconductor heterostructures can be investigated 
by combining STEM with CL-STEM analysis. For example, Petroff and Logan 
(1980) investigated structural and compositional properties of interfaces between 
Gal_~l~s and GaAs layers grown by liquid phase epitaxy (LPE). These stud­
ies confirmed compositional variations at the interface. The Al concentration was 
found to vary on a scale of 10-50 f.Lm in the plane of the interface. These varia­
tions, which were attributed to fast Al redistribution during the substrate dissolu­
tion period that initiates the growth of the LPE layer, will modify the conduction­
band barrier height (Petroff and Logan, 1980). In addition, Petroff and Logan 
(1980) observed deep levels associated with Ge-doped Gal_>A.l~s layers and 
also features corresponding to variations in the Al concentration and impurity 
segregation producing recombination centers. The presence of these interfacial 
features are important for devices that require good carrier confinement and uni­
form injection (Petroff and Logan, 1980). Using low-temperature luminescence 
and transmission electron microscopy, Petroff et al. (1984) found that in GaAs 
quantum well (QW) superlatticies grown by molecular beam epitaxy on (100) 
GaAs, a getter smoothing effect of QW structures leads to impurity trapping and 
improved GaAs quantum wells with smooth interfaces. 

Magnea et al. (1985) demonstrated an additional capability of CL spec­
troscopy in characterizing III-V compound heterostructure interfaces by applying 
a reverse-bias voltage and observing selective CL quenching at each layer. The 
latter is due to the fact that, with the application of a reverse-bias voltage, the 
edge of the depletion layer can reach each of the interfaces successively, resulting 
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in selective CL quenching due to the electric field-induced separation of elec­
tron-hole pairs and the loss of minority carriers that diffuse to the depleted zone 
prior to recombination (Magnea et al., 1985). They applied this method to 
InP/lnGaAs and AlInAs/lnGaAs interfaces. The CL spectrum (recorded at 17 K 
and zero bias) of an InP/Gllo.47Ino.53As avalanche photodiode with quaternary 
layers is shown in Figure 7.15. In this spectrum, the recombination bands associ­
ated with each layer are indicated in the figure. Each ternary (T) and quaternary 
(Q) layer exhibits two components separated by 20 meV. The relatively more 
intense CL bands from the ternary and quaternary layers were attributed to an 
exciton-ionized-donor complex, and the smaller peaks were attributed to donor­
acceptor pair recombination. The effect of the reverse-bias voltage on the CL 
emission is shown in Figure 7.16, which reveals CL quenching at 17 K in the Q 
layers and at 17 and 300 K in the T layers, and which also presents the variations 
in the EBIC signal of the p+-n junction. The punch-through voltages, derived 
from C-V measurements, of the InP/Ql and Q 1/Q2 interfaces are indicated by 
double arrows. The behavior of the Ql emission was attributed by Magnea et al. 
(1985) to the progressive removal of holes generated in the InP. These holes dif­
fuse and subsequently recombine in the Q1 layer of the device. Increasing the 
reverse-bias voltage beyond the punch-through voltage leads the CL intensity to 
drop to zero due to the reduction in minority carrier density because of drift 
through the depletion zone. This is accompanied by an increase of the EBIC 
signal. 

The behavior of the Qj emission is different. It increases at the punch­
through voltage and then sharply drops to zero when the electric field reaches the 
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Figure 7.15. Low-temperature CL spectrum of an InP/Gao.47IIlo.53As avalanche photodiode with 
quaternary layer at zero bias voltage. (After Magnea et ai., 1985.) 



188 

I 
1 

/InGaAs 
T-300K 

d'5~ x 1 12V 
x 4 14 V 

100 ~V 16V 
CL 

T - 17K 

o 5 10 15 20 25 30 35 1,28 1.24 1,20 1.16 
(a] BI AS VOLTAGE (VOLTS] Ibl WAVELENGTH (/Lm) 

CHAPTER 7 

Figure 7.16. (a) Curves of CL quenching as a function of reverse bias voltage for an 
InP/Gao.47Ino,53As avalanche photodiode. The punch-through voltages (deduced from C-V measure­
ments) of the InP I Q I and Q II Q2 interfaces are indicated by the double arrows. (b) CL spectra of the 
QI layers recorded at different values of reverse bias voltage. (After Magnea et al .. 1985.) 

critical field for total hole extraction. Magnea et al. (1985) attributed this effect, 
which is observed for the CL spectra in Figure 7 .16b recorded for different val­
ues of the reverse-bias voltage around the punch-through value, to the competi­
tion between Ql and Qi transitions in the presence of an electric field. The pres­
ence of a hysteresis in the CL quenching curve was proposed to be due to a 
modification of the occupancy of interfacial deep centers with the electric field 
(Magnea et al., 1985). This technique provides depth-resolved information on 
radiative and nonradiative processes at the heterostructure interfaces, and it may 
also be used to obtain spatially resolved monochromatic images of radiative cen­
ters and deep traps at the interface (Magnea et al., 1985; Petroff, 1985). 

Cathodoluminescence studies of the effect of heat treatment on the interac­
tion of AuGeNi contact components with n-type InP were reported by Graham et 
al. (1985), who observed a reduction in CL intensity at the contact interface. 
However, unlike the AuGeNi/GaAs case in which Ge indiffusion into GaAs 
during heat treatment results in n + doping of the layer, no evidence of n + doping 
of the InP was observed despite the presence of Ge several microns into the 
material (Graham et al., 1985). 

7.2.5. Quantum Wells 

Cathodoluminescence microcharacterization can be effectively applied to 
artificial structures, such as quantum wells. By using modem growth techniques 
(such as MBE) for epitaxial layers, it recently became possible to construct ar­
tificial structures in which layers of different materials and/ or thickness alternate. 
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The period of the layers may be as small as a few monolayers. Such structures 
have the properties of two-dimensional (2D) or one-dimensional (ID) systems. 

Cathodoluminescence studies of structures with carrier confinement to one 
and zero degrees of freedom in GaAsl AIGaAs QW wires and boxes were de­
scribed by Cibert et al. (1986a) and Petroff (1987). In these structures, the car­
riers are confined by surrounding a semiconductor layer with wider band-gap 
layers. For layer thicknesses <500 A, such structures exhibit quantum proper­
ties. If the in-plane width of the smaller band-gap layer is sufficiently fine to 
form a wire «1000 A), carrier confinement with one degree of freedom for mo­
tion along the wire will produce a QW wire. Confinement of carrier motion to 
zero degrees of freedom will be obtained for the smaller band-gap layer region in 
the form of a box. Such increasing carrier confinement will greatly affect the 
electrical properties of the layer, and, in fact, increased carrier mobilities and 
new device properties are expected for the quantum wires (Sakaki, 1980). The 
carrier confinement will also influence the optical properties of the layer as the 
result of changes in the spectra of carrier energies and in the relaxation of excited 
carriers and interactions between them. 

Low-dimensional structures can be produced by using local interdiffusion 
between the narrow and wider band-gap material (Petroff, 1987). Such a lo­
calized change in the band gap can be realized in GaAsl AIGaAs quantum wells 
by interdiffusing selectively the Ga and Al across the interface (Cibert et al., 
1986a,b; Petroff, 1987). Such QW structures were produced by Ga ion implanta­
tion and rapid thermal annealing, using implantation-enhanced interdiffusion of 
Ga and Al across the GaAsl AIGaAs interfaces (Cibert et aI., 1986b). The en­
hancement of the interdiffusion is related to the presence of implantation-induced 
defects. GaAs single quantum wells with a typical thickness of 50 A, surrounded 
by 500 A Alo.3sG<lo.6sAs barriers, were grown by MBE with a 5000 A GaAs 
buffer layer on (100) GaAs (Cr-doped) substrates. For use as ion-implantation 
masks, arrays of metal pads (100 X 100 fJ-m) and thin lines and dots (with sizes 
500 A :::; w :::; 1 fJ-m) were deposited on the sample surface by electron beam 
lithography. Following Ga + ion implantation at room temperature and the re­
moval of the metal masks by etching, rapid thermal anneal of the ion-damaged 
structures was performed at 900°C. Low-temperature (:::; 15 K) CL microscopy 
and spectroscopy (using STEM) were used for microcharacterization of the QW 
structures (Cibert et al., 1986a). 

Cathodoluminescence spectra for a series of quantum well wires of differing 
mask widths are presented in Figure 7.17. For mask sizes smaller than 3000 A, 
on the high-energy side, a new series of luminescence lines develop, which are 
attributed to transitions between excited and ground levels of electrons within the 
quantum well (Cibert et al., 1986a). The measured energy of the CL lines as a 
function of the metal mask width is presented in Figure 7.18, which also shows 
scatter (within a 2-3 meV range) in energy values for the same line measured on 
different QW wires with the same nominal mask size. The monochromatic CL 
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Figure 7.17. Low-temperature (:s 15 K) CL spectra of (a, left) wide masked areas, (a, right) wide 
interdiffused areas, and of a series of quantum well wires with mask widths of (b) 4500 A, (c) 1700 
A, (d) 1400 A. The insert is a monochromatic CL micrograph (recorded at 1.647 eV) of the quantum 
well wires, which appear as bright areas. (After Petroff 1987.) 

images (see the insert in Figure 7.17), recorded at energies corresponding to the 
new luminescence lines, show nonuniformities of the CL along the QW wire 
axis. The apparent width of the quantum well wires in the CL monochromatic 
image is defined by the carrier diffusion length (which is about 1 /Lm). The non­
uniformities in the monochromatic CL images were found to be related to the fact 
that the energies of the new luminescence lines are shifted by about 2-3 meV 
from point to point along the wire (Cibert et al., 1986a). This was attributed to 
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Figure 7.18. Low-temperature CL line energy as a function of mask width for quantum well 
wires. The arrows correspond to large masked or implanted areas. A cluster of points around the 
same energy indicates measurements on several quantum well wires with the same nominal mask 
size. (After Cibert et al .• J986a.) 

changes in the local width of the QW wires due to the presence of defects in the 
implanted interdiffused areas affecting the lateral interdiffusion (Petroff, 1987). 
Qualitatively similar results were reported for quantum well boxes, shown in 
Figure 7.19, formed with an array of metal dots 2800 A in size (Cibert et al., 
1986a). The monochromatic CL image shows nonuniformities in the lumines­
cence intensity from one box to another (Figure 7.19), since not all the QW 
boxes are identical in the array (Cibert et al., 1986a; Petroff, 1987). In fact, 
monochromatic CL images recorded at photon energies differing by a few me V 
from that used in Figure 7.19 were reported to reveal boxes that are missing in 
that micrograph (Cibert et al., 1986a; Petroff, 1987). 

Petroff et al. (1987) demonstrated the application of low-temperature CL­
STEM in the analysis of the abrupt interface produced by growth interruption 
during MBE growth of GaAsl AIGaAs single quantum wells and also of the inter­
diffused interface produced by Ga + ion implantation and annealing. Cath­
odoluminescence spectroscopy and microscopy revealed that growth interruption 
produces islands (i.e., atomically flat areas in an interface with monolayer thick­
ness fluctuations) with sizes between about 0.6 j.Lm and 1.5 j.Lm. Similar results 
were reported by Bimberg et al. (1987), who quantified the reduction of the 
roughness of the QW interfaces with increasing growth interruption time by cor­
relating the interface roughness with luminescence line shapes. As pointed out by 
Petroff et al. (1987), the estimation of island size should include several effects: 
(1) minority carrier diffusion; (2) capture by the quantum well (a thinner quantum 
well may have a lower cross section); (3) parallel transport of the carrier and 
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Figure 7.19. Monochromatic CL micrograph (recorded at 1.631 eV) of quantum well boxes, 
which appear as bright spots. (After Cibert et al., 1986a.) 

transfer of the exciton within the quantum well (in this case, thermal-effect-in­
duced drift toward the thicker region of the quantum well may lead to carrier or 
exciton confinement due to the lower confinement energy); (4) tailing of the car­
rier wave function from one region of the quantum well into another that is less 
thick (this can lead to carrier excitation in a region near to that excited by the 
electron beam); and (5) efficient confinement of the electron beam-generated 
carrier or exciton to the thickest regions of the quantum well. The implantation­
enhanced interdiffusion process was demonstrated to produce high-quality inter­
faces and fabricate QW structures (Cibert et al., 1986b; Petroff et aI., 1987). The 
CL analysis of the QW wires and QW boxes indicated that the relative quantum 
efficiency of the QW box is several times that of the QW wire with the same 
mask size. The efficiency of the QW wire was found to be about twice that of a 
quantum well with the same thickness (Petroff et al., 1987). 

Bimberg et al. (1985b, 1986) applied time-resolved CL to undoped and Be­
doped GaAs multiple quantum wells (MQW) of various thicknesses. Their re­
sults demonstrated that excitonic decay dominates carrier recombination in a 
quantum well for excess carrier densities less than 1017 cm - 3, and that structural 
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Figure 7.20. Room temperature CL decay (after long pulse excitation) of quantum wells with 
different widths Lz. (After Bimberg et al., 1985b,) 

localization induces an increase of intrinsic excitonic recombination probabilities 
as compared with carrier capture by impurities or traps, which are increasingly 
bypassed with decreasing QW width. This effect is illustrated in Figure 7.20, 
which shows the CL decay of quantum wells taken at room temperature for sam­
ples with different width and acceptor concentration. The radiative recombina­
tion probability increases with decreasing Lz' which is manifested by the de­
crease of lifetime (in agreement with theoretical predictions). Doping leads to the 
decrease of luminescence lifetime due to the participation of the additional excit­
onic radiative recombination channels. In contrast, recombination in bulk epitax­
ial GaAs occurs stepwise via impurities (Bimberg et at., 1985b). 

7.2.6. Microcharacterization of Stresses in Epitaxial Layers 

7.2.6.1. Mismatched Heterostructures 

III -V compounds grown on silicon and other lattice mismatched substrates 
are attractive systems for a variety of device applications (Milnes, 1986). These 
heterostructures would make it possible to integrate optical devices in the III-V 
compounds with, for example, silicon circuitry on a monolithic chip. III-V com­
pounds offer a wide range of applications in optoelectronic devices; Si, on the 
other hand, offers both a convenient electronic device technology and a large 
area substrate that is mechanically stronger than GaAs and also has a larger ther­
mal conductivity. Heterostructures based on III-V compounds, such as GaAs, 
AlAs, InAs, InP, and GaP, and their ternary and quaternary combinations, for 
example, are also of considerable interest in various device applications. 
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The major issues of concern in epitaxial heterostructures, such as GaAs 
layers grown on Si substrates (GaAs/Si) are (1) the presence of high dislocation 
densities (107-108 cm - 2) due to the lattice constant mismatch between GaAs 
and Si, (2) stresses in the GaAs/Si epitaxial layers due to the difference in ther­
mal expansion coefficients of these materials (the stress is thought to arise during 
cooldown from a stress-relaxed condition at the growth temperature), and (3) the 
presence of antiphase domains. In such heterostructures, the defect densities are 
significantly reduced in regions away from the heterojunction interface (Sheldon 
et ai., 1985b). However, although the properties of the epitaxial layers are ex­
pected to improve as the layer thickness increases, for thicknesses greater than 
about 5 f.Lm the layers often contain microcracks. Other dislocation-blocking 
techniques, such as growth interrupts, thermal cycling, and the incorporation of 
strained-layer superlattices can be successfully used (Sheldon et al., 1988; 
Yamaguchi et al., 1988). The presence of stress in the epitaxial layers grown on 
mismatched substrates is troublesome in device applications, since it leads to the 
modification of the band structure of the epitaxial layer and thus affects its optical 
and electrical properties. In addition, there is evidence that stress-induced migra­
tion of dislocations is most likely responsible for the degradation of op­
toelectronic devices based on GaAs grown on mismatched substrates (Yao et aI., 
1987). CL analysis can reveal the presence of various defects, including micro­
cracks, as well as nonuniformities in the optical properties of the epitaxial layers. 
In addition, the CL technique, in conjunction with the well-characterized behav­
ior of light hole (LH) and heavy hole (HH) luminescence transitions in GaAs 
under stress (Zemon et al., 1986), is a powerful tool for analyzing the spatial 
uniformity of stress in these epitaxial layers. Such CL studies can reveal, for ex­
ample, variations in stress associated (1) with the presence of microcracks in 
GaAs layers grown on Si substrates (Yacobi et al., 1987) and (2) with the pat­
terning of GaAs layers grown on both InP and Si substrates (Yacobi et al., 
1988a, 1989). 

A typical example of the effect of microcracks on the optical properties of 
10-f.Lm-thick GaAs/Si (grown by MOVPE) layers is illustrated in Figure 7.21 
(Yacobi et al., 1987). In Figure 7.21a, the solid lines represent microcracks. 
Monochromatic images, shown for wavelengths of 819 nm and 829 nm in Fig­
ures 7.21b,c, respectively, illustrate the variation in luminescence contrast be­
tween regions near the microcracks and in the interior of the cells (defined as the 
areas enclosed by microcracks). It is evident from these micrographs that the 
dominant CL emission at A = 819 nm is from the region of the microcracks, 
whereas the most intense CL emission at A = 829 nm is from the interior of the 
cell. Variations of the CL intensity are also observable in the center of the cell, as 
well as at the intersections of the microcracks (Figure 7.21). Such variations are 
attributed to both nonradiative recombination at defects, such as dislocations, 
and to the surface roughness present in this particular GaAs layer. In general, 
surface roughness leads to nonuniform excitation, which may result in CL inten-
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Figure 7.21. (a) Schematic diagram of a re­
gion of an MOVPE GaAs/Si sample contain­
ing microcracks indicated by the solid lines. 
Line A and point B indicate the positions 
where CL spectra were taken. (b) A mono­
chromatic CL image recorded at 819 nm. (c) A 
monochromatic CL image recorded at 829 nm. 
The sample temperature is about 15 K. (After 
Yacobi et ai. , 1987.) 
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sity vanatlons. However, although another GaAs/Si sample (with a 5.7-J.lm 
GaAs layer grown by MBE) studied had a very smooth surface, it also exhibited 
similar CL contrast (Figure 7.22). Thus, at least in the latter case, this CL con­
trast can be identified with high defect densities. (Typical dislocation densities in 
these samples are betweer: 107 and 108 cm - 2). However, although in these cases 
the CL contrast is most probably due to dislocations, derivations of their exact 
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Figure 7.22. Monochromatic CL images of an MBE GaAs/Si sample containing microcracks 
indicated by the solid lines: (a) a monochromatic CL image recorded at 820 nm; (b) a monochromatic 
CL image recorded at 830 nm; (c) a monochromatic CL image recorded at 834 nm. The sample 
temperature is about IS K. (After Yacobi and Sheldon, unpublished.) 
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concentration at this level would be unreliable (Section 6.1). (Transmission elec­
tron microscopy observations would be a reliable means for the detennination of 
such high dislocation densities.) 

Figure 7.23 presents CL spectra (recorded at about 15 K) as a function of 
position across the cell. For simplicity, only a few spectra are shown. These are 
the spectra from the intersection of two microcracks (spectrum a), 30 JJ-m away 
from the intersection (spectrum b) along line A in Figure 7.21(a), and 70 JJ-m 
away from the intersection (spectrum c) along line A. The luminescence peak 
taken at the intersection of two microcracks (spectrum a) is at 818.6 nm, while 
away from that intersection (spectra b and c), the peak shifts to longer wave­
lengths. In addition, in both spectra band c, a shoulder is observed representing 
a second peak at shorter wavelengths. The peak wavelength of 818.6 nm at the 
intersection of two microcracks is similar to that of unstressed GaAs. The CL 
peaks obtained in the center of the cell occur at 828.7 and 823 nm. The dominant 
long-wavelength CL peak was identified as a HH exciton transition (E I I2) and 
the shorter wavelength peak observed in spectra band c was related to a LH ex­
citon transition (E3/2)' as indicated in Figure 7.23 (Zemon et ai., 1986, 1987). 
The shift of EI/2 to longer wavelengths accompanied by the increasing splitting 
between EII2 and E3/2 (shown in spectra a, b, and c) is indicative of a monotonic 
increase in stress with distance from the intersection of two microcracks. 

Figure 7.24 presents a detailed plot of the CL peak energies as a function of 
distance from the intersection of two microcracks (along line A in Figure 7.21a). 
For a distance greater than 20 JJ-m, the data are consistent with a unifonn biaxial 
tensile stress increasing from about 1 to 1. 8 kbar (Zemon et aI., 1986, 1987). 
The latter is lower than the 2.5 kbar observed at liquid He temperatures in sam­
ples with no microcracks (Zemon et ai., 1987). It, therefore, would appear that, 
at least for the cell dimensions studied, microcracks reduce the overall stress in 

Figure 7.23. 15 K CL spectra of an MOVPE GaAs/Si 
specimen taken at different points along line A of Figure 
7.2Ia: spectrum (a) is taken at the intersection of two micro­
cracks, spectrum (b) at 30 fLm from the intersection, and 
spectrum (c) at 70 fLm from the intersection. Arrows indi­
cate light (E3/ 2) and heavy (El/2) hole exciton peaks. (After 
Yacobi et al., 1987.) 

4.0 

Vi 3.0 
I-
Z 
::J 2.5 
> a: 

2.0 <C a: 
I-
iii 1.5 a: 
~ 
> 1.0 
I-
iii z 0.5 w 
I-
2: 0.0 

810 830 840 
WAVELENGTH (nm) 



198 

~ 
~ 1.505 
a: w z w 

1.500 

20 40 60 

DISTANCE (JLm) 

820 

824 

828 

80 

E 
.s 
J: 
I-
CJ 
Z 
W 
..J 
W 
> 
c( 

~ 

CHAPTER 7 

Figure 7.24. 15 K CL energy peaks 
as a function of distance from the inter­
section of the microcracks along line A in 
Figure 7.2Ia. E3/2 and Ei/2 denote light 
and heavy exciton transitions, respec­
tively. (After Yacobi et ai., \987.) 

these epitaxial layers. Moreover, the stress is lowest (i.e., close to zero) and the 
total luminescence intensity is highest at the intersection of the microcracks. 
Since the oscillator strengths of E3/2 and El/2 are in the ratio of 3: 1 (Pollak and 
Cardona, 1968), at zero stress where the E3/2 and El/2 transitions are degener­
ate, a higher luminescence intensity is expected. This may explain in part the 
higher luminescence intensity at the intersections of the microcracks. Also note 
that in contrast to the stress relief at the intersections of the microcracks, along a 
microcrack (away from the intersection, for example, at point B in Figure 7.2Ia), 
the CL spectrum consisted of a dominant peak at 824.5 nm and a shoulder at 820 
nm. At the edge of the microcrack, however, the two components of biaxial ten­
sion may not be equal, as will be discussed later for patterned layers. 

In general, the CL results for the MBE GaAs/Si sample (5.9-j.Lm GaAs 
layer) were similar to those described for the MOVPE sample. A monochromatic 
CL image at 820 nm (see Figure 7.25) indicates that the CL intensity between the 
microcracks separated by about 20 j.Lm is . nearly uniform, which suggests uni­
form stress. This was confirmed by analyzing the CL spectra between the 
microcracks. 

Spectral analysis in all the samples studied indicated that the stress at the 
intersection of two microcracks is relieved. Since the microcracks are essentially 
naturally formed boundaries, these observations suggest studies of patterned epi­
taxiallayers. In such epilayers, stress reduction can be achieved in a controlled 
manner, i.e., by patterning or selected-area epitaxy (Sheldon et al., 1985a; Matyi 
et al., 1987), and this would have important implications for device applications 
of heteroepitaxial structures. 

A CL analysis of patterned GaAs was presented by Yacobi et al. (1988a, 
1989). For the study of the stress variations in patterned heteroepitaxiallayers, 
GaAs was grown using MBE on both InP and Si substrates. The thicknesses of 
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Figure 7.25. Monochromatic CL image recorded at 820 nm 
of an MBE GaAs/Ge/Si sample. Microcracks are indicated by 
arrows. The temperature was about 15 K. (After Yacobi et al .. 
1987.) 
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A = 820 nm 
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the epitaxial layers were 4.25 f.Lm for GaAs/lnP and 2.7 and 5.9 f.Lm for 
GaAs/Si, respectively. (For the latter system, a thin Ge buffer layer was grown 
prior to the GaAs deposition.) Epitaxial layers were patterned using standard 
photolithography techniques followed by etching (Yacobi et al .• 1988a). 

As in the previous case of the microcracks, the energy positions of the LH 
and HH transitions and the separations between them were used for the quan­
titative analysis of the spatial variations of stress across etched patterns in GaAs. 
Cathodoluminescence observations indicated that the stress was predominantly 
uniaxial near the edge and changed to biaxial away from the edge of patterned 
regions. More importantly, it was found that, analogously to the case of the inter­
section of the microcracks, the stress is close to zero at convex comers and in 
small rectangular regions of the order of 10 f.Lm. At concave comers, however, 
the stress is biaxial. 

The epilayers were patterned to contain "frames" and "islands." The width 
of a frame was defined as the separation s between the adjacent outer and inner 
boundaries of a side, and the size of an island was defined as d. Various values of 
s and d between 10 and 200 f.Lm for frames and 10 and 60 f.Lm for islands were 
used. A 1O-f.Lm frame surrounding a 1O-f.Lm island is shown in Figure 7.26. Fig­
ure 7.27 shows monochromatic CL images of a GaAs/Si sample (the GaAs layer 
thickness was 5.9 f.Lm) at 818,824, and 832 nm. Note that in this figure, the lines 
(denoted by arrows) running across the patterned regions correspond to micro-
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cracks, which were accentuated by the etching. This figure clearly demonstrates 
that the convex comers and the edges in the patterned regions emit at shorter 
wavelengths than do the interiors of these regions. Variations of CL intensity in 
the interior of the patterned regions, which are clearly visible in Figures 7.27b,c, 
are due to the defects, such as dislocations and stacking faults. 

Similar results were observed in the case of the GaAs/InP sample, shown in 
Figure 7.28. Figure 7 .28a is a secondary electron image of the GaAs/InP sample 
containing patterned regions of different sizes. Frames examined are denoted as 
F1, F2, and F3 (partially visible) with frame widths of about 10, 80, and 200 
J.Lm, respectively. These frames surround rectangular patterned regions of differ­
ent sizes, i.e., d~ 10 J.Lm in frame F1 and ~60 J.Lm in frame F2. Figures 7.28b,c, 
which are monochromatic CL images at 818 and 824 nm, respectively, again ex­
hibit CL variations, similar to the previous case of the GaAs/Si sample. In the 
case of GaAs/Si the magnitude of the stress is larger (~2.5 times at 4.2 K) than 
that observed in the GaAs/InP system because of the larger difference in the ther­
mal expansion coefficients between the epilayer and the substrate for the former 
case. This is consistent with the lower magnitude of stress observed in the 
GaAs/InP system (~1 kbar at 4.2 K). 

Examples of CL spectra recorded near the patterned edges and convex cor­
ners of the 80-J.Lm frame (F3 of Figure 7.28a) are shown in Figure 7.29. Spec­
trum A was obtained from a region located approximately in the middle of frame 
F3 (denoted by M in Figure 7.28a). Two peaks, a dominant one at 823.8 nm 
(1.505 eV) and a subsidiary one at 820.4 nm (1.511 eV) are observed. These 

10 p,m 
t--f 

Figure 7.26. Example of a patterned GaAs/lnP heterostructure. (After Yacobi et al., 1989.) 
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Figure 7.27. Monochromatic CL images 
of the GaAs/Si sample recorded at (a) 818 
nm; (b) 824 nm; and (c) 832 nm. Micro­
cracks are indicated by arrows in (a). The 
sample temperature is about 20 K. (After 
Yacobi et al., 1989.) 
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Figure 7.28. (a) A secondary electron image of a 
patterned region of the GaAs/lnP sample; F1, F2 
and F3 denote frames, and C (comer), E (edge), and 
M (middle) indicate the positions where CL spectra 
were taken (as shown in Figure 7.29). (b) A mono­
chromatic CL image recorded at 818 nm. (c) A 
monochromatic CL image recorded at 824 nm. The 
sample temperature is about 20 K. (After Yacobi et 
al., 1989.) 
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Figure 7.29. CL spectra of the GaAs/lnP sample taken at 
different positions on frame F3 (see Figure 7.28a); spectrum 
A was taken in the middle (M) of the frame, spectrum B at the 
edge (E), and spectrum C at the corner (C). The temperature 
was about 20 K. (After Yacobi et al., 1988a.) 
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peaks are associated with HH and LH transitions observed in the low-temperature 
luminescence as a result of the in-plane stress in the heteroepitaxial GaAs 
(Zemon et ai., 1986, 1987). At the edges of the patterned regions (denoted by E 
in Figure 7.28a), away from the comers, the CL spectrum (see spectrum B in 
Figure 7.29) is shifted to shorter wavelengths, with the splitting between the two 
peaks remaining the same (within experimental error). Spectrum C in Figure 7.29 
was taken at a convex comer denoted by C in Figure 7.28a. Identical spectra 
were obtained at all the convex comers examined as well as in rectangular re­
gions with dimensions :s: 10 flm. In this spectrum we observe only one peak at 
about 818 nm (-1. 515 e V) which is close to the value expected for unstressed 
GaAs. 

The results of analyses of these observations in the GaAs/InP sample are 
summarized in Figures 7.30 and 7.31. Figure 7.30 shows the peak energies 

Figure 7.30. The CL peak energy for 
GaAs/lnP as a function of distance x along 
the width of frame F2 (the horizontal arrow 
in the inset indicates schematically the line 
along which distance was measured). (After 
Yacobi et al .. 1989.) 
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Figure 7.31. The CL peak energy for 
GaAs/lnP as a function of distance x along 
the line from the convex comer to the con­
cave comer of a frame (see inset). The 
dashed line represents the data for an is­
land with dimensions ~ 10 x \0 jJ.m2 . 

(After Yacobi et al .. 1989.) 

measured at different points along the width offrame F2. The horizontal arrow in 
the inset of Figure 7.30 indicates schematically the line along which the distance 
was measured. A gradual shift of the two peaks to lower energies is observed in 
the first 10 f.Lm from the edge (the transition region is denoted W), after which the 
peak energies remain constant. It is important that for a frame with s= 10 f.Lm, no 
measurable change in peak energies as a function of distance was observed. 
Results obtained for the spectra taken along the line from the convex comer to 
the concave comer are shown in Figure 7.31. Only one peak at 1.515 eV (818.0 
nm) is observed at the convex comer. With increasing distance x the spectrum 
splits into two components that shift to lower energies. For x>30 f.Lm the two 
peaks are at about 1.511 eV (820.4 nm) and 1.505 eV (823.8 nm), respectively. 
These observations can be explained by the following considerations. When the 
GaAs epilayer is under uniform biaxial tensile stress, the strain components 
parallel and perpendicular to the edge, Ell and E J.' respectively, are equal in 
magnitUde. At the edge, E J. is expected to be zero, since the lattice is free to relax 
perpendicular to the edge. Thus, at x=O, we can assume E J. =0 resulting in a 
uniaxial tensile stress parallel to the edge of the pattern. The gradual change in 
the CL peaks is due to the gradual increase of the biaxial component of the stress 
for increasing x. 

It is known that the rates of decrease in the energies of the LH and HH 
transitions from their unstressed values are 4.85 meV Ikbar and 10.23 meV Ikbar, 
respectively, for in-plane biaxial tensile stress (Pollak and Cardona, 1968; 
Chandrasekhar and Pollak, 1977). For uniaxial tension parallel to (110), the LH 
and HH transitions decrease in energy from their unstressed values at a rate of 
-6.1 me V Ikbar and -1.4 me V Ikbar, respectively (Pollak and Cardona, 1968; 
Chandrasekhar and Pollak, 1977). Data for a distance greater than -10 f.Lm away 
from the edge (Figure 7.30) and for x> 30 f.Lm from the convex comer (Figure 
7.31) can be fitted to uniform biaxial tensile stress of about 1 kbar. Data recorded 
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at the edges of patterned regions, however, are best fitted by assuming a uniaxial 
tensile stress of the same magnitude directed along the edge. With increasing 
distance from the edge, we assume that E -L increases from 0 at x = 0 to its 
maximum value E = E-L = Ell at x;::: 10 f.Lm. 

At the intersection of two edges at a convex comer, stress is relieved since 
the strain components perpendicular to both edges are expected to be zero. This 
is consistent with our experimental observation of a single CL peak at about 
1.515 eV (818.0 nm) in the convex comer. For rectangular islands with d::slO 
f.Lm, the stress is uniformly relieved (see the dashed line in Figure 7.31). 

To examine the effect of epilayer thickness on the transition width W, a 
comparison was made of the CL measurements on two GaAs/Si samples with 
epilayer thicknesses of 2.7 and 5.9 f.Lm. The transition width W for the 5.9-f.Lm 
case is ~1.5 times larger than the value for the 2.7-f.Lm sample. This clearly 
indicates that W scales with epilayer thickness as expected. 

In summary, the stress in patterned GaAs grown on mismatched substrates 
gradually changes from uniaxial at the edge to biaxial away from the edge 
(within ~ 10 f.Lm). For patterned islands with dimensions ~ 10 x 10 f.Lm2 , the 
stress is relieved, leading to possibilities for improved heteroepitaxial device 
performance. In larger patterned regions, the stress-induced changes in the op­
tical properties have important implications for the design of optoelectronic 
devices based on GaAs heteroepitaxy. 

7.2.6.2. Quantum Wells 

Cathodoluminescence microscopy and spectroscopy can also be applied to 
the analysis of metallization-induced stress variations in MQW structures. These 
structures are especially attractive for optoelectronic device applications because 
of the presence of excitons at room temperature. To produce device configura­
tions, these structures always require some processing, such as metallization. 
This is used in MQW structures for the application of electric fields in order to 
modulate the optical properties of the layers, and to form metal strip-loaded 
optical waveguides (Hunsperger, 1982) and waveguides associated with the 
strain-induced variation in the refractive index produced underneath the edge of 
the metal stripes (Li Kam Wa et aI., 1985). Yacobi et at. (1988b) presented an 
experimental observation of the stress variations in GaAs/ AIGaAs MQWs under­
neath the gold metal edges. From the shift of the luminescence peaks, they 
estimated the stress at these edges and the resulting change in the refractive 
index. 

Figure 7.32 presents a schematic diagram of one of the structures studied by 
Yacobi et at. (l988b). Openings DI and D2 of 50 and 150 f.Lm in diameter, 
respectively, were chemically etched. The total thickness of the sample in the 
etched area was about 2 f.Lm. The thickness of the top gold layer was 0.4 f.Lm. 
Both room-temperature and low-temperature CL from the etched 150 f.Lm open-
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Figure 7.32. Schematic diagram of the sample used in CL measurements. The MQW active 
region contains 25 periods of 70-A GaAs quantum wells separated by 80-A AlxGal-xAs barriers (x 

- 0.2). Openings Dl and D2 are 50 I-Lm and 150 I-Lm across, respectively, and the thickness of the 
contact metal is 0.4 I-Lm. (After Yacobi et al., 1988b.) 

ing of the device were monitored in order to study the region underneath the top 
gold contact. Figure 7.33 presents the CL monochromatic image (recorded at 
780 nm at ~20 K) of the MQW region. The dark ring in this micrograph 
corresponds to the region underneath the edge of the metal ring. Normalized 
luminescence spectra recorded at ~20 K from the dark ring (curve B) in Figure 
7.33 and regions either side of the ring (curve A) are presented in Figure 7.34. 
The peak intensities of spectra A and B were similar within a factor of 2. The 
luminescence emission from the dark ring in Figure 7.33 is shifted by about 2 nm 
to longer wavelength with respect to the luminescence from the region away 
from the ring, indicating the presence of tensile stress ofthe order of I kbar in the 
region of the dark ring (Jagannath et al., 1986). This observation is in qualitative 
agreement with the calculations of Kirkby et al. (1979) who predicted stress 
variations in the vicinity of the metalization edge. They showed that the stress is 
largest (by more than factor of 2) ~ 1 j.Lm below the metal-semiconductor inter­
face. This is consistent with the presence of a dark ring in Figure 7.33. Some 
small variations in the emission peak wavelength were also observed in regions 
away from the dark ring. These variations were found to be associated mainly 
with imperfect processing of these structures. Room-temperature CL measure­
ments were also performed. The shift in the CL peak (-2 nm) was similar to the 
low-temperature result. 

In another case, gold stripes, 100 j.Lm wide and 0.4 j.Lm thick separated by 
8-j.Lm openings, were deposited on the surface of the epitaxial layer. In this case, 
CL measurements were performed by using the edge-on configuration. These 
results are shown in Figure 7.35. Figure 7 .35a is a backscattered electron image 
(BEl), which distinctively highlights a gold contact from the MQW structure. 
Also visible is an interface between the GaAs substrate and the MBE-grown 
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Figure 7.33. Monochromatic CL image of the sample, shown in Figure 7.32, recorded at 780 nm. 
The sample temperature was about 20 K. (After Yacobi et al., 1988b.) 

epitaxial layers. Figure 7. 35b shows a low-temperature monochromatic CL im­
age recorded at 790 nm, which is the peak of the emission spectrum from the 
quantum wells underneath the gold contact edges. Spectra recorded from the 
region between the bright regions (Figure 7.35b) indicate ~1.5-nm shift to 
shorter wavelength. This shift corresponds to the presence of a tensile stress of 

Figure 7.34. Normalized CL spectra (re­
corded at about 20 K) from the dark ring (see 
Figure 7.33), marked B, and a region away from 
the ring, marked A. The spectrum corresponding 
to the dark ring is shifted to longer wavelengths. 
(After Yacobi et aI., 1988b.) 
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Figure 7.35. SEM micrographs of the waveguide structure: (a) backscattered electron image 
(BEl); (b) monochromatic CL image recorded at 790 nm. The thickness of the metal layer is about 
0.4 fLm. (After Yacobi et at., 1988b.) 

the order of 1 kbar in the QW region underneath the gold stripe edges. It is well 
known that the presence of stress in GaAs results in a change in the refractive 
index through the photoelastic effect (Kirkby et al., 1979). A stress of -1 kbar 
results in a change in the refractive index (Kirkby et al. , 1979) Lln=O.Ol. This 
value of Lln is sufficient to support a single mode (at X. - 1 f.1m) in a -1-f.1m-thick 
waveguide (Hunsperger, 1982). This result is consistent with the experimental 
observation of waveguiding in a similar geometry (Li Kam Wa et al., 1985). The 
estimated change in the refractive index due to the stress-induced shift in the 
band gap (Pankove, 1971) is -10 - 3 . Thus, it was concluded that the change in 
the refractive index is mainly due to the photoelastic effect. 
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In summary, CL microscopy and spectroscopy, in conjunction with the 
known behavior of the optical transitions in the presence of stress, can be effec­
tively used for the quantitative analysis of spatial variations of stress in epitaxial 
layers. 

7.3. II-VI Compounds 

The Zn and Cd chalcogenides (compounds with 0, S, Se, and Te) are all n­
type as grown, except ZnTe, which is p-type. Only in CdTe can the conductivity 
type be changed by doping, and CdS and ZnSe can be doped to produce a small 
majority of holes, i.e., 'IT-conductivity. [For general background on these mate­
rials see Aven and Prener, 1967, Ray, 1969, and the proceedings of the II-VI 
conferences: 1. Crystal Growth 59 (1982), 72 (1985), and 86 (1987).] For device 
applications, it is possible to form heterojunctions in which the n- and p-sides of 
the junction are of different II-VI compound materials. It is also possible to use 
metal-semiconductor and metal-insulator-semiconductor contacts for carrier-in­
jection device applications. All the II-VI compounds have direct band gaps (see 
Table 3.1), so efficient luminescence can be expected in these materials. 

As mentioned in Section 3.1, in the phosphor field, a luminescence termi­
nology is used which differs from that for semiconductors. The luminescence be­
havior of II-VI compounds, as that of other materials, is modified by the incorpo­
ration in the material of activators (luminescence center impurities) and 
coactivators (which increase the solubility of the activators). In II-VI com­
pounds, activators (e.g., Cu, Ag, Mn) occupy group II cation lattice sites and act 
as deep acceptor levels, and some coactivators (e.g., CI, Br, I) occupy anion 
sites and others (e.g., AI, Ga, In) occupy cation sites forming deep donor levels 
(see Table 7.1). Native defects, such as Zn and S vacancies, can provide self-

Tabl. 7.1. Ionization Energies (in eV) of Donors and Acceptors in Some II-VI Compounds· 

CdS CdTe Zns ZnSe 

Donorsa 

AI, Ga, In, CI, Br, I, For 0.024-0.032 0.01l-0.022 >0.014 0.021-0.023 
native 0.2-0.3b 0.19-0.2Ib 

Acceptors 
Native-impurity complex (Ea-O.09) (Ea-0.056) (Ea-0.16) 
Vzn- or Vcr 0.05 
VZn2- or VCd2- Ea-0.6 
Cu 0.33-0.35 1.2 0.75 
Ag 0.3-0.33 
Au 0.33-0.4 

aNot intentionally doped material but containing one or more of the indicated donor impurities. 
bLevels observed in halogen-doped ZnS and ZnSe, but not necessarily identified as isolated donors. 
·After Devlin, 1967. 
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activation and coactivation for the luminescence in these materials. As will be 
discussed in the following section, an important problem in device applications 
of the II-VI compounds is apparent "self-compensation" in these materials. This 
hypothetical phenomenon of the generat:on of native point defects of a type that 
compensate dopant atoms and prevent the formation of p-n junctions in these 
wide-band-gap semiconductors may be responsible for the absence of op­
toelectronic device applications. 

Three types of "extrinsic" luminescence mechanism (see Section 3.2 and 
Figure 3.2) are important for the luminesce~ce analysis of II-VI compounds. 
These are known in the phosphor field as the Lambe-Klick model (donor-to-free­
hole transition, DOh), the Schon-Klasens model (free-electron-to-acceptor transi­
tion, eAO), and the Prener-Williams model (donor-acceptor pair recombination). 

Luminescence centers and mechanisms of luminescence emission in II-VI 
compounds were described by Curie (1963), Shionoya (1966), and Ray (1969). 
Although some cases were described on the basis of a single mechanism, many 
details of II-VI luminescence are uncertain. Some important emission bands in 
these materials are, for example, self-activated and those involving impurities 
such as Cu, Ag, and Mn. The luminescence emission often detected in nominally 
undoped ZnS crystals is a broad band (with a maximum at about 2.6 eV) called 
self-activated emission, and it is essentially observed as a result of heat treatment 
of the material with a halogen such as Cl. Although various models for the self­
activated emission were proposed, it appears that the luminescence center is a 
pair consisting of a zinc vacancy and a substitutional CI impurity on an adjacent 
sulfur site, i.e. (V Zn-ClS). The self-activated emission is thus a DAP recombina­
tion radiation with the transition occurring from the donor state of an isolated CI 
ion (or other coactivators such as Al or Ga) to the (VZn-ClS) acceptor center. 
Several models were proposed for Cu center luminescence, which is strongly af­
fected by the type and concentration of coactivators present in the material 
(Curie, 1963; Shionoya, 1966; Ray, 1969). Van Gool (1961) and Shionoya 
(1966) provided a diagram of the relation between the type (i.e., the color) of the 
luminescence and the concentrations of both the activators (Cu, Ag, Au) and 
coactivators (AI, Ga, In) in ZnS. The luminescence in ZnS associated with a 
transition metal such as Mn, which has an incomplete d electron shell, is due to 
the recombination via the inner atomic levels of the Mn + ion, i.e., due to transi­
tions between energy levels corresponding to the excited states and the ground 
state of the Mn + ion. 

In II-VI compounds, several broad luminescence bands are produced by the 
incorporation of various activators and coactivators in different amounts. The 
results of the dependence of luminescence properties on the concentration of 
activators and coactivators in ZnS were summarized by Shionoya (1966). Some 
of the luminescence data for ZnS are presented in Table 7.2, which lists the near­
ly Gaussian luminescence band-shape parameters, the peak energy and half­
width. 



SEMICONDUCTORS 211 

Table 7.2. Luminescence Data (at 4 K) for ZnS Containing Different Activators and 
Coactivators * 

Peak energy Half·width 
Luminescence Activator Coactivator (eV) (eV) 

G-Cu (green-Cu) Cu Al 2.41 0.30 
B-Cu (blue-Cu) Cu 2.85 0.24 
SA (self-activated) CI 2.59 0.29 
R-Cu (red-Cu) Cu 1.77 0.48 
R-Cu, In (red-Cu, In) Cu In 1.82 0.47 

*Mter Shionoya, 1966. 

7.3.1. Self-Compensation in II-VI Compounds 

Cathodoluminescence scanning electron microscopy studies contributed 
substantially to the recent elucidation of the mechanisms underlying the phe­
nomenon of apparent self-compensation in the II-VI compounds. They are not 
used in single-crystal form in optoelectronic devices essentially because, except 
in the case of CdTe, p-n junctions cannot be made (Aven and Devine, 1973; Park 
and Shin, 1977). 

Self-compensation is the formation of native point defects of a type that 
compensates dopant atoms added to change the conductivity type. This idea is 
plausible, since these compounds are partially ionic, so, for example, anion and 
cation vacancies can act as acceptors and donors, respectively. Thus, S vacancies 
in ZnS are classical F -centers (Schneider and Rauber, 1967; Pecheur et aI., 
1977); i.e., these anion vacancies act as acceptors. In wider-band-gap com­
pounds, when carrier-charge-sign-changing dopants are added, the energy gained 
on dropping an electron from the one energy level to the other, in compensation, 
can exceed the formation energy of the native defect. There will then be a ther­
modynamic driving force for self-compensation (Mandel, 1964; Mandel et al., 
1964; Title et al., 1964; Morehead and Mandel, 1965; Chern et al., 1975). The 
concentrations of native point defects can also be altered by growth, diffusion, or 
annealing under various pressures of one of the constituent elements of the com­
pound, i.e., by controlling the deviations from exact stoichiometry. Self-com­
pensation does not explain the observed "natural" conductivity signs. These 
charge carrier signs and their resistance to change have recently been shown to be 
due to a complex interplay of residual impurities, which are dominant, and non­
stoichiometric effects (Pfister, 1980; Bhargava, 1982; Pautrat et al., 1982). The 
effects produced are similar to those predicted by the earlier, simple self-compen­
sation theories. 

The p-type conductivity in the purest ZnTe crystals is due to CUZn and LiZn 

acceptors (residual Cu and Li impurities on Zn sites) plus some Ag. This was 
established partly by PL studies. The radiative efficiency of Cu centers is low, 
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but that of LiZn is high, so the spatial and spectral resolution of the SEM enables 
the effects of annealing under various pressures of Te to be studied (Bensahel and 
Dupuy, 1979a,b). It was found that during growth from the Te solvent, drops of 
Te, enriched with Zn and impurities, can be trapped either as isolated inclusions 
or decorating grain or subgrain boundaries. The as-grown and slowly cooled 
crystals contain 1014 Lizn/cm3 or less. During annealing, the inclusions release 
their impurities, first the Cu and then the Li. The transition zones around the 
inclusions, where the higher LiZn concentrations occur, appear bright as can be 
seen on CL micrographs (Figure 7.36). It was concluded from these studies that 
the contrast in the micrographs in general was due not only to the dislocations 
and grain boundaries themselves but also due to the segregation of clusters (be­
low the TEM resolution limit) involving Li (Bensahel and Dupuy, 1979a,b; Ben­
sahel et al., 1979a,b). 

For CdTe, specimen temperatures < 15 K were used to obtain adequate 
spectral resolution and intensity to study the behavior of Cu (Chamonal et al., 
1983). The general conclusions were similar to those for ZnTe. Specimens, into 
which Cu and In were diffused, were studied after various heat treatments. The 
acceptor Cu was found, for example, only in the bright areas in Figure 7.37, 
surrounding the black blobs in which the Cu was supersaturated and complex 
centers occurred. It was concluded that the Cu was probably diffusing rapidly 
along defects. At low temperatures, the Cu diffusion produced numerous black 
dots suggesting that, although it readily enters the crystal, it is concentrated 
around defects or in inactive or weakly active complex centers. This helps to 
explain the inconclusive results of previous studies of the electrical activity of 
CUed in CdTe. The dramatic enhancement of contrast even in room-temperature 
CL-SEM micrographs produced by the diffusion of Li into a crystal is illustrated 

Figure 7.36. SEM CL micrograph of ZnTe, annealed for 15 min at 635°C, showing bright Li­
enriched zones around (a) grain boundaries and an inclusion trapped at their intersection and (b) 
inclusions in the bulk of the crystal. (After Bensahel and Dupuy, 1979a.) 
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Figure 7.37. SEM CL micrograph of Cu-diffused CdTe at 10 K. The Cu is electrically active only 
in the bright regions surrounding the Cu-saturated black blobs. (After Chamonal et al., 1983.) 

in Figure 7.38. In a study of Cu diffusion into CdTe, however, James et al. 
(1986) observed a uniform CL with no detectable precipitates in their samples. 
They concluded that Cu did not segregate at dislocations and suggested that the 
CL quenching may be caused by the formation of a Cu-doping-related deep 
level. It would thus appear that these effects may also be sample-dependent. 

• 

Figure 7.38. SEM CL micrographs of CdTe recorded at 300 K (a) after diffusing Li at 500°C for 1 
h and (b) as grown and annealed similarly but without Li. The Li enhances both the radiative 
efficiency and the contrast. (After Chamonal et al., 1983.) 
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7.3.2. Segregation and Defect Studies 

Cathodoluminescence scanning electron microscopy studies of defects in 11-
VI compounds were first reported by Williams and Yoffe (1968, 1969, 1971). 
The local CL variations observed in striated ZnSe and ZnS in those studies were 
attributed to the crystal defect structure as deduced from TEM. These striated 
platelets are structurally nonuniform, consisting of parallel strips of different 
birefringence, all perpendicular to the common c axis. The various strips may 
have either the cubic structure (sphalerite), the hexagonal structure (wurtzite), or 
one of the many polytypic forms. Spectroscopic CL analysis at low temperatures 
revealed that the edge emission band contained characteristic bound exciton 
lines, which were ascribed to cubic and to hexagonal phase material. Yoffe et al. 
(1973) also obtained CL monochromatic images of these striated crystals. These 
studies together with later results by Holt and Culpan (1970) and Datta et al. 
(1977) showed that local variations in CL emission from faulted (structurally 
complex) ZnS crystals are due to changes in structure, impurity segregation, 
and/or internal electric fields. Structurally different areas in these faulted ZnS 
platelets can be identified from birefringence measurements (Brafman and Stein­
berger, 1966; Alexander et al., 1970). Room-temperature values for the peak, 
Ep ' of the CL edge emission band from the selected ZnS structures are given in 
Table 7.3. The regions in such ZnS platelets differ from each other in the stacking 
sequence of the basal planes. These structures can be characterized by a param­
eter 13 (Brafman and Steinberger, 1966), which represents the percentage of 
close-packed planes that are in a hexagonal nearest-neighbor environment. That 
is, these structures can be classified by a percentage of hexagonality 13, which is 
100% for hexagonal wurtzite (2H), 50% for polytype 4H, and 0% for cubic 
sphalerite (3C). The higher-order polytypes have values of 13 between those for 
the cubic and the 4H polytype structures. The band-gap shifts in wavelength lin­
early with 13 (Brafman and Steinberger, 1966), and thus it is to be expected that 
the CL edge emission peak of the 4H polytype will fall between those of the 3C 
and 2H structures in Table 7.3. 

In these ZnS platelets, the existence of macroscopic internal electric fields 

Table 7.3. Cathodoluminescence Edge Emission 
Peak Energies for Various ZnS Structures at Room 

Temperature * 

Crystal structure 

Hexagonal (wurtzite) 
4H polytype 
Cubic (sphalerite) 

• After Datta et al.. 1977. 

3.740 (331 nm) 
3.706 (335 nm) 
3.657 (339 nm) 
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(of up to 105 V cm - 1) has been established (Shachar et al., 1970). These electric 
fields occur due to charged sheets of dislocations (Mardix and Steinberger, 
1970), which result whenever there is a lattice-constant misfit between adjacent 
crystal structures. 

Cathodoluminescence observations in these striated ZnS crystals provide 
evidence of the relative importance of the factors that contribute to locallumines­
cence variations (see Datta et al., 1977). As mentioned earlier, these are (I) 
structural changes, (2) impurity segregation, and (3) internal electric field ef­
fects. Figure 7.39 summarizes these observations. Figure 7.39a is a micrograph 

2 3 

c 

e f 
Figure 7.39. Micrographs of a striated ZnS platelet with the common c axis running horizontally: 
(a) a low-magnification polarized light micrograph of the whole platelet, showing the polytypic bands 
running vertically; the remaining micrographs are all of the area in the rectangle outlined in the center 
of the platelet; (b) an enlargement of the area outlined in (a); (c) a panchromatic CL SEM micro­
graph. The remaining pictures are monochromatic CL SEM micrographs recorded at the following 
emission wavelengths: (d) 328 nm (3.78 eV); (e) 334 nm (3.71 eV); (f) 344 nm (3.60 eV). The width 
of the area represented by the CL micrographs (c), (d), (e), and (f) is 308 f-lm. (After Datta et al., 
1977.) 
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of a faulted ZnS platelet under crossed polarizers in an optical microscope. As 
mentioned earlier, such ZnS platelets consist of numerous structurally different 
areas, which can be identified from birefringence measurements (Alexander et 
ai., 1970). Thus, the polytypic bands, which appear with different colors under 
crossed polarizers in an optical microscope, run perpendicularly to the polar c 
axis of the crystal. The other lines, running parallel to the c axis, are growth 
steps. Figure 7.39b is an enlargement of the area (containing various polytypes), 
where CL measurements were performed. Figure 7.39c is a panchromatic (all 
wavelengths) CL micrograph, and the remainder (figures d, e, and f) are mono­
chromatic (one-wavelength) CL micrographs. 

Region 1 in these micrographs was a heavily faulted cubic area, region 2 a 
4H polytype, and region 3 a broad unfaulted cubic band. CL variations between 
the micrographs (which were recorded using different wavelengths) are due to 
the fact that each ZnS structure has an unique edge emission peak wavelength 
(see Table 7.3). Thus, depending on the wavelength used as signal for the micro­
graph, different regions appear light or dark. Equal volumes of each of these re­
gions were examined under identical SEM conditions. Although regions 1 and 3 
both have 3C structures, spectral analysis (see Figure 7.40) showed considerable 
reduction of the CL emission in region 1 as compared with region 3. This may be 
attributed to internal electric field quenching. The spatial resolution of the spec­
troscopic CL-SEM analysis was necessary for these observations. 

PHOTON ENERGY 

ZnS-227B 
T=292°K 

3.84 

Figure 7.40. The CL edge emission 
bands obtained from the three numbered 
regions of Figure 7.39d. 3C denotes the 
cubic sphalerite structure, and 4H denotes 
a ZnS polytype. (After Datta et al .. 1977.) 
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Another important conclusion from these studies was that preferential im­
purity segregation occurred in these samples perpendicular to the c axis. Evi­
dence of this is presented in the monochromatic CL micrographs and CL spectra 
of another ZnS sample in Figures 7.41 and 7.42. Using the data of edge emission 
peak energies for ZnS structures (see Table 7.3), structurally homogeneous re­
gions were selected (see Figure 7.41). Thus it was established, and subsequently 
verified by birefringence measurements, that regions 1 and 2 were 3C and 4H 
polytypic structures, respectively. Figure 7.41 presents the panchromatic (Figure 
7.41a) and monochromatic (Figure 7.41b, recorded at 523 nm) CL micrographs 
for this sample. Selected area spectra from the two structures are presented in 
Figure 7.42. Both the uncorrected (Figure 7 .42a,c) and corrected (Figure 
7.42b,d) spectra in this case clearly show that the impurity emission charac­
teristics of the two adjacent areas are significantly different. From these spectra it 
is evident that the intense panchromatic luminescence in region 1 (cubic) is due 
to the broad impurity band peaking at 523 nm in the uncorrected case (Figures 

Figure 7.41. CL SEM micrographs of a ZnS 
platelet: (a) panchromatic and (b) monochromatic, re­
corded at 523 nll (2.37 eV). The region represented is 
178 fJ-ll wide. (After Datta et at., 1977.) 
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Figure 7.42. Uncorrected and corrected CL spectra of ZnS obtained from the two regions shown 
in Figure 7.41: (a) uncorrected spectrum from cubic region I and (b) the corrected spectrum; (c) 
uncorrected spectrum from 4H polytype region 2, and (d) the corrected spectrum for that region. The 
correction for the spectral response of the detector system affects both the positions and the intensities 
of the peaks. (After Datta et al., 1977.) 

7.41b and 7.42a), which is missing in the adjacent 4H polytype. Thus, Figure 
7.41b demonstrates that in this ZnS sample, an impurity segregated to a region of 
the crystal of one structure in preference to the other. Note that the monochro­
matic micrograph in Figure 7.41 b was recorded by using the uncorrected peak 
wavelength. In the corrected spectra, however, the different impurities present in 
the two adjacent areas are found to be of equal emission strengths. Thus, in 
principle, both regions in the panchromatic micrograph should appear as bright 
bands emitting at different wavelengths (provided corrected values of peak wave­
lengths were used for the video display, or a flat-band response detector was 
used). 

Hence, using uncorrected data makes panchromatic CL images generally 
unreliable as proof of segregation. A selected area spectral analysis is necessary 
for less ambiguous identification of impurity segregation. Even monochromatic 
micrographs may be somewhat misleading. For example, the uncorrected peak 
energy of 523 nm used in Figure 7.41b in fact shifts substantially (to 534 nm) on 
correction. In principle, with further computerization of CL analysis, it would be 
feasible to use on-line computer-corrected spectral data in order to obtain cor­
rected monochromatic images. If no such capability is available, one can still get 
more reliable segregation images by using flat-band response photomultipliers, 
such as the GaAs photocathode type. 

CL-STEM and CL-TEM investigations of ZnS were reported by Pennycook 
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and Howie (1980) and Roberts and Steeds (1982), respectively. The former 
investigated the effect of energy transfer from inner core electrons to valence 
excitations. Roberts and Steeds (1982) correlated the CL edge emission with 
structural disorder in CVD deposited polycrystalline ZnS. 

In situ stress induced motion of dislocations in CdS and CdTe was investi­
gated by Maeda et ai. (1981) (see Section 6.1 and Figure 6.24). 

Several reports described CL uniformity characterization of II-VI com­
pounds. Cathodoluminescence studies of polycrystalline ZnSe showed the lumi­
nescence (both edge emission at 465 nm and the copper-red band at 630 nm) to 
be quenched at grain boundaries (Russell et al., 1981). This was attributed to a 
possible segregation of impurities to the grain boundaries. A combination of CL 
and PL was used to detect Li segregation in certain regions of ZnTe crystals 
(Magnea et al., 1979). Roberts et al. (1983), using 35 K CL data, identified and 
imaged inhomogeneous CI donor concentrations in ZnSe. 

Panchromatic CL microscopy was used by Bubulac et ai. (1985) to investi­
gate defects, such as dislocations, precipitates, and subgrain structure in CdTe 
substrate material and in Hgl_xCdxTe (x==0.93) and CdTe epitaxial layers. High 
defect densities forming the boundaries of cells (subgrains) with dimensions 
between 140 and 300 fLm were revealed in Bridgman-grown CdTe substrates 
(Bubulac et ai., 1985). In some samples, nonuniformities in the CL due to 
varying concentrations of background impurities were observed. Cadmium an­
nealing followed by chemical etching, however, led to uniform CL efficiency as 
a result of impurity redistribution. It was also found that epitaxial CdTe tends to 
reproduce the subgrain structure of the CdTe substrate, whereas Hgl_xCdxTe 
(x == 0.93) epilayers contained no subgrains and reduced defect densities. It was 
suggested that the lower defect densities in this HgCdTe grown on CdTe could be 
due to slight lattice mismatch and/or the presence of Hg (Bubulac et al., 1985). 

7.3.3. Effects of Correction on Luminescence Spectra 

Significant changes in the CL intensity, the shape of the luminescence band 
and the value of the peak photon energy are observed on the correction of lumi­
nescence spectra for the detector system response characteristics (Steyn et ai., 
1976; Datta et ai., 1977, 1979a). These effects are much greater for some types 
of photomultipliers (S20 response) than for others (SI response, for example). It 
was also found that broad emission bands undergo larger correction effects than 
do narrower bands. This can lead, for example, in the case of the self-activated 
(SA) luminescence in ZnS:Cl, to a sign reversal of the temperature coefficient of 
the SA peak (Datta et ai., 1979a). In other words, the peak of the uncorrected SA 
luminescence band shifted toward higher energies with increase in temperature, 
but after correction it shifted in the opposite direction (similar to the shift of the 
fundamental edge) in the samples studied by Datta et ai. (1979a). Thus, the fre­
quently reported temperature shift anomaly, which was thought to be charac-
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teristic of the SA emission peak in ZnS:Cl, was found to be an artifact of uncor­
rected spectra in this particular material. This effect can be demonstrated for the 
SA emission peak of ZnS:CI measured between 78 and 292 K. The data in Table 
7.4 clearly demonstrate the effect of correction for the photomultiplier response 
(QEF) on the peak wavelength Ei . With correction, the peak wavelength at room 
temperature, for example, is shifted to longer wavelengths by 25 nm for the cubic 
structure and 20 nm for hexagonal structure. The peak position in this material 
has been found to vary between 450 and 470 nm at room temperature as a func­
tion of the type of activator and its concentration (Curie and Prener, 1967), and 
some inconsistency in the peak position of the SA luminescence may also be due 
to variations in the excitation energy used in PL measurements (Grasser et ai., 
1971). 

The effect of correction for the detector system response characteristics can 
be deduced from the CL detector response curve (Datta et ai., 1979a) shown in 
Figure 5.15. The fall of the curve with increasing wavelength has a larger effect 
on the broad bands obtained at 292 K than on the narrow bands obtained at 78 K 
(see Table 7.4). Although the shift due to correction is unidirectional at all tem­
peratures, it causes the broad band to move further than the narrow band (see 
Figure 7.43). Thus, the peak energy shift with temperature changes direction. 
Also of importance is the fact that the correction (for this particular CL detector 
system) is such that the peak rate of photon emission of the SA luminescence 
band is really about 5 x 103 greater than that in the uncorrected spectrum. These 
changes in magnitude and shape are so significant that, in any quantitative CL 
analysis, correction for the detector system response characteristics is essential. 

Impurity emission bands in ZnS have been grouped together according to 
the direction of peak energy shift and the change in half-width with respect to 
temperature (Shionoya et al., 1964). In one group, including the blue-copper (B­
Cu) and the green-copper (G-Cu) bands, the emission peaks move toward lower 
energies with increasing temperature, but the half-widths change little, remain­
ing in the range from 0.2 to 0.3 eV In the other group, the emission peaks of the 

Table 7.4. Cathodoluminescence ZnS:Cl (SA) Band-Shape Parameters* 

Temperature E, (eV) E, (eV) 
Structure (K) Uncorrected Corrected tlE, (eV) 

292 2.678 (463 nm) 2.539 (488 nm) 0.139 
Cubic 200 2.670 (464 nm) 2.563 (484 nm) 0.107 

120 2.662 (466 nm) 2.580 (481 nm) 0.082 
78 2.654 (467 nm) 2.586 (479 nm) 0.068 

Hexagonal 292 2.749 (451 nm) 2.634 (471 nm) 0.115 
78 2.728 (454 nm) 2.664 (465 nm) 0.064 

'Peak position E, = Eo in eV both uncorrected and corrected: tJ.E, the difference in peak values. (After Datta et al., 
1979a). 
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SA, the R-Cu, and the R-Cu with In coactivator bands shift toward higher ener­
gies with increasing temperature, that is, in the direction opposite to that of the 
fundamental edge emission band in ZnS. The half-widths of bands in this group 
are from 0.3 to 0.5 eV at low temperatures and increase substantially at higher 
temperatures. To examine the effect of correction of luminescence spectra for de­
tector response characteristics on such a grouping of impurity emission bands 
(Shionoya et al., 1964), Datta et al. (1979a) investigated a number of impurity 
bands in ZnS. An example of correction of the blue emission band due to Ag 
activation of ZnS (B-Ag1) with coactivation from group III or VII elements (Van 
Gool, 1961; Era et al., 1968) is presented in Table 7.5. It is interesting to com-

Table 7.5. Cathodoluminescence Peak Energy as a Function of Temperature for the Edge (Eg) 
and the Uncorrected and Corrected B-Ag[ (E) Bands in Cubic ZnS* 

T Ej (eV) E, (eV) 
(K) Eg (eV) Uncorrected Corrected flEj (eV) 

292 3.658 (339 nm) 2.872 (432 nm) 2.806 (442 nm) 0.066 
250 3.678 (337 nm) 2.830 (438 om) 2.772 (447 nm) 0.058 
200 3.704 (335 nm) 2.788 (445 nm) 2.734 (453 nm) 0.054 
150 3.732 (332 nm) 2.734 (453 nm) 2.689 (461 nm) 0.045 
100 3.760 (330 nm) 2.700 (459 nm) 2.671 (464 nm) 0.029 
78 3.774 (328 nm) 2.688 (461 om) 2.664 (465 om) 0.024 

*!J.E, is the difference in peak value between the uncorrected and corrected bands of B-Ag[. (After Datta et al., 
1979a). 
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pare the effect of correction on the emission data in Tables 7.4 and 7.5 for the SA 
and B-AgJ bands. After correction for spectral response, the emission peak shift 
with temperature changes direction for the SA band but not for the B-AgI band. 
This occurs due to the fact that, although both these impurity bands in ZnS fall in 
approximately the same wavelength range, for the B-AgI band there is a rela­
tively large difference of 29 nm between the uncorrected emission peaks at room 
and liquid nitrogen temperature, whereas in the same temperature range the un­
corrected SA band shifts by only 4 nm (see Tables 7.4 and 7.5). The overall ef­
fect of correcting for the spectral response of the CL system used is always to 
increase the wavelength value. However, although the correction makes the SA 
bands pass through each other, resulting in a reversal of direction of the tem­
perature shift, in the case of the B-AgI emission band, the large separation in 
wavelength (i.e., 29 nm) prevents such a reversal of direction. 

Figure 7.44 presents the temperature dependence of the peak energies of the 
edge emission, the SA and the B-AgI emission bands in cubic ZnS. The cor­
rected SA luminescence band shifts with cooling toward higher energies like the 
edge emission, which is in contrast with the B-AgI band. The occurrence of two 
straight line segments in the latter case is probably due to the influence of the 
second Ag band (UV-Agn) which appears for temperatures below 150 K (Datta 
et al., 1979a). The major conclusion is that these observations are inconsistent 
with the suggestion that impurity bands in ZnS can be divided into two groups, 
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depending on the direction of the peak shift with temperature and their half-width 
values. Although such a classification is consistent for the SA and B-AgI uncor­
rected bands, it is not consistent with the corrected spectra of these extrinsic im­
purity bands, which have similar half-width values but different signs of the tem­
perature coefficient c. Thus, it appears that the apparent temperature shift 
anomaly of the SA emission peak in some ZnS crystals is an artifact of uncor­
rected spectra. This emphasizes the importance of correction of luminescence 
spectra for the detector system response characteristics. It is possible that most of 
the irreproducibility and the anomalies in the literature may be accounted for by 
correcting luminescence spectra. 

Thomas et al. (1984) found that the sign of the temperature shift of the peak 
of the self-activated luminescence depends also on the concentration of Cu in the 
material. At low Cu concentrations the peak shifts to higher energies with de­
creasing temperature. For Cu concentrations greater than about 3 x 1016 atoms 
cm - 3, however, the peak shifts to lower energies on cooling. In order to explain 
these observations, Thomas et al. (1984) proposed a model for ZnS:Ga,AI in­
volving recombination between distant donors and complex centers consisting of 
the (Gatn-Ali:) A-center coupled with the copper green CUtn acceptor at low 
Cu concentrations and with the copper blue (CUtn-Cut) isoelectronic hole trap 
at higher Cu concentrations. 

Thus, it appears that both the correction of luminescence spectra for the de­
tector system response characteristics and the presence of impurities may lead to 
changes in the temperature behavior of the luminescence spectra in these mate­
rials. Before any universal correlations are attempted, it is essential to account 
for these factors. 

7.3.4. Depth-Resolved and Interlace Studies 

Depth-resolved CL investigations of ZnS and CdS (Norris et at., 1973), 
CdTe (Norris et al., 1977), ZnTe (Norris, 1980, 1982a), and CdSe (Norris, 
1982b) have demonstrated the great advantage of CL in studying ion-implanta­
tion-induced postrange defect introduction in these materials. 

The effect of the electron beam injection level on the CL spectra of a nomi­
nally undamaged ZnS using an electron excitation energy of 8 keY is shown in 
Figure 7.45 (Norris et al., 1973). It is significant that, although the position and 
shape of the blue band are injection-level-dependent, the relative CL intensities 
of the red and blue bands are not strongly affected by the injection level. This 
relative injection-level independence of the spectrum of ZnS is in contrast with 
the significant effect of injection level on the CL spectral shape in GaAs (see 
Section 6.3). Thus, in ZnS, any significant modifications of the CL spectrum as a 
function of excitation depth are expected to be a result of depth variations of lu­
minescence center concentrations. Moreover, both the CL intensity and shape 
dependencies on the excitation energy should be considered. Figure 7.46 shows 
depth-resolved CL spectra excited with beam penetration depths between 76 A 
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Figure 7.45. CL spectra from a ZnS sample at 80 K using 8-keV electron beam excitation. 
Although the location and shape of the blue band depends on the injection level, the relative 
intensities of the red and blue bands are nearly independent of injection level. This electron beam 
injection level independence of the relative CL intensities of the red and blue bands is observed for 
excitation energies from I to 20 keY at 80 and 300 K. (After Norris et ai .. 1973.) 

and 1.44 f..Lm in unimplanted CdTe (Norris et al., 1977). Despite the fact that a 
constant total injection level was used, significant CL intensity variations occur 
as a result of competition between surface and bulk recombination processes. 

The CL spectra of nominally undamaged ZnS crystals reveal that the ratio of 
red-to-blue emission decreases significantly as a function of the excitation energy 
(beam voltage) (see Figure 7.47; Norris et al., 1973). The presence of the red CL 
band in this sample was attributed to depth-resolved disorder, nonstoichiometry, 
or surface contamination (Norris et al., 1973). An additional broad emission be­
tween 600 and 750 nm, which appears only at I keY, indicates that surface ef­
fects or damage near the surface of the crystal may be responsible for this feature. 
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than to depth effects. (After Norris et 
ai., 1977.) 
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Figure 7.47. Depth-resolved CL spectra from a nominally undamaged ZnS sample at 300 K. The 
inherent near-surface red band in this case indicates that luminescence profiling by layer removal 
methods may sometimes lead to incorrect results. (After Norris et al.. 1973.) 

The surprisingly high depth resolution (the nominal range for I-keY excitation, 
for example, is 110 A) in this material with a much higher carrier diffusion length 
was attributed to the enhanced surface recombination and/or the disorder-in­
duced reduction of the carrier diffusion length near the surface (Norris et al., 
1973). The CL spectra of an Ar+ -implanted (and unannealed) ZnS sample are 
presented in Figure 7.48, which shows (compared to Figure 7.47) the implanta­
tion-induced modification of the shapes and intensities of the CL spectra at low 
energies. Similar results were obtained from Cu + -implanted ZnS samples. 
Thus, the featureless spectra obtained from shallow depths in Figure 7.48 are due 
to ion-implantation damage rather than doping effects of the implanted ion spe­
cies (Norris et al., 1973). Similar effects of ion-implantation-induced lattice 
damage were observed in CdS crystals (Norris et al .. 1973). 

As mentioned in Section 6.3, CL studies in CdTe demonstrated that implan­
tation-induced damage in the material may occur beyond the projected ion range 
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Figure 7.48. Depth-resolved CL spectra from a ZnS sample at 300 K (corrected for PMT plus 
grating response) following a shallow Ar+ implant (240 keY, 5.5 x 1014/cm2, 300 K). Note the 
significant quenching of the luminescence at low excitation energies in comparison with Figure 7.47. 
(After Norris et al., 1973.) 

of implants (Figure 6.30). Such a case was revealed, for example, in the depth­
resolved CL spectra of a 100-ke V Xe + -implanted In-doped CdTe sample which 
was etched to a depth of about 1400 A. The presence of the implantation-induced 
1.2-eV band in that case suggested that the defects associated with that band are 
present at depths several thousand angstroms beyond the projected ion range 
(Norris et al., 1977). Similar anomalous (postrange) implantation-induced intro­
ductions of defects were also observed in other II-VI compound semiconductors. 
It was suggested that this process may be due to the interaction of ionization with 
dynamic stress or phonon flux effects during ion implantation (Norris et al., 
1977; Norris and Barnes, 1980). Postrange implantation-induced defect introduc­
tion was studied in ZnTe by Norris (1980, 1982a), who concluded that to mini­
mize the postrange damage it is favorable to use higher substrate temperatures 
(e.g., 300 K as compared with 80 K) during ion implantation. The CL studies 
also indicated that Vzn- and/or VTe-related centers are formed in the postrange 
region in ZnTe (Norris, I 982a). In CdSe crystals, postrange radiative effects 
were associated with V Cd formation (Norris, 1982b). Norris and Peercy (1983) 
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also reported that defect reactions can occur during ion implantation and pulsed 
laser annealing in CdTe. Their results indicated that, in some cases, prior Cd­
vapor heat treatment can affect the defect reactions during laser annealing and 
substantially improve the postrange luminescence recovery (Norris and Peercy, 
1983). 

As outlined in Section 6.3, Brillson et al. (1985) and Viturro et al. (1986) 
demonstrated the power of depth-resolved CL analysis in characterizing subsur­
face metal-semiconductor interfaces. An example of the CL analysis of UHV­
cleaved CdS before and after 50 A Cu deposition and pulsed laser annealing is 
illustrated in Figure 6.31. It was revealed that the luminescence intensity of the 
Cu-deposition-induced weak peak at about 1.28 eV is significantly enhanced, 
suggesting the formation of the compound Cu2S (Brillson et aI., 1985). In con­
trast to the Cu-case, similar experiments on laser annealing (at 0.1 J/cm2) of Al 
layers produced two emission lines at 1. 3 and 1. 65 e V (Figure 7.49). The relative 
reduction of the CL intensities of these peaks by a subsequent laser anneal of 0.2 
J / cm2 (Figure 7.49) suggests that they are associated with the formation of lattice 
defects (Brill son et al., 1985). Additional information about these defect-related 
peaks can be obtained from the electron beam energy dependence of the CL spec­
tra (Figure 7.50). The relative enhancement of the 1. 3-e V peak at a lower excita-

Figure 7.49. CL spectra obtained with 2-keV-elec­
tron-beam irradiation of ultrahigh-vacuum-cleaved CdS 
after in situ deposition of 50 A AI, and after in situ laser 
annealing with increasing energy density. (After Brill­
son et aI. , 1985.) 
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Figure 7.50. CL spectra as a function of electron beam 
energy for ultrahigh-vacuum-cleaved CdS with a 50-A Al 
overlayer, laser annealed with energy density (a) 0. 1 J/cm2 

and (b) 0.2 J/cm2 (After Brillson et al . . 1985.) 

tion energy (i .e., at 0.5 kV) suggests that the 1.3-eV-related transitions occur 
closer to the surface than those associated with the 1.65-eV emission state (Fig­
ure 7.50a). Additional laser annealing results in a decrease of both defect-related 
features relative to the near-band-edge emission (Figure 7.50b). Furthermore, no 
relative increase of the 1. 3-e V band (which is shifted to 1.35 e V) is observed at 
lower excitation energies. These observations are consistent with a reduction in 
the defect density near the surface at higher annealing power levels , and they also 
indicate that the defect density associated with the 1.35-eV luminescence is re­
duced (relative to the 1.65-eV emission) with additional annealing (Brillson et 
al., 1985). These results show that this CL technique can be effectively used in 
(1) analyzing the chemical interactions at metal-semiconductor interfaces that 
produce new interfacial phases, and (2) monitoring the effects of thermal pro­
cessing (Brill son et al.. 1985). 

7.3.5. Cathodoluminescent Laser Action 

As mentioned earlier in this chapter, apparently because of the self-compen­
sation mechanism occurring in most 11-VI compounds, p-n junctions in these ma-
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terials cannot be formed. Thus, since II-VI injection lasers cannot be made, CL 
laser emission in these materials is of considerable interest. (In III-V compounds, 
laser action can be produced by injection at p-n junctions, which is of greater 
practical value, so CL laser emission is of little interest.) In principle, different 
electron beam-pumped II-VI compounds can offer media for lasing at specified 
wavelengths in the visible and UV. 

Although there were numerous reports of laser action induced by electron 
bombardment of both platelet crystals and films of II-VI compounds, none of 
them involved studies in the SEM (for a review, see Holt, 1974). Attempts by 
Williams and Yoffe (1969) to observe laser action in II-VI compounds in the 
SEM were unsuccessful, since an electron beam energy of 30 keV (and a 500-A­
diameter electron probe and current densities of up to 100 A cm - 2) was lower 
than the beam voltages used in most cases of CL laser action (Holt, 1974). The 
threshold values of the electron beam current and voltage were also found to de­
pend strongly on the surface coating, and the threshold beam current for given 
conditions was also found to vary widely from one specimen to another and from 
one part of a particular crystal to another. Thus, careful selection of material and 
surface processing are required. The availability of higher-brightness electron 
guns in the SEMs may also help in achieving laser action in the CL mode of the 
SEM. 



8 
Phosphors 

8.1. Introduction 

Phosphors by definition are materials that emit photons with a high efficiency 
and are of practical interest precisely for their luminescence, including cath­
odoluminescence. The unusual properties of these materials were discovered 
long before the development of such devices as cathode-ray-tube (CRT)-based 
instruments, in which phosphors found one of their most important applications. 
Currently phosphors are also used in fluorescent lamps, electroluminescent flat­
panel displays, x-ray screens, scintillators, infrared-to-visible converters, elec­
tron microscope fluorescent screens, and color television screens (for a review, 
see Pappalardo, 1987). In the latter application, for example, ZnS:Ag is used for 
the blue component, ZnS:Cu,AI for the green component, and Y203:Eu3+ or 
Y 202S:Eu3 + for the red component. In ZnS phosphors, with high CL efficiency, 
the mechanism of emission is that of donor-acceptor pairs. The emission peak 
wavelength (i.e., the color) of light produced by a particular phosphor depends 
on the impurities present in the material. Table 8.1 lists some of the phosphors 
used in cathode-ray tubes. 

The main obstacle to the development of new phosphors is that, despite the 
advances in solid-state physics, there is little known about the materials science 
of these substances, so phosphor research is of a more empirical nature. Cath­
odoluminescence processes in this class of materials were reviewed by Garlick 
(1950, 1966), Curie (1963), Ouweltjes (1965), and Kazan (1985). Phosphors are 
polycrystalline powders or films with typical grain size from less than a micron 
to several microns and larger. Their band gap is usually larger than 3 e V, so they 
are transparent to visible light. The particular color of light emitted by a phos­
phor depends on the activators (and coactivators) present in materials such as 
ZnS, or (for a given activator) on the composition of a phosphor such as ZnCdS, 
in which the color varies with changing Cd content (see Table 8.1). Phosphor 
powders are usually produced by firing the constituent elements of the material, 
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Material 

ZnS 
ZnS 
ZnCdS 

ZnCdS 

ZnO 
Zn2Si04 

Y20 2S 
Y20 3 

YV04 

Y20 2S 
Gd20 2S 
Y3AI50 12 

Activator 

Ag 
Cu 
Ag 

Cu 

Zn 
Mn 
Eu 
Eu 
Eu 
Tb 
Tb 
Tb 

Ce 
Ce 

Table 8.1. Cathode-Ray Phosphors 

Color of luminescence 

Blue 
Green 
Biue, green, yellow to red 

with increasing Cd content 

Green, yellow to orange-
red with increasing Cd 
content 

Blue-green 
Green 
Red 
Red 
Red 
Green 
Green 
Yellow-green 

Yellow-green 
Blue 

CHAPTER 8 

Applications 

TV 
Oscilloscope 
TV, data display 

TV, data display 

Low-voltage applications 
Data display, projection TV 
Color TV 
Color TV, projection TV 
Color TV 
Color TV, projection TV 
Color TV, data display 
High-luminosity display, 

special CRTs 
Flying-spot scanner 
Flying-spot scanner 

the activator, and a flux (which promotes crystallization) at high temperatures, 
Phosphor screens are coated by spraying, pouring, or settling, for example, 

Traditionally, phosphors are used in the form of powders, For improved res­
olution and better thermal contact, phosphors can be deposited as thin films. 
Such films are also used in EL flat-panel displays. A major concern is the much 
reduced light output normal to the film plane as compared with powder phos­
phors. A large fraction of the light from phosphors in thin films is trapped and 
"piped" along the plane to the edge of the structure. This reduces the CL effi­
ciency of thin-film layers as compared with powder phosphors. It is, however, 
possible to minimize this waveguiding effect by roughening the surface and/or 
incorporating antireflection coatings (Theis and Wengert, 1985). 

Despite the diminishing efforts in phosphor research, there were some areas 
of renewed interest. One was due to the demand for CRT phosphors for informa­
tion display applications. These require higher resolution, more emphasis on 
contrast (rather than brightness), a longer operating life, high electron beam cur­
rent operation, and minimized screen flicker. One of the materials that attracted 
renewed interest in this context is Mn-doped zinc silicate (Zn2Si04 :Mn), other­
wise known by its mineral name willemite. One of the main difficulties in obtain­
ing a better material for these applications is the requirement to improve both the 
luminous efficiency and the persistence of the phosphor, since this would require 
a trade-off (Brownlow and Chang, 1983). 

The fact that the electron penetration depth depends on the accelerating volt­
age of the incident electrons makes it possible to obtain variations in color in the 
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so-called penetration phosphors. Such voltage-sensitive phosphors can be ob­
tained by depositing successive phosphor layers or by using a blend of two phos­
phors, providing different colors and different brightness-voltage characteristics 
(Lehmann, 1981; Okamoto et al., 1982). In the latter case, one phosphor is unco­
ated material with a linear voltage dependence of the CL intensity, and the other 
phosphor is coated with a nonluminescent surface layer that has to be penetrated 
by electrons in order to reach the luminescent core. Thus, while the emission 
color of the uncoated phosphor is obtained at low voltages, the mixed emission 
color of the two phosphors is obtained at high voltages. The main disadvantage 
of such a system is the difficulty in obtaining high color resolution. This is diffi­
cult because the luminescence from the uncoated phosphor increases continu­
ously with electron beam voltage, so above some dead voltage (related to the 
coated phosphor) the emission colors of the phosphors will be mixed. A possible 
solution to this problem was suggested by Okamoto et al. (1982), who replaced 
the uncoated phosphor component of the mixture with a layered phosphor depos­
ited on nonluminescent core particles. Thus, in the latter case, the CL intensity 
decreases as electrons penetrate through the phosphor layer at higher accelerating 
voltages. Okamoto et al. (1982) demonstrated that greater flexibility in obtaining 
different colors as a function of electron beam voltage can be realized by mixing, 
for example, red-emitting (Zn,Cd)S:Ag layers deposited on Si02 particles with 
green-emitting Zn2Si04:Mn particles coated with undoped ZnS or (Zn,Cd)S 
layers. 

Low-voltage (of the order of 50 V) CL phosphors have also attracted sub­
stantial interest (Akagi et al., 1978; Oda et al., 1978; Kukimoto et aI., 1979). 
Such materials would allow significant reduction of accelerating voltages in cath­
ode-ray tubes, and they may also find applications in flat-panel color displays. In 
these applications, the phosphor should have a sufficiently low resistivity to pre­
vent charging, and it should contain an appropriate luminescence center. Using 
the Zn extraction treatment of the material, Akagi et al. (1978), Oda et al. 
(1978), and Kukimoto et al. (1979) prepared low-resistivity crystals and powder 
phosphors of ZnS and ZnSe containing Ag or Cu activators with an Al coac­
tivator that exhibited blue, green, and red low-voltage cathodoluminescence 
(Figures 8.1, 8.2). 

Another typical application of phosphors is in the fluorescent lamp, a glass 
vessel coated with phosphor powder on the inside and filled with a mixture of 
one or more noble gases (such as neon, argon, and krypton) and a small amount 
of mercury vapor. The atoms of the gas emit photons during an electric discharge 
between electrodes at the ends of the tube. The ultraviolet photons produced due 
to the excitation of mercury atoms are absorbed in the phosphor coating, which 
reemits photons at longer wavelengths in the visible. (For more details on fluo­
rescent lamps, see Jack and Vrehen, 1986). This is an example of a large Stokes 
shift. The wavelength mixture of the emitted light can be selected by using an 
appropriate phosphor coating. 
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Figure B.1. Low-voltage (- 50 V) CL spectra for low-resistivity crystals of ZnS:Ag,Al, 
ZnS:Cu,AI and ZnSe:Cu,AI. (After Kukirnoto et ai., 1979.) 

Numerous reports have appeared on the dependence of the CL intensity on 
the excitation conditions. This is an important property of phosphors, since it 
relates the brightness to the electron beam current. Typically, the light intensity 
increases linearly with increasing electron beam current density. At the levels of 
electron beam current density that are characteristic of a particular material, this 
dependence exhibits saturation (i.e., it falls below linear dependence). Several 
recent reports indicate that the saturation behavior in various phosphors may be 
related to activator ground-state depletion and Auger-type relaxation (Imanaga et 
al., 1980; Kuboniwa et al., 1980; McColl, 1982; De Leeuw and Hooft, 1983). 

Linearity of luminescence intensity under high electron beam currents is an 
important feature of advanced screens. Unfortunately, ZnS materials, which have 
the highest maximum CL efficiency, exhibit saturation under high electron beam 
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Figure B.2. Low-voltage (- 50 V) CL spectra for low-resistivity powder phosphors. (After Kuki­
moto et ai.. 1979.) 
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densities. Other phosphors with high linearity characteristics are thus of great 
importance. Rare earths have become attractive alternatives for phosphor screens 
(Maestro, 1985; Pappalardo, 1987). The internal4fshell in rare earths is shielded 
by the outer 5s and 5d shells, so the optical absorption and emission spectra that 
are due to transitions between discrete energy levels of the ion are quite insen­
sitive to external perturbations. An important application ofrare earths is in color 
television. The Eu3 + -activated compounds Y 203:Eu3 + and Y 202S:Eu3 + 

provide a superior alternative to (Zn,Cd)S:Ag as the red component in color cath­
ode-ray tubes. The main advantage of these rare-earth phosphors, compared with 
the less expensive II-VI compound phosphors, is the high brightness in the red 
and the high color saturation. An additional advantage of materials such as 
Y 203:Eu is that their efficiency is not affected significantly by higher operating 
temperatures of up to about 400°C. In comparison, operating-temperature-in­
duced reductions of efficiency occur at much lower temperatures (below lOO°C) 
in ZnS:Ag, for example (Kazan, 1985). 

The luminescence properties of phosphors under electron beam excitation 
are usually analyzed by using a relatively simple system containing an electron 
gun, a photomultiplier, an oscilloscope (for time-resolved brightness measure­
ments), and an optical microscope (for brightness measurements of small re­
gions, i.e., the spot brightness). Three modes of excitation can be used: continu­
ous, pulsed, and raster. Problems associated with some of the measurements 
using such a system were outlined by Stevens (1978). These problems are related 
mainly to multiexcitation effects in the raster method. It was concluded that the 
most adequate method for the characterization of phosphors is a spot brightness 
measurement with a single line-scan raster or with a stationary pulsed beam (Ste­
vens, 1978). 

8.2. Cathodoluminescence Efficiency of Phosphors 

In the development of phosphors, it is important to relate their maximum 
efficiency to materials properties. This helps in developing models for phosphor 
systems that go beyond empirical treatments, and it may help in predicting mate­
rials with high CL efficiency. Semiempirical treatments o~ the CL power conver­
sion efficiency were presented by Garlick (1950, 1966), Bril and Klasens (1952), 
Ludwig and Kingsley (1970), Lehmann (1971), Alig and Bloom (1977), Alig et 
al. (1980, 1981), Robbins (1980), and Alig (1983). 

Cathodoluminescence efficiency is basically determined by the efficiency of 
generating electron-hole pairs. Primary electrons can lose their energy by gener­
ating optical phonons or by ionization scattering, leading to the formation of 
electron-hole pairs. Thus, the average energy required to generate an electron­
hole pair includes phonon losses. The quantum yield of electron-hole pairs is 
largely determined by the loss parameter, i.e., by the ratio of the energy lost in 
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the generation of phonons to that in ionization scattering. Unlike the semiem­
pirical treatments of the loss parameter in earlier work, Inoue (1984) presented a 
model that relates the loss parameter to materials constants. For a linear depen­
dence of the luminescence intensity on the electron beam current density and the 
accelerating voltage, CL efficiency can be expressed as (Inoue, 1984) 

1]p = (1--y)hvY1] (8.1) 

where -y is the backscattered coefficient, hv is the energy of the emitted photon, Y 
is the limiting quantum yield of electron-hole pairs, which is basically the inverse 
of the average energy required for the formation of an electron-hole pair, and 1] is 
the radiative recombination efficiency. If -y does not vary significantly for various 
materials, then in an ideal situation (1]=1) the maximum CL efficiency for a 
given host-activator system 1]pocy' Inoue (1984) evaluated explicitly the quantum 
yield of electron-hole pairs in terms of the band-gap energy Eg and phonon loss 
parameters Sd and Sp related to the optical phonon deformation potential and the 
polar-mode electrostatic interactions, respectively. Inoue showed that these pho­
non loss parameters are in turn determined by materials parameters, such as Eg , 

the lattice constant, the mass density, the covalency, the optical phonon energy, 
and the effective dielectric constant. 

Examples of the CL efficiency of some CRT phosphors are listed in Table 8.2. 
An important point concerning the accuracy of the measurement of the CL 

efficiency of phosphors should be made here. Kano and Uchida (1983) investi­
gated the effect of the phosphor screen packing density on the CL intensity. Con­
trary to the expectation that the increase in the packing density would be bene­
ficial, a 6% enhancement of the CL was observed in phosphors with reduced 
packing densities. This was explained by a model assuming the capture of back­
scattered electrons in rougher screen surfaces. 

The external luminescence efficiency of phosphors deteriorates under pro­
longed electron beam excitation. Such phosphor degradation, which increases 
with the excitation density, limits the lifetime of cathode-ray displays. Thus, this 

Tabl. 8.2. Maximum Power Efficiency of Some 
CRT Phosphors· 

Phosphor 

ZnS:Ag,Cl (blue TV) 
(Zn,Cd)S:Cu,Al (green TV) 
Y202S:Eu (red TV) 
Y20 2S:Tb 
Zn2Si04 :Mn 
ZnS:Mn 

'After Kazan, 1985. 

Efficiency (%) 

25 
18 
II 
18 
8 
5 
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effect is of major importance in selecting phosphors for applications such as in­
formation displays, which demand long operating lives and high beam current 
operation. A systematic analysis of phosphor degradation was provided by 
Klaassen et al. (1987), who expressed the external luminescence efficiency at 
low excitation density (Le., such that saturation effects are not important) as 

11ext = hvY11r'Tifext (8.2) 

where 11" the transfer efficiency, is the quantum efficiency for the transfer of the 
energy of electron-hole pairs to activator ions, 11 is the radiative recombination 
efficiency of the activator ions, and/ext is a factor that accounts for the fact that 
not all photons generated in the phosphor are able to leave through its surface due 
to optical absorption and reflection losses. Note that changes in the backscattered 
electron correction in this case are disregarded. In terms of the parameters in 
equation (8.2), degradation effects were considered by Klaassen et al. (1987) to 
be due to changes in 11" 11, and/ext· A decrease of 11, can be due to a decrease in 
the energy flow to the activator, or to an increase of energy losses in the host 
lattice. The former cause will be reflected in saturation behavior that starts at 
lower excitation densities than in unexposed phosphor. A decrease in 11, in this 
case is due to a substantial reduction of the effective luminescent centers. An 
increase of energy losses in the host lattice is due to enhanced surface losses and 
an increase of bulk "killers" (Klaassen et al., 1987). A reduction of Tnr of the 
activator ions in the excited state may lead to a reduction of 11 [see equation 
(3.26)]. And finally,fext may be affected by changes in such optical properties of 
the material as the refractive index and/or absorption coefficient. Such changes 
may occur due to the production of color centers, for example, and/or to the de­
position on the phosphor particles of a polymerlike absorbing layer caused by the 
presence of residual gases in the vacuum chamber. All these degradation mecha­
nisms and experiments designed to separate their effects were analyzed by 
Klaassen et al. (1987) in several phosphors. 

B.3. Cathodoluminescence Characterization 
of Phosphors 

There have been numerous reports on CL emission characteristics, efficien­
cy, linearity characteristics, and degradation phenomena of phosphors. However, 
although phosphors are ideal materials for CL studies, few articles reported the 
CL microcharacterization of phosphors using electron microscopy techniques. 
One possible reason for this failure to apply CL-SEM to phosphors is that, al­
though CL microscopy techniques were advancing, the industrial research effort 
on phosphors was subsiding. 

A recent demonstration of the power of CL-SEM, augmented by energy-
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dispersive x-ray spectroscopy (EDS), in analyzing phosphors was presented by 
Richards et at. (1984), who investigated fluorescent lighting phosphors. Such 
studies, combining CL microscopy and spectroscopy with compositional infor­
mation from the individual powder particles, are especially helpful in identifying 
inferior materials that contain, for example, "rogue particles" or components 
with a low efficiency. These studies are also useful in optimizing parameters such 
as packing density, coating thickness, and particle size distribution of phosphors. 

Earlier fluorescent lighting phosphors were complex halophosphates emit­
ting a broad white spectral band. More recent phosphors are mixtures of nar­
rower-band emitters: for example, (Ba,Mg2)AI16027:Eu2+ (BAM), (Ce,Tb)­
MgAll10 19 (CAT), and Y20 3 :Eu3+ (YOE). They emit in the blue, green, and 
red, respectively. The CL and PL (UV excitation) spectra of these phosphors are 
similar, so they can usefully be compared. 

An example of the power of CL (in conjunction with EDS) in the identifica­
tion of rogue particles and the cause of non-uniformity is that of CAT phosphor 
characterization (Richards et at., 1984). An acceptable CAT particle should give 
three room temperature emission bands at 490,550, and 590 nm. Poor CAT ma­
terials give broadened spectra, as shown in Figure 8.3, including emission with a 
shorter decay time at 520 nm. A monochromatic CL image recorded at 520 nm 
can thus be used to locate the rogue particles, and, subsequently, EDS analysis 
can provide compositional information. An analysis of such rogue particles re­
vealed a Ce : Tb ratio of 1 : 3 instead of the expected ratio of 2 : 1 in the normal 
CAT material. In the secondary electron, CL, and x-ray SEM micrographs in 
Figure 8.4, the nonuniformity in CL properties corresponds to the variation in the 
distribution of Al and Tb. The processing step that caused the anomalous emis­
sion was identified as being the formulation or, more likely, the blending of the 
powder. 

In some applications, a mixture of phosphors emitting primary colors (i.e., 
narrow-band spectra) is used to give a white light with a preferential tone by 

400 500 600 
Wl>.VELENGTH (nm) 

Figure B.3. CL spectra (continuous curve) 
from normal (white) and (dashed curves) 

700 anomalous (yellow) CAT phosphor particles. 
(After Richards el ai., 1984.) 
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SECONDARY ELECTRON IMAGE 

)40 nm CL IMAGE, 
20nm BANDWIDTH 

525 nm CL IMAGE. 
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ALUMINUM X·RAY DISTRIBUTION 

TERBIUM X·RAY DISTRIBUTION 

(d) 

Figure 8.4. (a) Secondary electron, (b) and (c) CL, and (d) and (e) x-ray SEM micrographs of a 
region of a yellow and white CAT phosphor showing the surface topography, the nonuniform CL 
emission at 540 and 525 nm, and the distribution of Al and Tb in the material. (After Richards et al., 
1984.) 

varying the proportions of phosphors in the blend. One such blend contains BAM 
(blue emitter), CAT (green emitter), and YOE (red emitter), which results in the 
series of band emissions shown in Figure 8.5. In this case, because individual 
phosphor particles produce well-separated narrow-band emission spectra, the 
blend components can be easily identified from CL measurements (Figure 8.6). 
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Figure B.S. CL spectra of a blend of BAM, CAT, and YOE phosphors. (After Richards et al., 
1984.) 

2 IJm 
Figure B.6. Secondary electron image of a blend of BAM (B), CAT (C), and YOE (Y) phosphor 
particles. The individual phosphors were identified from CL measurements. (After Richards et al., 
1984. ) 
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Figure 8.7. The CL spectrum of a blend Neoline soft phosphor (solid line) and the CL spectra of 
its four components: strontium phosphate (A), calcium halophosphate (B), strontium orthophosphate 
(C), and magnesium fluorogermanate (D). (After Richards et al., 1984.) 

In some cases, such as BAM and CAT phosphors, CL spectra provide a more 
reliable means of identification than does x-ray analysis. 

Although more difficult, such an analysis of phosphor blends may also be 
performed in the case of overlapping broadband emission spectra. This occurs , 
for example, with "Neoline soft," which appears to be a promising material for 
new deluxe lamps. The CL spectrum of the blend is shown in Figure 8.7 as a 
solid line. Using CL monochromatic imaging recorded at 450,570,575 , and 654 
nm, Richards et al. (1984) determined the location and composition of particles 
corresponding to the four components in the blend. The CL spectra of these com­
ponents are shown in Figure 8.7 with their probable identification. These are 
strontium phosphate emitting at ~450 nm, calcium halophosphate emitting at 
~570 nm, strontium orthophosphate emitting at ~575 nm, and magnesium 
fluorogermanate emitting at ~654 nm. 

Richards et al. (1984) also demonstrated the usefulness of CL-SEM analysis 
for in situ studies of phosphor lamp coatings by examining tube sections with 
various viewing angles. 

Preliminary results indicated that the incorporation of a hot SEM stage for 
temperature stability studies and accelerated life testing to identify degradation 
mechanisms will also be of great benefit for phosphor applications. 
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Ceramics 

9.1. Introduction 

Ceramics comprise a wide range of materials, which have found a great variety 
of applications due, for example, to their hardness and refractory properties (i.e., 
resistance to heat and corrosion). Ceramics, from the materials science point of 
view, include all nonmetallic inorganic solids that may contain as constituents 
both metallic and nonmetallic elements held together by mixed ionic and 
covalent bonding. With this definition, even semiconductors, phosphors, and 
minerals would be considered as ceramic materials, so some materials that are 
often considered as ceramics are treated in other chapters. 

In a comprehensive introduction to the field of ceramics, Kingery et al. 
(1976) distinguished between two major groups of ceramic materials: traditional 
ceramics and new ceramics. The former are defined as materials that are used in 
the silicate industries (clay products, cement, silicate glasses). New ceramics in­
clude, for example,ferroelectric ceramics (e.g., BaTi03), electrooptic ceramics 
(e.g., LiNb03), pure oxide ceramics (e.g., A120 3 , MgO), nuclear fuels (e.g., 
U02), magnetic ceramics, ceramic nitrides, ceramic carbides, ceramic borides, 
and glass ceramics. Some current areas of application of advanced ceramics are 
the electrical industry (insulators), reactors (nuclear fuels), rocketry and aviation 
(critical temperature-resistant parts), machining (cutting tools), efficient engines, 
and the electronics industry (both as components and actual devices). The ap­
plications of CL analysis to ceramics are not as widespread as this grouping of 
ceramics. However, CL studies of certain ceramics have attracted considerable 
interest, and these will be described in this chapter. The materials studied are 
electronic ceramics (for example, ferroelectrics, electrooptic ceramics, ZnO), 
pure oxides, and glasses. (Values of the band gaps of some ceramics are listed in 
Table 9.1.) 

Commonly, the electronic ceramics are polycrystalline and polyphase mate-
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Table 9.1. Values of the Band Gaps of Some 
Ceramics * 

Band gap 
Material ER (eV) 

Si02 8 
MgO 8 
CaO 9 
Al20 3 7.4 
V02 5.2 
Ti02 5 
NiO 4.2 
LiNb03 4 
SrTi03 3.3 
BaTi03 3 

* After Kingery et al .• 1976. 
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rials with grain sizes between about 1 and 10 !-Lm. The properties and the micro­
structure of the grains and grain boundaries have a major influence on these ma­
terials, and the control of the composition and microstructure of the grains and 
grain boundaries are crucial in developing and utilizing electronic ceramics. 
Thus, it is essential to explore these materials with microcharacterization tech­
niques that allow the determination of microstructure and provide information on 
the electrical, elemental, and chemical properties of the grains and grain bound­
aries. In this context, CL microscopy and spectroscopy can provide important 
information on, for example, the composition and uniformity of luminescent ce­
ramic materials. Especially important issues in electronic ceramics are those re­
lated to the grain boundaries. It has been established, for example, that (1) the 
grain boundaries are paths for the rapid diffusion for various impurities, (2) the 
grain boundaries generally have an associated space-charge layer controlled by 
the defect structure of the material, and (3) grain boundary segregation, pre­
cipitation, and oxidation typically affect a wide variety of properties of electronic 
ceramics (Kingery, 1981). 

lYpical examples of the effect of the microstructure and composition of 
grains and grain boundaries on the operation of devices based on ceramic mate­
rials occur in barium titanate (BaTi03 ) positive-temperature-coefficient (PTC) 
resistors, and ZnO varistors. 

The use of ceramic materials, such as BaTi03 , in PTC resistors is based on 
the behavior of the grain boundary layer of ferroelectric semiconductors in a 
small temperature range around the Curie temperature; above this temperature, 
the electrical resistance of n-doped polycrystalline BaTi03 material increases 
several orders of magnitude. This behavior arises from potential barriers at the 
grain boundaries. The formation of potential barriers at the grain boundaries is 
thought to be due to acceptor states that compensate the conduction electrons in 
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the grain boundary region. The height of the potential barriers is temperature­
dependent, and it increases at the Curie temperature, leading to an increase in the 
electrical resistance. As will be outlined in the following section, the CL tech­
nique can elucidate some features of grain boundaries in this material. 

Grain boundaries are also important in the operation of ZnO varistors (i.e., 
variable resistors) that are used as solid-state switches. In this application, the 
polycrystalline ZnO consists of semiconducting ZnO grains and a matrix of in­
sulating grain boundary material. The electrical properties of such a material can 
be highly nonlinear. At low voltages, because of the insulating grain boundary 
barriers, the electrical conductance is low. At higher voltages, conduction occurs 
across the insulating grain boundaries through the ZnO grains. Strongly non­
linear current-voltage characteristics in this material are similar to those of two 
back-to-back diodes, which in this case are formed as a result of the presence of 
negative charge at the grain boundary surrounded by positively charged donor 
states in the double depletion zones in the adjacent ZnO grains. The current-volt­
age relation (i.e., the voltage that corresponds to the switching to the highly con­
ducting state) can be adjusted by doping of the ZnO grains, by controlling the 
composition of the grain boundary phase and by varying the microstructure (i.e., 
the size of the ZnO grains and the width of the insulating layers between the 
grains). Cathodoluminescence analysis can be used to investigate the microstruc­
ture and the grain boundaries in this material. 

Among electronic ceramics, electrooptic ceramics (such as lithium niobate, 
LiNb03 ) have attracted increasing interest in optical communication and optical 
computing applications. The basis of such applications is the electrooptic effect, 
i.e., the change in refractive index of a material with electric field. In addition to 
the currently used monocrystalline LiNb03 , possibilities of using ferroelectric 
electrooptic ceramic materials, such as BaTi03 and KNb03 , are of considerable 
interest. 

Among advanced ceramics, the so-called glass ceramics have also attracted 
increasing interest. During the preparation of these materials, nucleation species 
promote the formation of fine crystalline grains, resulting in greater strength and 
temperature resistance than in noncrystalline glasses. 

The following sections will outline applications of CL microscopy and spec­
troscopy to some of these ceramic materials. The power of the CL technique, 
especially in characterizing grain boundaries of electronic ceramic materials, will 
be demonstrated. 

9.2. Electronic Ceramics 

An early application of CL microscopy to the visualization of the grain 
boundary potential barriers in PTC-type BaTi03 ceramics was reported by Ihrig 
and Klerk (1979), who were the first to provide CL images ofthis material. They 
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Figure 9.1. Secondary electron images (top row) and CL images (bottom row) of PTC-type 
BaTi03 ceramics. The color of the BaTi03 grains is gr~enish and of the second phase reddish for 
materials with (a) Sb-doping and 3 mol% TiOz excess, (b) Sb-doping and 20 mol% TiOz excess, and 
(c) Y-doping and 3 mol% TiOz excess. (After Ihrig and Klerk, 1979.) 

reported that the BaTi03 grains appeared green, as did undoped Y-, La-, and Sb­
doped materials prepared and treated in oxidizing or reducing atmospheres. 
Thus, it was concluded that the luminescence was not caused by doping or de­
fects slJch as anion or cation vacancies, but was due to the fundamental emission 
in the material (i.e., the recombination of electrons in the conduction band with 
holes in the valence band) (Ihrig and Klerk, 1979). Figure 9.1 summarizes these 
observations. The secondary and CL images of Sb-doped and Y-doped materials 
were recorded at room temperature about 100° below the Curie point. In the CL 
images, the grain boundaries appear darker than the grains (see Figure 9.1). In 
these samples, in addition to the green BaTi03 grains surrounded by the dark 
boundaries, a reddish second phase was also observed (Ihrig and Klerk, 1979). 
Dark grain boundaries were reported in the CL images of PTC-type materials 
only; they were absent in undoped materials and in PTC materials that had been 
reduced and had lost their PTC behavior (Figure 9.2). In addition, dark grain 
boundaries, absent in La-doped BaTi03 , appeared after the samples were ox­
idized at temperatures above 1250°C, which also resulted in PTC behavior as 
determined from the resistivity curves (Ihrig and Klerk, 1979). Thus, the exis­
tence of the grain boundary potential barriers below the Curie temperature was 
directly demonstrated. It was concluded that the presence of the depletion layers 
at the grain boundaries results in the CL quenching in the grain boundary regions 
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(a) (b) (e) 

40 #£III 

Figure 9.2. Cathodoluminescence images of the BaTi03 ceramic with 3 mol% Ti02 excess: (a) 
undoped, nonconducting BaTi03 sintered in air; (b) material as in (a) but additionally reduced at 
1200°C for V, h to obtain good electrical conductivity; (c) Sb-doped, formerly PTC-type BaTi03 

ceramic reduced at 800°C for 112 h; the PTC effect has vanished due to the reduction treatment. (After 
Ihrig and Klerk, 1979.) 

(Ihrig and Klerk, 1979). Panchromatic CL imaging, however, was not sufficient 
to explain details of the CL mechanisms. Ihrig et al. (1981) also determined that 
the CL spectra of BaTi03 , SrTi03 , and Ti02 were similar (Figure 9.3), and the 
location and shape of the luminescence did not depend on doping and heat treat­
ments in reducing atmospheres. The luminescence was interpreted as a funda­
mental transition of local character in the Ti06 octahedron. 

Figure 9.3. Cathodoluminescence spectra of 
typical BaTi03, SrTi03 , and Ti02 ceramics, 
which were reduced at 1200°C for V2 h. (After 
Ihrig et al .. 1981.) 
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Figure 9.4. BaTi03 ceramic. The fitted curve of the mea­
sured CL spectrum (recorded at 77 K) with its four Gaussian 
components. (After Koschek and Kubalek, 1983.) 

As mentioned in Section 9.1 , the PTC effect was related to acceptor states at 
the boundaries of the BaTi03 grains. Cathodoluminescence observations by 
Koschek and Kubalek (1983, 1985a) demonstrated the existence of high-Ba-va­
cancy concentrations in the grain boundary zone. The CL properties of the BaTi03 

grains were studied by Koschek and Kubalek (1983), who found that the CL spec­
tra were composed of several Gaussian bands (see Figure 9.4). The luminescence 
intensities of the bands were found to depend strongly on the specimen tem­
perature and on the oxygen partial pressure during the sintering process. The de­
convoluted CL bands (Figure 9.4) were associated with transitions involving Ba 
vacancies (see Figure 9.5) (Koschek and Kubalek, 1983). The results were in 
agreement with the prediction that a higher Ba vacancy concentration is expected 
for a higher value of the oxygen partial pressure. The assumption that the grain 
boundary depletion zones are caused by Ba vacancies acting as acceptors was 
supported by further studies using CL microscopy and spectroscopy (Koschek and 
Kubalek, 1985a). 

For CL panchromatic imaging, two types of detectors were used: a pho­
tomultiplier (with spectral range of 300 to 850 nm) and a Ge detector (with spec­
tral range of 800 to 1800 nm). In the BaTi03 CL contrast inversion was ob­
served. With the photomultiplier, the grains appeared bright, and the grain 
boundaries were dark. With the Ge detector, panchromatic CL images revealed 
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Figure 9.5. Recombination processes in the BaTi03 grains. 
The observed transitions are marked I to IV. (After Koschek and 
Kubalek, 1983.) 
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the opposite: the grains appeared dark, and the grain boundary zones were bright. 
The second phase in the material also appeared bright. In order to explain their 
observations, Koschek and Kubalek (1985a) proposed that, assuming equal re­
combination rates in the grain and in the grain boundary region, the recombina­
tion in the visible range would be quenched, provided an additional level corre­
sponding to an infrared transition is present in the band gap of the BaTi03 . The 
theoretical calculations of the band scheme for BaTi03 provided by Daniels and 
Hardt! (1976) showed that such an infrared recombination can be related to the 
doubly ionized Ba vacancies. (Note that there is a discrepancy between the level 
of the doubly ionized Ba vacancy shown in Figure 9.5 and the theory, which 
predicts a level 1.6 eV above the valence band.) Since the presence of Ba vacan­
cies could result in CL quenching in the visible range, the observed dark bound­
aries were taken to indicate a high Ba vacancy concentration in the grain bound­
ary regions (Koschek and Kubalek, 1985a). 

Llopis et al. (1984) reported CL microscopy and spectroscopy studies of 
LiNb03 . They observed three emission bands, at 410,525, and 580 nm, which 
were strongly affected by the deformation of the surface region. The lumines­
cence band at 410 nm was attributed to the normal niobate groups, and the bands 
at 525 and 580 nm were attributed to disturbed niobate groups (i.e., groups with 
the Nb ions occupying Li sites). In addition, it was concluded that the band at 
580 nm was related to the electron beam excitation of the sample. It was ob­
served that irradiation with high electron beam currents resulted in substantial 
damage and quenching of the CL signal. Deformation of the surface region (i.e., 
mechanical indentation) was found to cause CL intensity enhancement in the 
cracked areas (Llopis et al., 1984). 

Cathodoluminescence analyses of grain boundary phenomena in ZnO vari­
stor ceramics were reported by LOhnert and Kubalek (1983). As mentioned in the 
introduction, the nonlinear electrical characteristics of this material are related to 
the grain boundaries. In their studies, Lohnert and Kubalek (1983) attempted to 
confirm the idea that oxygen is responsible for the properties of the grain bound­
aries (Einzinger, 1978). Oxygen is thought to be incorporated at the grain bound­
aries where material, which is typically n-type, becomes intrinsic. This results in 
the formation of a n-i-n structure between adjacent grains with the potential bar­
rier causing nonlinear electrical properties. Lohnert and Kubalek (1983) investi­
gated pure air-sintered ZnO ceramics and found that the oxygen content near the 
grain boundaries was significantly enhanced. These observations are summa­
rized in Figure 9.6, which presents a panchromatic CL image of pure ZnO ce­
ramic (Figure 9.6a) and the normalized CL spectra recorded in the interior of the 
grain (denoted G) and in the bright grain boundary region (denoted B) (see Figure 
9.6b). Spectrum B is usually observable in material sintered in pure oxygen, and 
spectrum G is typically observed in material sintered in pure nitrogen, which ap­
pears to support the proposal of the effect of oxygen at the grain boundaries 
(Lohnert and Kubalek, 1973). Unfortunately, these CL observations were in-
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Figure 9.6. (a) Panchromatic CL image of pure ZnO ceramic, and (b) the normalized CL spectra 
measured inside the grain (G) and in the grain boundary region (8). (After Liihnert and Kubalek, 
1983.) 

conclusive, since no substantial nonlinearity in the electrical properties was de­
tected in these samples. Lohnert and Kubalek (1983) concluded that if oxygen 
does indeed playa crucial role in the nonlinear behavior of varistors, its influence 
must be substantially stronger than in the pure material. It was also pointed out 
that the foregoing CL analysis could not be applied to varistor ceramics where 
the luminescence is dominated by centers associated with metal-oxide additives 
(LOhnert and Kubalek, 1983). Additional complications (or ambiguities) in in­
terpreting the results were caused by the fact that, as the CL images of varistor 
devices indicated, the concentration of these centers also increased at the grain 
boundary regions (Lohnert and Kubalek, 1983). 

A CL analysis of ZnO ceramics was reported by Piqueras and Kubalek 
(1985a), who observed CL quenching in the visible range and a shift of the 
emission band to longer wavelengths with deformation (see Figure 9.7). The CL 
quenching was attributed to dislocation-related nonradiative recombination cen­
ters produced by mechanical damage. To relate the presence of vacancies to 
luminescence effects, Piqueras and Kubalek (l985b) performed studies of CL 
quenching produced by irradiation with 2.6-MeV electrons. Their analysis indi­
cated that defects in the zinc sublattice (possibly vacancies acting as electron 
traps) caused CL quenching. 
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Figure 9.7. Cathodoluminescence spectra of ZnO ce­
ramic: (a) undamaged area and (b) damaged area. (After 
Piqueras and Kubalek, 1985a.) 
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9.3. Pure Oxides 

The application of CL analysis to alkaline-earth oxides has elucidated issues 
related to deformation-induced defects in these materials. Several reports re­
vealed that plastic deformation causes a significant enhancement of the lumines­
cence from the deformed regions in, for example, MgO (Llopis et al., 1978; Dat­
ta et al., 1979b, 1980b), CaO (Llopis and Piqueras, 1983), and srO (Llopis et 
al., 1985). The CL emission was found to depend on the type of deformation 
(i.e., compression or indentation). These observations were generally attributed 
to point defects or dislocations produced on the slip bands during deformation. 
Specifically, Llopis et al. (1978) observed in their panchromatic CL images of 
plastically deformed MgO that slip bands emitted a blue luminescence, which 
was ascribed to recombination at vacancies generated by slip. In contrast, the 
blue CL in indented MgO was attributed to the formation of interstitials (Veled­
nitskaya et al., 1975), and Pennycook and Brown (1979) proposed that the di­
latation-induced reduction of the band gap around a dislocation results in visible 
luminescence. 

Chaudhri et al. (1980) observed in the CL micrographs of indented MgO 
that the luminescence intensity from screw dislocations was substantially higher 
than that from the edge dislocations. They also commented that since the screw 
dislocations generate steps on the surface, the steps might have reflected light 
more efficiently. Chaudhri et al. (1980) also remarked that their results contra­
dicted the model of the effect of dilatation-induced gap reduction at dislocations, 
since the dilatation around a screw dislocation is zero. 

Datta et al. (1979b) used monochromatic CL microscopy as well as CL 
spectroscopy to analyze MgO crystals. In undeformed MgO, they obtained a CL 
spectrum containing two overlapping blue bands with peaks at 425 om and 488 
nm; in addition, a broad red band with a number of unresolved peaks (the strong­
est at about 770 nm) was also present. (The red band was attributed to iron im­
purities.) After plastic deformation, the red band was unaffected, but in the blue 
region one broad band (with enhanced intensity) at 466 om was observed (Datta 
et al., 1979b). Monochromatic CL micrographs (recorded at 466 nm) showed 
that the enhanced emission originated from the slipped planes of the crystal. The 
CL observations on MgO crystals containing a higher concentration of iron (and 
apparently already deformed) revealed additional features in the red band (Figure 
9.8a) (Datta et al., 1980b). The presence of several bands with peaks at about 
688, 706, 723, and 747 nm, which are clearly observable in Figure 9.8a, pro­
vided stronger support for ascribing these bands to iron doping, since they were 
more intense and better defined. In addition, although these bands are unaffected 
by deformation, annealing in reducing atmospheres, which is known to alter the 
valence state of iron ions, significantly modifies the form of the bands (Datta et 
al., 1980b). 

The CL spectrum from single slip lines of the deformed sample is a broad 
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Figure 9.8. Corrected CL emission bands from deformed MgO crystals containing 200-250 ppm 
of iron: (a) CL spectrum in the red region; (b) CL spectrum in the blue region obtained from a slip line 
after deformation; (c) CL spectrum in the blue region after annealing for 12 h at 1530 K in an 
oxidizing atmosphere (air). (After Datta et ai. , 1980b). 

intense band with the peak at 466 nm (Figure 9.8b). The band with the peak at 
488 nm in undefonned samples appears as a feature in the curve indicated by the 
arrow. It was also found that, although the intense blue band was not affected by 
annealing in reducing atmospheres, annealing in air at 1530 K for 12 h changes 
the band to the form shown in Figure 9.8c. This figure reveals severallumines­
cence features indicating the presence of different bands caused by several defect 
configurations, which could explain the variations in peak values reported in the 
literature. Figure 9.9 presents the monochromatic CL image (recorded at 420 
nm) of a deformed MgO specimen. Llopis et al. (1982) investigated the CL from 
dislocations in undeformed MgO crystals of different purities and doped with 
iron. They observed that, although dislocations in slip bands in deformed crystals 
exhibited enhanced emission, dislocations in undeformed crystals showed lower 
CL emission. This was attributed to decoration of dislocations (in undeformed 
crystals) by impurities and/or point defects (Llopis et al., 1982). These observa­
tions also appeared to show that iron quenches the CL from defects. Thus, it 
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Figure 9.9. Monochromatic (420 nm) CL micrograph of an MgO specimen compressed 1.27%. 
The width of the area represented is approximately 900 !Lm. (After Datta et al .. 1980b.) 

appears that the effects of impurities and point defects have to be considered in 
order to explain luminescence from defects in MgO. 

Czemuszka and Page (1985) and Rincon et ai. (1987) demonstrated the 
power of CL in analyzing phase distributions in ZrOz-based ceramics, which are 
attractive materials because of their toughening properties. The improved tough­
ness in these materials is related to the tetragonal-to-monoclinic phase transfor­
mation in phase mixtures and composites. Czemuszka and Page (1985) observed 
(I) enhanced luminescence associated with the monoclinic phase occurring on 
grain boundaries or produced by deformation and (2) luminescence quenching in 
cubic-plus-tetragonal material grain boundaries and in the deformed regions as­
sociated with hardness indentations and wear tracks. Rincon et ai. (1987) ob­
tained CL spectra with broad and sharp bands that were related to the different 
phases of mullite-ZrOz. Enhancement of the 500-nm luminescence band was 
correlated with the increased concentration of the monoclinic ZrOz phase (Rin­
con et ai.. 1987). As remarked by Czemuszka and Page (1985), the ability to 
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obtain infonnation on the spatial distribution of monoclinic material makes CL a 
powerful microcharacterization tool for the analysis of these ceramics. 

The advantages of the CL-SEM mode in the analysis of the wear of ceramics 
and ceramic cutting tools were demonstrated by Enomoto et al. (1986 and refer­
ences therein) and Brandt and Mikus (1987 and references therein), respectively. 
The fonner analyzed the wear damage (due to sliding contact) of magnesia, al­
umina, and diamond in tenns of the presence of various types of defects. Brandt 
and Mikus used the CL mode in conjunction with x-ray microanalysis to investi­
gate the changes in alumina-based ceramic cutting tools during machining steel. 
The major conclusion of the study was that chemical reactions with oxidized 
workpiece material and nonmetallic inclusions result in the fonnation of iron and 
magnesium aluminates, which have higher yield strengths, leading to reduced 
wear rates (Brandt and Mikus, 1987). 

9.4. Glasses 

Several luminescence studies, including CL, of defects in Si02 have been 
reported; however, no unambiguous correlations of luminescence bands with 
specific defects have been established yet. Jones and Embree (1976) observed a 
CL band at 4.77 eV (260 nm) in crystalline and at 4.28 eV (290 nm) in amor­
phous Si02 and correlated it with oxygen vacancies. The bulk samples were irra­
diated with high-energy neutrons and/or 'Y-rays in order to generate oxygen va­
cancies; and in thin-film material, oxygen vacancies were produced by heating 
the sample in a flowing CO/C02 atmosphere at 900°C for several hours. Optical 
absorption and spin resonance measurements were used to derive the oxygen va­
cancy concentrations. Figures 9.10 and 9.11 present luminescence spectra for 
crystalline and amorphous samples. In each spectrum, several bands are ob­
served; and the individual spectra correspond to samples that were irradiated with 
different doses of neutrons (Jones and Embree, 1976). The luminescence band at 
4.77 eV (260 nm) in the crystalline samples and at 4.28 eV (290 nm) in the amor­
phous samples was the only one proportional to the oxygen vacancy concentra­
tions. In thin-film Si02 , the band at 4.28 eV also appeared to correlate with the 
trapped positive charge in the layer. Hence, Jones and Embree (1976) concluded 
that the luminescence bands at 4.77 eV in crystalline and 4.28 eV in amorphous 
Si02 were related to the oxygen vacancy. 

The properties of Si02 films are important in devices, and several CL stud­
ies, with the objective of analyzing defects in Si02 layers, have been reported 
(Koyama, 1980a; McKnight and Palik, 1980; Skuja and Entzian, 1986). No con­
sistent correlations between the CL bands and specific defects, however, have 
been found. Koyama (1980a) observed the following CL bands in Si02 thin 
films: A at 290 nm (4.27 eV), Bat 415 nm (2.99 eV), C at 560 nm (2.21 eV), and 
D at 650 nm (1.91 eV) (Figure 9.12). As can be seen in Figure 9.12, in some 
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Figure 9.10. Cathodoluminescence from bulk 
crystalline Si02 samples excited by a lO·keV elec· 
tron beam at 4.5 x 10- 5 A/cm2 . Labels Al through 
A3 indicate samples irradiated with various doses of 
fast neutrons. (After Jones and Embree, 1976.) 

Figure 9. 11. Cathodoluminescence from bulk 
amorphous Si02 samples excited by a lO-keVelec-
tron beam at 4.5 x 10- 5 A/cm2 Labels BI through 
B3 indicate samples irradiated with fast neutrons or 
,(-rays and MeV electrons. (After Jones and Em-
bree, 1976.) 

255 

>­
f­
(f) 

WAVELENGTH (nm) 

o 0 0 00 
o 0 0 00 
(\J r0 "'" ll) c.o 
Crystalline Qudr~z ' 1 rrrl 
Room Temp I 

Res. -I f- Res. -If- i 

AI 
I 

0'-----

z A2 
~ O~----­
z 

w 
o 
z 
w 
u 
(f) 

w 
:;;: 
::2' 
:::> 
-.J 

(f) 

t::: 
z 
:::> 

<Ii 
cr 
~ 

>-
t:: 
(f) 

z 
W 
f-
:;;: 

w 
u z 
w 
u 
(f) 
w z 
:E 
:::> 
-.J 

o f--A-,3 __ ~ 

A4 

Control 
O~-------
L~~_--" __ .l 

6.0 4.0 2.0 

PHOTON ENERGY (eV) 

WAVELENGTH (nm) 

0 0 0 00 
0 0 0 00 

'" '" <t I()", 

Amorphous 

Room Temp 

Res. -I f-

81 
0 

82 
0 

83 
0 

84 
Control 

0 
6.0 4.0 2.0 

PHOTON ENERGY (eV) 

o 

o 

o 

0 

0 

0 



258 

Ui' 
l-
ii 
:::I 

a:i 
II: 
S ... 
u z ... 
~ ... z 
:is 
:3 
o 
o 
o :c 
!C 
u 

6r-~-~--'----'--r--.----' 
(I) SI02 In I semiconductor 

4 

2 

2 

device 

A 

o~------------------~ 

2 

o 

(e) Phospho-Silicate Glass 

300 400 500 600 700 

WAVELENGTH (nm) 

CHAPTER 9 

Figure 9.12. Cathodoluminescence spectra 
from (a) Si02 layers in a semiconductor device, 
(b) dry-grown Si02 , (c) wet-grown Si02 , (d) as­
deposited CVD Si02 , and (el phosphosilicate 
glass. The electron energy was 20 keY and the 
electron beam current density was I. 5 x 10 - 5 

A/cm2 . (After Koyama, 1980a.) 

types of film certain bands were absent. To elucidate the impurities incorporated 
in the films (from, say, diffusion of intentional dopants in devices and metal con­
tacts) and the adsorption of carbon and water onto the surface of the film, they 
introduced As, P, AI, C, and H into the films by ion implantation. Figure 9.13 
presents the CL spectra of the ion-implanted films (Koyama, 1980a). Com­
parison of Figures 9.12 and 9.13 revealed changes in the CL spectra. The most 
apparent change occurred in the spectrum of dry-grown Si02 (compare Figures 
9.12b and 9. 13d), in which band B appeared due to carbon implantation. 
Koyama (1980a) argued that the appearance of this peak was related to the im­
planted impurities rather than to implantation-induced contamination or damage. 
Depth-resolved CL studies confirmed that the luminescence center associated 
with band B was related to the presence of carbon in the film. From the analysis 
of the CL results, Koyama (1980a) also concluded that bands A and C were due 
to electron beam-induced defects, and that band D might have originated from 
residual OH and/or adsorbed H20. Koyama (1980b) also demonstrated the 
power of monochromatic CL imaging for microcharacterization of irradiation­
induced damage and processing-induced contamination in Si02 layers on a con­
ventionallarge-scale integrated device. 

McKnight and Palik (1980) studied CL intensities from Si02 films on sil­
icon as a function of time, temperature, and electron beam current. They reported 
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Figure 9.13. Cathodoluminescence spec­
tra of Si02 ion-implanted with (a) phos­
phorus, 140 keY, 4 x 1015/cm2, (b) arsenic, 
140 keY, 4 x 1015/cm2, (c) aluminum, 100 
keY, 1 x 1015/cm2, (d) carbon, 100 keY, 1 
x 1016/cm2, and (e) hydrogen, 30 keY, 4.5 
x 1015/cm2. The electron energy was 20 
ke V and the electron beam current density 
was 1.5 x 10-5 A/cm2. (After Koyama, 
1980a.) 
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CL bands at 1.9, 2.7, and 4.3 eV. The CL intensities were found to vary (for 
constant electron beam current) over a few minutes. The low-temperature and 
time-dependent luminescence results indicated a close relation between the lumi­
nescence centers associated with the 2.7-eV (blue) and 4.3-eV (UV) bands. The 
time-dependent luminescence results obtained as a function of temperature are 
shown in Figure 9.14. The decay curves of the UV and blue lines at low tem­
perature, shown in Figures 9. 14c,d are similar, suggesting a close relationship 
between the centers responsible for the two lines (McKnight and Palik, 1980). 
This conclusion, however, was contradicted by the current saturation behavior of 
these two lines, thus preventing any consistent conclusions. It was also found 
that the 1.9-eV (red) line showed no connection to the blue and the UV lines. 
McKnight and Palik (1980) attributed the low-temperature CL time decays to the 
long-term capture of, for example, the electron. The time-dependent increase of 
the intensity observed in some cases (Figure 9 .14b) was ascribed to electron 
beam damage (Mitchell and Denure, 1973). 

Skuja and Entzian (1986) compared their CL measurements on amorphous 
Si02 (which showed bands at 1.9, 2.7, and 4.3 eV) to PL spectra of irradiated or 
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Figure 9.14. Time-dependent CL signals for a 825-A 
dry-oxide film showing fatiguing and damage effects. All 
the data were taken with beam voltage Vb = 800 V. The 
steps in the curves represent drops of the signal to zero 
occurring when the beam was deflected from the sample: 
(a) A = 290 nm, T = 300 K, Ib = 40 fJ.A; (b) A = 450 nm, 
T = 300 K, Ib = 40 fJ.A; (c) A = 290 nm, T = 95 K, Ib = 

38 fJ.A; (d) A = 450 nm, T = 95 K, Ib = 39 fJ.A; (e) A = 
450 nm, T = 95 K, Ib = 5 fJ.A; (f) A = 630 nm, T = 95 
K, h = 46 fJ.A. (After McKnight and Palik, 1980.) 

oxygen-deficient amorphous Si02 . They questioned the correlation between the 
4.3-eV CL band and the oxygen vacancy by Jones and Embree (1976), and sug­
gested different assignments for the observed CL bands. Thus, the CL band at 
1.9 eV was attributed to a nonbridging oxygen center, and the CL bands at 2.7 
and 4.3 eV were assigned to the triplet and singlet luminescence of a twofold 
coordinated silicon center. This assignment of the bands at 2.7 and 4.3 eV to 
transitions from excited states of the same defect is consistent with the observa­
tion (McKnight and Palik, 1980) of a close relationship between the centers that 
are responsible for the two bands. 

Atkinson and McMillan (1974) demonstrated the value of the CL-SEM 
mode for the analysis of the microstructure of glass ceramics. They observed CL 
contrast, which could distinguish the lithium disilicate crystalline phase from the 
glassy matrix. 

Several examples of the application of CL microscopy and spectroscopy to 
ceramic materials, including optical fibers, were described by Trigg (1985). To 
obtain low-loss fibers with a high refractive index core surrounded by a lower 
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refractive index cladding layer, one deposits successive layers of silica inside a 
silica glass tube by chemical vapor deposition. The innermost layers are doped 
with Ge to increase the refractive index near the center. Fibers (with diameters 
about 100 !-Lm) are drawn from a preform (with a typical diameter of 1 cm) ob­
tained from the glass tube. Trigg (1985) demonstrated that CL can be effectively 
used for the analysis of the Ge distribution in the preform and in the fiber. A broad 
CL band with the peak at 400 nm was obtained from the Ge-doped core, and a 
broad CL band with the peak at 460 nm was obtained from the envelope of the 
preform. CL line scans were used for a semiquantitative analysis of the Ge dis­
tribution across the central region of the optical fiber preform. Assymetry of the 
distribution profile, which was related to poor control of the deposition conditions, 
was obtained, indicating possible substantial optical loss in the final fiber. 



10 
Minerals 

10.1. Introduction 

Most cathodoluminescence analyses of minerals are performed in relatively sim­
ple, but valuable (despite their limited spatial resolution), optical CL micro­
scopes described in Section 5.4 (Hagni, 1987). An x-ray detector attachment 
developed by Marshall et at. (1987) for the Luminoscope (Nuclide), in addition 
to the CL capability, provides a powerful characterization technique for studies 
of minerals. The symposium "Cathodoluminescence Microscopy Applications 
in Process Mineralogy" (Hagni, 1987), including a bibliography by Barker 
(1987) with several hundred references, and earlier reviews of the CL of minerals 
(Remond, 1977; Nickel, 1978; Hagni, 1985) and a book by Marshall (1988) indi­
cate that optical CL microscopy of minerals has become a significant field. 

For some minerals, such as diamonds, CL-SEM and CL-STEM are used, as 
will be described in the following section. CL-SEM microcharacterization is 
demonstrated in Figure 10.1, which presents a secondary electron image (Figure 
1O.la) and monochromatic CL images (Figures 1O.lc,d) of a natural diamond. 
The monochromatic CL micrographs were recorded by using wavelengths corre­
sponding to the peaks of the emission spectrum of the diamond shown in Figure 
1O.lb. There is little correlation between the CL images and the secondary elec­
tron image. Each wavelength used for this imaging can in principle be associated 
with particular luminescence centers (i.e., impurities or other point defects), so 
the monochromatic CL images resolve their distributions. 

Minerals are often extremely complex and variable. Difficulties with CL ob­
servations on minerals (and phosphors as well) may arise due to long decay time 
luminescence in panchromatic images. This produces smearing of the image (see 
Figure 10.2); i.e., long streaks appear in the scan direction. One solution to this 
problem, in addition to avoiding such areas, is to obtain monochromatic micro­
graphs recorded at wavelengths well away from the long-decay luminescence 
band. 
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Figure 10.1. A natural diamond: (a) secondary electron image; (b) CL emission spectrum; (c) 
monochromatic (516 nm) CL image; (d) monochromatic (444 nm) CL image. The bandwidth was 2 
nrn, the electron beam voltage 30 kV, the electron beam current 15 nA, and the magnification x 800. 
(After Steyn et al., 1976.) 

10.2. Cathodoluminescence Studies of Diamond 

Cathodoluminescence in diamond was first observed more than a century 
ago (Crookes, 1879). More recent studies include, for example, the work of 
Kiflawi and Lang (1976), Hanley et al. (1977, and references therein), Lang 
(1977, 1980), Pennycook et al. (1980), and Yamamoto et al. (1984). 

A recent review by Walker (1979) outlines the optical properties and a 
qualitative classification system (and its inconsistencies) for diamonds. Many 
optical emission features in type la diamonds are related to the presence of nitro­
gen, and type lib diamond, containing boron, is a p-type semiconductor. The 
common CL band in all types of diamond, both natural and high-pressure synthe­
sized material, is the "band A" luminescence, which is attributed to donor-ac-
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Figure 10.2. Smearing due to the emission of long-persistence CL by a particle of mineralogical 
ZnS in an ore sample. The scan direction was from left to right. This panchromatic CL image was 
taken at x 140. (After Steyn et ai. , 1976.) 

ceptor pair recombination (Dean, 1965). The peak of this broadband lumines­
cence occurs between 2.2 and 3.1 eV, depending on the type of diamond 
(Walker, 1979). The variation in the energy position of this luminescence band 
was explained as being due to the differences in separation between donors and 
acceptors in natural diamond (where close pairs predominate) and synthetic dia­
mond (where the separation is larger). 

Lang (1980) studied synthetic diamonds and observed a strong emission in 
the near-infrared in CL topographs. The emission was attributed to the vibronic 
system with a strong zero-phonon line at 1.40 e V. The emission was confined to 
{Ill} growth sectors and was partially localized. Lang concluded that a defect 
more complex than a single substitutional nitrogen was responsible. 

Comparisons of CL and STEM images of natural type lIb diamond revealed 
luminescence at energies less than the band gap at individual dislocations (Pen­
nycook et ai. , 1980). No correlation of the CL with dislocation type was found. 
Both screw dislocations and 60° dislocations appeared equally luminescent, and 
both types were also observed to be nonluminescent. The emission from disloca­
tions was attributed to the local reduction of the band gap due to the dislocation 
strain field (Pennycook et ai., 1980). CL variations observed along dislocations 
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Figure 10.3. CL spectra from type lib 
and lIa diamonds taken over large specimen 
areas using 100 kV electrons at 89 K: (a) raw 
data from type lib; (b) spectrum from type 
lib corrected for instrument response; (c) 
raw data from type IIa; (d) corrected spec­
trum from type IIa. The instrument resolu­
tion is 1 nm. (After Yamamoto et al.. 1984.) 

suggested local dissociation into partial dislocations or varying impurity segrega­
tion at the dislocation core (Pennycook et al., 1980). 

Yamamoto et al. (1984) used CL microscopy and spectroscopy in conjunc­
tion with transmission electron microscopy for the analysis of individual disloca­
tions in type lIb diamond. CL spectra were obtained from individual dislocations 
of types determined from the transmission electron microscope observations. A 
broad (0.416-eV FWHM) emission at 435 nm was found to be polarized along 
the dislocation line. Some of their observations are presented in Figures 10.3, 
10.4, and 10.5. 

The CL spectra, both raw and corrected, for two samples are presented in 
Figure 10.3. Spectra a and c present the raw data, and band d are the spectra 
corrected for the instrumental response (Yamamoto et ai., 1984). A broad band 
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Figure 10.4. (a) Dark-field transmission electron microscope image of type lIb diamond taken at 
100 kV using the (220) reflection. (b) CL image of the same area recorded using the 425-nm emission 
at 89 K. Dislocations 1-5 are luminescent. (After Yamamoto et al .• 1984.) 
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Figure 10.5. CL spectra from individual dislocations, 
1-5 , excited by l00-kV electrons at 89 K, recorded using 
24-nm bandpass slits. (After Yamamoto et al .. 1984.) 

with peak at 425 nm occurred in the raw spectrum of Figure 1O.3a. The peak 
shifted to 435 nm on correction. Another sample (Figure 1O.3c,d), which was 
irradiated by a I-MeV electron beam before the experiment, showed fine peaks 
in the spectrum. The emission peak ao and the following peaks on that emission 
band were identical to the N3 emission system, which is related to nitrogen in 
type Ia diamonds; and the peak Co and the following peaks were related to the H3 
emission system, which is mainly produced in type Ia diamond by radiation 
damage and subsequent annealing and which has also been reported in type IIa 
diamond (Sumida and Lang, 1981). 

Transmission electron microscope and monochromatic CL observations are 
summarized in Figure 10.4, which reveals luminescent spots in the CL image 
that correspond to dislocations identified in the transmission electron microscope 
dark-field image. In agreement with other studies (Kiflawi and Lang, 1976; 
Hanley et ai. , 1977; Lang, 1977; Pennycook et ai., 1980), the 42S-nm band 
emission was observed to be localized at certain dislocations in the type lIb sam-
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pIe but not in type IIa. Also in agreement with other reports, Yamamoto et ai. 
(1984) observed that, although the 425-nm emission was due to dislocations, not 
all dislocations were luminescent. The dislocations were identified from trans­
mission electron microscope studies, but no correlation between the lumines­
cence and the type of dislocation was found. It was also concluded that the large 
size of the bright spots due to dislocations in the CL image was a result of the 
poor CL resolution caused by the minority carrier diffusion. CL spectra obtained 
from individual dislocations of different types are shown in Figure 10.5. The 
similarity of the CL emission bands from several types of dislocation indicated 
that the luminescence was not related to the type of dislocation. These and obser­
vations on the polarization of the emitted light and measurements as a function of 
temperature allowed Yamamoto et ai. (1984) to eliminate several possible mech­
anisms for the dislocation emission. They concluded that the model of disloca­
tion-strain-field-induced local reduction of the band gap (Pennycook et ai., 
1980) was inconsistent with their observations, as were models of emission due 
to impurities decorating the dislocation lines and of transitions between localized 
deep-level dislocation states. Thus, the dislocation emission was attributed to do­
nor-acceptor pairs arranged along the dislocation core. The impurities were con­
sidered to be N, which provides a deep donor state and B, which forms a shallow 
acceptor level. The proposed luminescence mechanism supported the earlier pro­
posal of Hanley et ai. (1977). 

It has been demonstrated that diamond films can be prepared using chemical 
vapor deposition (CVD) methods, in which the reaction gas is a hydrocarbon 
(such as methane, CH4 ) mixed with hydrogen (for a review, see Angus and Hay­
man, 1988). Applications of thin-film diamond may include both passive and ac­
tive semiconductor device components such as heat sinks and high-temperature 
devices, as well as coatings and optical components. 

Cathodoluminescence spectra (recorded at 80 K) of epitaxial diamond films 
grown on {100} and {Ill} faces of natural diamond crystals and of poly­
crystalline films grown on substrates such as silicon, copper, and tungsten were 
reported by Vavilov et al. (1980). Variations in these CL spectra were attributed 
to differences in the defect structures formed during growth on these different 
faces. The effects of nitrogen or boron doping on CL spectra were also examined 
(Vavilov et at., 1980). 

Cathodoluminescence scanning electron microscopy and spectroscopy of 
diamond films grown on silicon substrates by microwave and magne­
tomicrowave plasma CVD were reported by Kawarada et ai. (1988). Theyob­
served broadband visible luminescence, attributed to band A emission, with the 
peak between 2.4 and 2.8 eV, depending on the deposition conditions. Visible 
CL images revealed that, in the samples with the luminescence peak at 2.45 eV, 
the {lOO} faces of diamond particles were bright and the {lI1} faces were dark. 
These results are similar to those obtained from high-pressure synthesized dia­
mond (Woods and Lang, 1975). In some samples, the CL peak was shifted to 
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higher energy (2.8 eV). This was attributed to the lower nitrogen content in these 
films (Kawarada et aI., 1988). 

Robins et al. (1989) reported CL microscopy and spectroscopy studies of 
diamond films and particles grown by the hot-filament CVD method. By com­
paring their results with those available in the literature on natural and synthetic 
diamond, the CL emission bands at 2.156 and 2.326 eV were attributed to a ni­
trogen-vacancy complex, the 2.82-eV band was associated with dislocations, the 
3 .188-e V band was associated with the interstitial nitrogen or a nitrogen-carbon­
interstitial complex, and the 1.675-eV feature was attributed to a neutral vacancy. 
Cathodoluminescence microscopy of diamond particles, grown under similar 
conditions to the films, also indicated (in agreement with the previous study by 
Kawarada et ai., 1988) that luminescence features are associated primarily with 
{100} faces (Robins et ai., 1989). 

10.3. Characterization of Ore Minerals 

As mentioned in the introduction, CL studies of ore minerals using an op­
tical CL microscope can be considered as a specialized research field. Detailed 
descriptions of the many mineralogical materials are beyond the scope of this 
book. Reviews of the subject by Remond (1977), Nickel (1978), and Hagni 
(1985, 1987) provide information such as the luminescence color and probable 
activators for a wide variety of minerals. 

Cathodoluminescence microscopy can be effectively used to determine the 
location and distribution of impurities in minerals, to observe textures that cannot 
be recognized with an optical microscope, and to detect and identify minerals, 
their phases, and the distribution of the phases present. For detailed discussions, 
see Hagni (1985, 1987), Barker and Wood (1987), and Marshall (1988). 

Cathodoluminescence microscopy and spectroscopy have been also demon­
strated to be effective tools in the analysis of meteorites (Steele, 1986). 



11 
Future Developments 

11.1. Quantitation of Cathodoluminescence Analysis 

Problems in the quantitation of CL analysis were outlined in preceding chapters. 
The developmen~ of quantitative CL analysis is one of the greatest challenges in 
this field. The development of sensitive and calibrated detection systems and of 
interpretive theory and semiempirical intensity- and band-shape-parameter-con­
centration relations are required. Because (1) CL can provide nondestructive mi­
crocharacterization of optical and electronic properties of solids, (2) CL detec­
tion limits can be much lower than those attainable by the x-ray mode, and (3) 
there is a general trend toward the computerization of electron microscopy the 
development of quantitative CL is so desirable as to be almost inevitable. Initial 
steps toward quantitation have been taken. The work of Warwick (1987) is en­
couraging, and MARS-correction (mixed injection level, absorption, total inter­
nal reflection, and surface recombination) should be developed. Further develop­
ments of quantitative CL should also involve Monte Carlo calculations of the 
generation of excess carriers. 

An additional problem arises in the CL analysis of samples with internal 
electric fields associated with depletion zones or with doping inhomogeneities. 
In such cases, the analysis also involves the drift (charge collection, i.e., separa­
tion) of the excess carriers in these regions. 

The trend toward computerization of electron microscopy and its modes will 
continue, and with parallel developments of the CL and SDLTS modes, quan­
titative CL analysis will become more feasible. 

11.2 Extensions in Wavelength 

Ultraviolet CL can be detected by using appropriate photomultipliers. Thus, 
wider-band-gap materials can be studied. 
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Extensions into the infrared began with the appearance of the fIrst CL detec­
tion systems operating in the near-infrared region (Cumberbatch et al., 1981; 
Myhajlenko et al., 1983a,b). These systems use solid-state detectors and can em­
ploy Fourier transform spectrometers. The extension of the technique further into 
the infrared is motivated by increasing interest in the application of the CL mode 
to, for example infrared detector arrays as well as to polymers and biological 
studies. This could also lead to the creation of a "thermal" mode, overlapping 
with the recent development of a "thermal wave" or electroacoustic mode of the 
SEM (Balk and Kultscher, 1983; Holt, 1985 and references therein). 

11.3. Instrumental Developments and 
Additional Materials 

Analyses of electron beam-sensitive materials in the CL mode could be im­
proved by using low-voltage SEM (LVSEM). Efficient use of the SEM at volt­
ages around 1 kV became possible with the achievement of high spatial 
resolution and source brightness at low energies in a modem generation of instru­
ments (for a brief review, see Pawley, 1984). Since the secondary electron yield 
is close to unity at these low voltages, charging effects are minimized, and high­
resolution images of such nonconducting (uncoated) materials as ceramics and 
biological specimens can be obtained with little or no damage. Low-energy CL 
spectroscopy in a relatively simple vacuum system was demonstrated by Brillson 
et al. (1985), Brillson and Viturro, (1988) and Viturro et al. (1986, 1987a,b, 
1988a,b) in studies of metal-semiconductor interfaces (see Chapters 5 and 6). 
They also demonstrated that low-energy CL spectroscopy can be used to obtain 
information on nonuniformities in charge transport and rectification at metal­
semiconductor junctions. Further improvements of this powerful tool for the 
analysis of interfacial states would include (1) the use of cryogenic temperatures 
to obtain sharp and enhanced CL emission for the identifIcation of deep levels, 
(2) obtaining time-resolved CL to derive recombination times, and the densities 
and capture cross sections of these levels, and (3) obtaining "maps" of electronic 
properties of interest (Brillson and Viturro, 1988). 

Low-voltage CL microscopy and spectroscopy may also become useful in 
studies of metals. Cathodoluminescence from metals may be expected as a result 
of transition radiation and/or bremsstrahlung, and luminescence can be produced 
by surface-roughness-coupled radiation from surface plasmons (Artamonov and 
Samarin, 1979; Chung et al., 1980; Kretschmann et al., 1980). With electron 
beam energies of 1 keY or less, the CL spectrum of silver films was shown to 
contain a peak at 3.73 eV (the volume plasmon energy) attributed to transition 
radiation and/or bremsstrahlung, and a peak at about 3.6 eV associated with 
roughness-coupled radiation from surface plasmons (Chung et aI., 1980). The 
position and the intensity of the latter peak were found to depend strongly on 
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surface roughness, and in fact, for rough films, that peak dominated the lumines­
cence (Chung et al., 1980). Thus CL spectroscopy can be used to characterize 
the roughness of metal surfaces. Since low-voltage CL is generated primarily 
near the surface, it is also expected to be greatly affected by adsorbed species, 
which therefore can be evaluated using low-voltage CL analysis (Artamonov and 
Samarin, 1979). 

Recently, there have been increasing applications of CL analysis techniques 
to organic materials. Polymers and biological-medical specimens yield low in­
tensities of emission and are sensitive to beam damage. Both problems are eased 
by the use of low-temperature stages (Horl and Roschger, 1980). The importance 
of such specimens has resulted in a considerable volume of work reviewed by De 
Mets (1974), Brocker and Pfefferkorn (1979), Pfefferkorn et al. (1980), and Holt 
(1984). The CL mode has many advantages that will undoubtedly be exploited 
with further developments of CL techniques, low-temperature stages, and signal 
processing and image analysis. The simultaneous availability of secondary elec­
tron imaging and the x-ray mode provides a powerful means for the analysis of 
biological specimens. 
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