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Resolution enhancement techniques (RETs) have been widely adopted in

subwavelength optical lithography for reliable manufacture of ever smaller device

features. However, their adoption simultaneously introduces certain restrictions on

layouts, and therefore challenges physical design. When using subresolution assist

features (SRAFs) in conjunction with off-axis illumination (OAI) to enhance image

quality of dense pattems, intermediate pitches have a lower lithographic process

window. Although allowed by current design rules, these pitches should ideally be

avoided in layouts due to their low manufacturability. Exclusion of pitches with a

low process window (also called forbidden pitches) presents unique challenges for

routing. In this thesis, lithography-friendly routing via forbidden pitch avoidance is

investigated.

A two-stage lithography-friendly routing method is proposed. It accomplishes

the muting task in the first stage by traditional routing techniques. In the second



stage, pitch adjustment is iteratively executed to move the wire segments away from

forbidden pitches. Pitch adjustment concentrates on avoiding forbidden pitches in

one affected area at a time, and is divided into two steps: pitch optimization and

spacing. In the pitch optimization step, the process window of wire segments

forming the forbidden pitch and their neighbors that may be affected during the pitch

adjustment process is formulated into a quadratic objective function. Based on the

linear geometric constraints in the layout, new optimal locations for wire segments in

the affected area are obtained by solving the constrained quadratic optimization

problem. In the spacing step, each wire segment is adjusted to its new optimal

location by a spacing technique that keeps the original wire connections and design

rules intact during the layout modification process.

A lithography-fiendly router (FnRouter) is developed, which incorporates

the two-stage lithography-friendly routing method. The router was applied to three

test chips, and successfully avoided more than 80% of forbidden pitches. The image

quality of patterns in most affected areas was also substantially improved.
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Chapter 1 Introduction

Chapter 1 Introduction

Since the emergence of the first integrated circuit (IC) in 1958, the integration

density of ICs has gone through an astounding revolution. With the continual

reduction in feature size of optical lithography, smaller transistors can be fabricated

in chips so that Moore's Law, i.e. the exponential growth in the number of transistors

per IC, has been maintained and still holds true today [Intel04]. Fig. 1.1 illustrates

the decrease of feature size during the past 20 years. In 1980, feature size of optical

lithography was 3.0pn, while it decreased to 0.11 pm in 2003 and is expected to

reach 90 nm in 2004 and 65 nm in 2007 according to the International Technology

Roadmap for Semiconductors [ITRS03].

Above Wavelength

1980 1982 1984 1988 1908 1990 1992 1994 1996 1998 2000 2002 2004 2006 2008

Fig. 1.1: Shift to subwavelength optical lithography since the 0.35pm process generation

IKahng991.



Chapter 1 Introduction

However, the wavelength of light used in optical lithography does not keep

pace with the rapid descent of feature size because of three limitations. First, few

light sources can be chosen to expose wafers in optical lithography. Secondly, the

cost of optical lithography technology dramatically increases after the wavelength of

light used is below 193 nm since the operation environment is strictly required to be

oxygen and water free. Thirdly, new photoresist and optical materials for making

lens need to be developed with the change of wavelength used in optical lithography,

which are not simple and straightforward [Wong03]. As illustrated in Fig. 1.1, since

the mid 1990s when the feature size reduced to 0.35 mn , optical lithography has

entered the subwavelength era, i.e. the minimum feature or critical dimension (CD)

that needs to be resolved on the wafer is smaller than the wavelength of the light

used to print them.

Based on the knowledge of optics, as images approach the dimensions of the

wavelength of the light source, undesirable effects start to happen, which include

image distortion, shortening, and blur due to physical limitations of the optical

system. With the addition of interference from other processes in manufacturing such

as etching and polishing, image quality control that directly affects the yield of chips

becomes a difficult task in subwavelength optical lithography. In order to enhance

the image quality of the photomask so that the printed patterns on the wafer are as

close to the desired shapes in the layout as possible, resolution enhancement

techniques (RETs) [WongO1] are widely adopted. However, as optical lithography is

being pushed closer to its fundamental resolution limit, it is becoming increasingly

difficult to implement RET without RET-enabling layout restrictions [Liebma03].

2



Chapter 1 Introduction

The requirement of lithography-friendly layout in IC manufacturing challenges the

IC design especially in the physical design. New geometric constraints and RET-

compliant design rules should be introduced in placement, routing, layout

verification, and designing library cells. Moreover, closer communication between

design team and manufacturing team should be developed since restrictions in layout

design changes when applying different combination of RETs in subwavelength

optical lithography. Therefore, the requirement of design for manufacturability

(DFM) becomes more crucial in today's IC industry.

1.1 Resolution of Optical Lithography

When the IC design is completed, the fmal chip layout is taped-out (typically

in GDSII file) and transferred to the IC foundry for manufacturing. Firstly, the layout

data are converted into geometric patterns on the photomask by mask-writing tools.

Then in optical lithography, optical instruments project light through the photomask

onto the surface of silicon wafers that are coated with light-sensitive photoresist

material [Lavin02]. After chemical development processes remove the resist material,

geometric patterns are transcribed from the photomask to silicon wafers and ready to

act as the template for ion implantation and etching. Therefore, function correctness

and yield of chips are directly affected by how accurate the layout information is

transcribed to the wafer, which is greatly determined by the resolution of optical

lithography in addition to influences from the photoresist and chemical processes.

3



Chapter 1 Introduction

Expooure System

Photomask
Pupil Plane

Photomask WaferCondenser Image (Image
Plane)

Source
Source (A) Image

1.1 L2 L3

ft 1.111.1=1.1

Fig. 1.2: Basic components of optical lithography [WongO11.

Optical lithography comprises four basic components: light source,

photomask, exposure system, and wafer as illustrated in Fig. 1.2. Lights with

wavelength A illuminate the photomask, and then patterns on the photomask are

replicated by the exposure system onto the wafer coated with photoresist. In this

figure, 0 is the semi-aperture angle that the pupil subtends at the wafer. Numerical

aperture (NA) of the exposure system is defined as

NA = n sin eO , (1.1)

where n is the refractive index of the image space medium. The CD of optical

lithography, i.e. the minimum size that it can be resolved, can be defined as a

finction ofthree parameters [Wong01] as

,t
CD = k1 x

N-A, (1.2)

4



Chapter 1 Introduction

where ki is the Rayleigh factor used as a measure of lithographic challenge. The

smaller lc, , the more difficult it is to resolve a certain dimension with a given optical

lithography technology.

From (1.2), it is obvious that the resolution of optical lithography can be

enhanced by reducing A or kl , or increasing NA. However, A can only be reduced

to a certain extend due to the three limitations presented before. As to sin O in (1.1),

its physical upper limit equals to 1. But increasing o has adverse impacts on depth of

focus (DOF), which is the maximum focus variation that the exposure process can

tolerate. Therefore, the convenient approach for resolution enhancement is reducing

k] . Although there is no theoretic low limit of ki , it is restricted by process control,

material robustness, and the cost of optical lithography. In [Wong03], the practical

low limit of ki is estimated to be 0.2.

Fig. 1.3 presents the Rayleigh factor ki achieved in optical lithography

during the past decade and its estimation in the next few years [Liebma03a]. Four

distinct k1 zones can be identified in this figure. For the technology with feature size

larger than 350 nm , k1 0.7 can be easily achieved with conventional optical

lithography. While for 250 nm and 180 nm technologies, kI can approach 0.5 by

introducing optimization effort and RETs. As feature size reduces to 130 nm and

90nm, k1 is below 0.5 and the application of RETs is widespread. For the next two

generations technologies -- 65 nm and 45 nm optical lithography is estimated to,

5



Chapter 1 Introduction

kl Feature Size
0.9 - J

350nm A

0.8 - 500nm
*

0.7 Conventional
Wavelength

0.6 -
* 365nm250nm

* Introduce RET130nm
* 248nm0.5 - -A- .e.............................................................

180nm Widespread RET
90nm * * 193nm

0.4 ...........................................................................................................................................

* * * 157nm
65nm 45nm0.3 -

Strong-RET

1993 1995 1997 1999 2001 2003 2005 2007

Fig. 1.3: Rayleigh factor kI in the past, present, and future [Liebma03a].

achieve kI 0.4 with the help of strong-RETs, which belong to the second generation

RETs and are more complex than those of the frst generation.

1.2 Goal of This Research

The implementation of RETs in optical lithography contributes to the

decrease of lt so that smaller features could be fabricated on the wafer. However, it

simultaneously impacts and challenges the layout design. As RETs become

inevitable in subwavelength optical lithography and more difficult to be implemented

as ki is being pushed even closer to its low limit, designing lithography-friendly

layout so as to facilitate the use of RETs is more urgent than before. Approaches

such as introducing new geometric constraints and RET-compliant design rules in

6



Chapter 1 Introduction

physical design have been proposed by researchers. However, most of them

concentrate on the layout design at library cell level. There are few approaches that

consider the lithography-friendly requirement at higher level, such as the chip level.

Since physical locations ofmetal wires and their shapes in the whole chip are

determined by the router, the goal of this research is to develop a new routing

technique to achieve lithography-friendly layout at the chip level. Though some

routing techniques to facilitate the use of specific RETs such as phase-shifting mask

(PSM) have been presented [Liebma03][McCull04], this research is believed to be

the first investigation on the lithography-friendly routing via forbidden pitch

avoidance, which facilitates the use of another two RETs -- subresolution assist

features (SRAFs) in conjunction with off-axis illumination (OAI). A two-stage

lithography-friendly routing method is proposed, which inherits the traditional

routing techniques and integrates some RET-compliant restrictions.

1.3 Organization

Chapter 2 briefly reviews the principles of RETs including optical proximity

correction (OPC), OAI, and SRAFs. Their challenges and restrictions on layout

design, especially the forbidden pitch problem, are explored and suggestions to

facilitate the use ofRETs are presented.

i
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Chapter I Introduction

Chapter 3 discusses the lithography-friendly routing after reviewing the

traditional routing techniques. A two-stage lithography-friendly routing method is

proposed, which avoids the forbidden pitches by adjusting the space between wire

segments after traditional routing. The structure of FnRouter, which was developed

in the research process to implement the two-stage lithography-friendly routing

method, is introduced.

Chapter 4 briefly presents the traditional routing techniques implemented in

FnRouter, which corresponds to the traditional routing stage, i.e. the first stage of the

two-stage lithography-friendly routing method.

Chapter 5 introduces the pitch optimization step in the iterative pitch

adjustment stage, i.e. the second stage of the two-stage lithography-friendly routing

method. Lithography-friendly routing via forbidden pitch avoidance is formulated as

a constrained quadratic optimization problem in this step.

Chapter 6 introduces the spacing technique implemented in the iterative pitch

adjustment stage, which adjusts the space between wire segments in the layout while

keeping the original wire connectivity and design rules intact.

Chapter 7 discusses other factors involved in the two-stage lithography-

friendly routing method and presents the results when applying the method to three

test chips.

III
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Chapter 8 appends two assistant techniques to avoid the forbidden pitches

that could not be solved by the two-stage lithography-friendly routing method.

Chapter 9 presents some discussions about the lithography-friendly routing

via forbidden pitch avoidance and then draws the conclusion of the research.

9
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Chapter 2 Resolution Enhancement Techniques

As Rayleigh factor ki falls below 0.75, RETs are widely implemented in

optical lithography to allow even smaller features to be reliably manufactured. RETs

are based on the prediction ofthe physical phenomena of the optical systems used for

optical lithography, especially diffraction and phase interference. By predicting these

effects and compensating for them, image contrast and pattern fidelity can be

dramatically improved, and the minimum feature and pitch that can be resolved are

significantly extended [Schellen01]. However, the adoption of RETs also places

certain restrictions on layouts.

2.1 Resolution Enhancement Techniques

The main RETs include phase-shifting mask (PSM) [Levenson82] [Liu98],

optical proximity correction (OPC), off-axis illumination (OAI), and subresolution

assist features (SRAFs). In the following, all RETs except PSM are briefly reviewed

and their restrictions on layouts are explored. Also, the rising challenges in RET-

compliant layout design are discussed and some suggestions to facilitate the use of

these RETs are provided.

10



Chapter 2 Resolution Enhancement Techniques

2.1.1 Optical Proximity Correction

In low- kI optical lithography, the pupil of the exposure system acts as a low-

pass filter [Wong01], which blocks the high-frequency components of the mask

spectrum. Due to the loss of high-frequency components, images on the wafer plane

are distorted fom the original layout and thus results in proximity effects. Typical

proximity effects, i.e. image distortions, include line shortening, comer rounding,

and iso-dense bias (or called linewidth variation).

To compensate the image distortions, optical proximity correction (OPC)

[Kahng99a] is applied in mask-making process, which predistorts mask patterns so

that the printed features are as close to the desired shape as possible. OPC can be of

several forms, which includes serifs, hammerheads, notches, and SRAFs. There are

two approaches to implement OPC: rule-based [Otto96] and model-based [Cobb97].

Rule-based OPC corrects the layout according to a predetermined rule table. Model-

based OPC is more complex, which modifies the layout iteratively according to the

simulation using mathematical models of the fabrication process.

OPC is transparent to circuit design since the pattern predistortion process is

not performed until the layout is taped out for mask fabrication. However, when

optical lithography is driven to subwavelength era, the appeal of designing OPC-

fiendly layout for manufacturing is much louder than before due to the rising

difficulties in applying OPC to irregular, ambiguous patterns in the layout. Take

patterns from [Grobm01] as examples, the pattern in Fig. 2.1(a) is OPC-friendly

II
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Hammerhead

/
N

-

N

(a) OPC-friendly pattern (b) Ambiguous patterns

Fig. 2.1: Examples ofOPC-friendly pattern and ambiguous patterns [Grobm01].

since it is easily recognized by rule-based OPC with little parameters to add a

hammerhead at the line-end to ensure proper contact coverage. By comparison, rule-

based OPC is not efficient for ambiguous patterns in Fig. 2.1(b) since more

parameters are required to specify the patients. In addition, rule generation and table

look-up time increase exponentially with the rising number of parameters. Though

model-based OPC may solve such problems, it is approximately two to three times

slower than rule-based OPC [Liebma01] and extra polygons that are not needed may

be introduced [Grobm01]. The rocketing expense on mask fabrication is another

reason to appeal for OPC-friendly layout. Because the data volume of the corrected

layout is explosively enlarged, the time of mask fabrication is increased and hence

the cost is raised. If the layout is OPC-friendly, then OPC run time and output file

size can be dramatically reduced so as to decrease the expense on mask fabrication.

OPC-friendly layout required by manufacturing makes OPC no longer

independent of circuit design and is suggested to combine with physical layout

verification [Schellen99]. To facilitate OPC operations, OPC-compliant restrictions

12



Chapter 2 Resolution Enhancement Techniques

should be introduced in the layout design. Most of them require patterns in the layout

to be well defned and easily recognizable.

2.1.2 Off-axis Illumination Subresolution Assist Features

Off-axis illumination (OAI) [Reynolds861[Kamon91] enhances the resolution

of optical lithography by using a shaped illuminator (annular, quadrupole, or dipole)

to direct light only at certain angles onto the mask. The principle of OAf is

demonstrated in Fig. 2.2. Due to the illumination has an oblique angle # with the

optical axis, the phase of the light front varies along the conventional mask. At a

particular mask aperture pitch, which is determined by

2
pitch

-
(2.1)

2xsin0'

i
#

Optical axis --*

illumination

O 180

Fig. 2.2: Off-axis illumination RtiegerOl].

13
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Mask
l l

O 180 0 0

Field amplitude
in mask plane 0 [ 0 [ ]

Destructive
Interference

j')//

Field amplitude
in wafer plane

0

r

0

Relative intensity
in wafer plane

0

(a) Offaxis illumination (b) Conventional illumination

Fig. 2.3: Comparison bebveen off-axis illumination and conventional illumination [WongOl].

the light phase appears to have shifted 180 degrees. As illustrated in Fig. 2.3, iflights

project to the two clear regions on the mask with 180 degree shifted phase under OAI,

lights diffracted into the dark region between two clear regions interfere destructively

and yield a region with low field amplitude in the wafer plane. Since the light

intensity is square of the field amplitude, image contrast of the printed feature is

improved, which leads to better resolution and depth of focus (DOF) for optical

lithography.

OAI can enhance the resolution by nearly a factor of two for the features with

dense pitches optimized according to (2.1). However, it has less resolution

improvement for features with large pitches, such as isolated lines. For other features

14



Chapter 2 Resolution Enhancement Techniques

with intermediate pitches, it even deteriorates their image qualities [Rieger01].

Besides, linewidth variation due to iso-dense bias can be amplified with OAI due to

the different diffraction performance of isolated line and dense lines [Schellen01

Therefore, subresolution assist features (SRAFs) [Prouty84] [Garofalo93] are always

used in conjunction with OAI to overcome the limitation of pitch-specific resolution

enhancement in OAI.

SRAFs, also called scattering bars, are small lines below the resolution of

optical lithography so that they are not printed onto the wafer but can affect the light

diffraction. The use of SRAFs is also one of OPC techniques. By adding SRAFs to

both sides of the isolated or semi-isolated lines to create a dense environment,

linewidth variation can be controlled in tolerance and the image process window (i.e.

the measure of how well pattern fidelity can be controlled over a range of exposure

dose and defocus [Liebma03a]) can be enhanced. However, due to the finite design

grid of CAD tools and mask manufacturability constraints, SRAFs can only be used

in discrete steps in size and spacing across the pitch [Liebma01]. Many researches on

SRAFs design strategy under OAI have been reported, such as [Mansfield00]

[Socha00]. Their experimental results show great similarity, which are illustrated in

Fig. 2.4 with a discontinuous process window curve as a function of pitch.

Main features in Fig. 2.4 are expressed with rectangles in black color, while

SRAFs are rectangles in white color. It is obvious that the process wvindow for

tmassisted main features drops sharply with the increase of pitch. However, the

process window can be recovered when the pitch between main features is large
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Fig. 2.4: Use of SRAFs across the pitch [Liebma0l].

enough to insert a SRAF. As the pitch continues to grow, the optimum size of SRAF

changes to maintain its benefit for high process window. When the process window

cannot be held by single SRAF and the pitch is large enough, the second SRAF is

inserted so as to restore the process window. Such rising and falling of process

window continues with the increase of pitch. In the current technology, up to four

SRAFs can be filled between main features.

It is clear that the use of SRAFs across various pitches is not straightforward.

The number, size, and placement of SRAFs vary as a function of pitch [Wong01].

Furthermore, the process window across the pitch is not uniform. Some pitches have

low process window, though the number, size, and placement of SRAFs have been

optimized according to the design strategy achieved from the experimental result for

specific optical lithography. These pitches always fall in the transition regions, where

the process window keeps falling but there is no room to place a SRAF or an

additional SRAF. From the optical lithography standpoint, these pitches should be
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forbidden in the layout due to their low manufacturability. If only the process

window above the acceptable line is accepted in manufacturing, then the range of

forbidden pitches [Socha00] can be defined as in Fig. 2.4.

In order to facilitate the use of SRAFs in conjunction with OAI, forbidden

pitches should be avoided in the layout due to their low manufacture robustness.

Therefore, new space restrictions between features to avoid forbidden pitches should

be introduced in the layout design, which greatly challenges the traditional physical

design, especially the routing process that determines the physical locations for metal

wires in the layout.

2.2 Design for Manufacturability

The yield of IC is important for IC companies since it is directly related to

their profits. Several years ago, predicting IC yield was fairly straightforward: if each

structure can be manufactured, then the entire chip can be manufactured since the

layout drawn on the screen was just the pattern printed on the silicon wafer. However,

when the optical lithography enters the subwavelength era and RETs are widely

adopted, patterns printed on the silicon wafer are no longer the same as images on

the mask and the layout. Factors that affect chip manufacturing increase dramatically,

structures designed correctly may not be manufactured successfully on the wafer.

Thus the work to achieve high yield becomes increasingly difficult and the time-to-

market is greatly delayed due to the long time on debugging. Recently, design for
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manufacturability (DFM) becomes an area of active research. Manufacturability

should be considered in addition to timing, area, power, and signal integrity at the

chip design level so as to maximize the IC yield and reliability [Wilcox98]

[Camposa031.

The DFM research on optical lithography mainly concerns the use of RETs.

In subwavelength optical lithography, the implementation of RETs can greatly

improve the resolution and the image quality of masks so that chips'

manufacturability can be enhanced. However, lithography-friendly restrictions need

to be introduced in the layout design to facilitate the use of RETs. For example,

patterns for OPC should be well defined and easily recognized; forbidden pitches

should be avoided in the layout when using SRAFs in conjunction with OAI. Recent

DFM researches suggest that these lithography-fiendly restrictions can be realized

by introducing RET-compliant design rules in layout design [Lavin02] [Grobm01a]

or incorporate statistical information about the process into EDA tools [Camposa03],

which can lead to great benefits on manufacturing:

1. The yield and reliability of chips are greatly enhanced. If the layout is

lithography-friendly, RETs can improve the resolution and image quality

during the layout post-processing, i.e. after the layout is taped out. Thus

manufacturability can be greatly improved, which results in higher yield and

reliability for chips.

II I
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2. Expense on IC fabrication is saved. The mask data volume is always

explosively enlarged afer OPC, as much as ten times [Camposa03], which

increases both mask writing time and mask cost. However, it can be

decreased by carefully designing the layout with the introduction of OPC-

compliant design rules, such as making dense pitches for patterns to decrease

the number of SRAFs. Therefore the expense on mask fabrication can be

greatly saved.

3. Time-to-market is shortened. Lithography-friendly layout can speed up the

implementation of RETs. For example, if patterns in the layout are OPC-

friendly, i.e. well defined and easily recognized, rule-based OPC could be

directly implemented to correct the image deformations, which is faster than

model-based OPC. In addition to the time saved from mask fabrication due to

the reduction of data volume, the time-to-market can be shortened.

Recently, lots of DFM researches on optical lithography have been published,

such as using phase conflict graph to analyze the phase assignment in PSM

application [Kahng00], designing lithography-fiendly standard cells [Wang03], and

layout optimization for optical lithography [Liebma03b]. All of them show novel

ideas in introducing lithogaphy-fiendly restrictions in the design to facilitate the use

of RETs in subwavelength optical lithography so as to enhance ICs'

manufacturability. But most of these researches concentrate at the poly-silicon level,

i.e. the library cell level. It is true that library cells contribute significantly to the

manufacturability of ICs since they are used repeatedly throughout the design and
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they blend logic design information (netlist), design trade-offs of performance,

power, area, and yield (cell architecture), and manufacturing process requirements

(design rules) [Prolific03]. However, lithography-friendly consideration should be

moved up to higher level, such as the metal wiring level or chip level with the

increase of IC integration [Liebma03]. Therefore, lithography-friendly routing is an

obvious target since it determines the physical locations of metal wires and their

shapes in the whole chip layout.

2.3 Summary

In this chapter, the principles of different RETs including OPC, OAI, and

SRAFs have been reviewed. Their impacts and restrictions to layout design have also

been presented. To facilitate the use of RETs, DFM appeals for lithography-friendly

layout that is OPC-friendly and has no forbidden pitch, which leads to new

challenges to physical design, especially in the routing process with the increase of

IC integration.

20



Chapter 3 Lithography-rienly Routing

Chapter 3 Lithography-friendly Routing

In the general IC design flow, after the front-end engineers fnish the register-

transfer-level (RTL) design, the abstract design files (usually in VHDL or Verilog-

HDL format) are delivered to back-end engineers to finish the physical design that

transfers the abstract netlist to the real layout. Routing, abbreviated as PR with the

placement in the industry, is an important stage in the physical design, whose task is

to connect the placed library cells according to the netlist. During the past 40 years,

routing techniques applied in EDA tools have been well developed and have

contributed to the IC industry greatly. It will continue to develop to meet new

challenges from the IC industry.

Since optical lithography enters the subwavelength era, RETs have been

widely implemented in the industry to enhance the chip manufacturability. However,

lithography-friendly restrictions should be introduced in the layout to facilitate the

use of RETs. Recent researches on lithography-friendly layout design concentrate on

poly-silicon level due to their relative ease. However, researches should be moved up

to metal wiring level with the increase of IC integration. Because the physical

locations of the metal wires and their shapes in the layout are mainly determined in

the muting process, developing lithography-fiendly routing technique becomes a

new research topic. Until now, there are few formal publications on how to realize

the lithography-friendly routing.
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3.1 Review of Routing Techniques

Routing research started earlier than the emergence of IC since it was firstly

implemented for wiring printed circuit boards (PCBs). In the following, the review of

routing techniques is restricted only to their application to automatic design of IC

layout. Generally, the routing problem can be defmed as follows:

Given a set of placed cells with pins and a netlist that interconnects

different pins on the cells, route all the nets with the minimum number of

routing layers and satisfy some constraints. These constraints can be wire length

minimization, crosstalk minimization, via minimization, and the manu-

faeturability constraints, especially design rules, which guarantee the high yield

and reliability [Sait99].

The routing problem has been proved that it is an NP-hard problem, i.e. it is unlikely

that an algorithm exists for solving the routing problem in polynomial time

[Sherwani99].

Early routing techniques were developed on the grid-based maze routing

algorithm that was first described by Moore to connect the nets on the PCB

[Moore59]. The famous Lee's algorithm [Lee61] that finds a path between the source

and the target in a planar rectangular grid with obstacles, and its various improved

version including [Hadlock75][Soukup78] all belong to maze routing algorithms.
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Maze routing algorithm guarantees the shortest connection between two terminals if

it exists. However, the limitation is that it requires more memory to record the grid

information and is more time consuming for a large and dense layout. To overcome

the drawback of maze routing algorithm, line-search algorithms that use line

segments instead of grid cells in the search, were developed independently by

Mikami and Tabuchi [Mikami68], and Hightower [High69]. As opposed to maze

routing algorithm that proceeds in a breadth-first manner, line-search algorithms

perform a depth-frst search. Line-search algoritluns are more memory and time

efficient than maze routing algorithms, however, the drawback is that they cannot

guarantee finding the shortest path, and sometimes cannot fmd a path even if such a

path exists. In order to fmd an acceptable path and also ensure memory and time

efficiency, many routers that combine maze routing with line-search algorithms were

developed, such as the line-expansion routing algorithm to route nets on a grid-based

plane [Heyns80], and the tile-expansion algorithm based on comer stitching data

structure [Margari87].

With the increase of metal layers in IC manufacturing, routing algorithms

were developed from single layer routing to multiple layers routing. Then gridless-

based algorithms [Chen86][Chen86a] became more popular than the grid-based

algorithms because it allowed arbitrary location of terminals, nets, and vias on the

routing layers. Furthermore, it easily realized different wire width in different layers,

which is required by design rules. In addition, to facilitate the routing in multiple

layers, reserved layer model [Sherwani99] was widely adopted by most of routers,

which restricts wires with certain directions to particular layers.
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With the explosive increase of transistors integrated on the VLSI chip,

millions of nets have to be routed in the layout, which makes the complexity of

routing problem dramatically increase. Therefore, divide-and-conquer approach is

applied in the routing techniques. The whole routing stage is divided into two phases:

global routing and detail routing. Global routing partitions the routing area into a set

of non-intersecting rectangular routing regions and generates a loose route for each

net. Detail routing then fnds the actual geometrical layout of each net within the

assigned routing regions. Channel and switchbox are two types of routing regions

partitioned by global routing. Correspondingly, detail routing is classified as channel

routing and switchbox routing. Because channel region is not limited in one layer,

and terminal locations are different with the styles of standard cells used, there are

numerous channel routing algorithms, such as the Let-Edge algorithm (LEA) for

two-layer channel routing [Hashi71], the VICTOR algorithm [Strunk93] for three-

layer channel routing, specific for standard cells in BTM (Boundary Terminal Model)

style [Sherwani95]. There are also lots of switchbox routing algorithms, such as the

Greedy algorithm [Luk85], and the simulated evolution algorithm [Lin89].

In addition to the above general routing algorithms, specialized algorithms for

routing clock, power, and ground are also developed. As the chip frequency moves

into the GHz range, the clock skew budget, i.e. the maximum difference in the arrival

time of a clock at two different components, becomes smaller and smaller. In order

to ensure the clock arrive at all functional units at the same time, clock routing

algorithms with clock buffering mechanisms were developed to minimize the clock

skew and delay Packson90][Kalmg93]. As to the power and ground routing, special

l
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attention should be paid to line widths due to the larger amount of current required in

power and ground nets. Different algorithms, such as the plane sweep algorithm

[Xiong86] and top-down design approach [Lurs87], were developed to carefully size

the wvires to allow proper current flow.

3.2 Lithography-friendly Routing

Routing techniques have been well developed during the past 40 years and

are still being improved to meet new challenges that come with the development of

IC technology. As optical lithography enters the subwavelength era, DFM appeals

for the lithography-friendly layout so as to facilitate the use of RETs. Because the

layout of metal layers is determined during the routing process, routers should

consider the lithography-friendly requirement when wiring nets. Currently,

lithography-friendly routing is still a new research topic and only few results have

been reported. In the following, constraints of RETs to the routing techniques are

discussed, and approaches to realize lithograph-friendly routing in this thesis are

proposed.

3.2.1 0PC Constraints

The layout that facilitates the use of OPC should be well defined and easily

recognized. It is better to use rectangular line-ends, forbid circle or oval slimes,
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avoid small zig-zag and jogs when designing layouts [Prolific03]. Since the locations

of metal wires and their shapes in the layout are determined by the router, OPC-

friendly layout design should introduce these OPC constraints in the muting process.

The lithography-friendly routing research in this thesis adopts two

approaches to make the layout OPC-friendly. The first one is to introduce new OPC-

compliant design rules that only allow Manhattan patterns (horizontal and vertical

edges only) in the layout so as to forbid circle or oval shapes. The other one is to

emphasize the OPC constraints in the cost function to control the routing style. Cost

function gives high values to layout patterns with small zig-zag and jogs so that the

final routed net with the least cost has the least number of zig-zag and jogs. Because

these two approaches could be realized by improving traditional routing techniques,

OPC-friendly routing is not the main topic of the lithography-fiendly routing

research in this thesis.

3.2.2 SRAFs OAI Constraints

As presented in the last chapter, the use of SRAFs in conjunction with OAI

results in the forbidden pitch problem. To avoid forbidden pitches, new space

constraints between wire segments should be introduced when developing

lithography-friendly routing techniques. It is a great challenge since the space

constraint considered in traditional routing algorithms is only the minimum pitch

required by the design rules. Any space beyond the minimum pitch is allowed during
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Fig. 3.1: Space constraints.

the routing process as illustrated in Fig. 3.1(a). However, when using SRAFs in

conjunction with OAI, spaces in the ranges of forbidden pitches, which are beyond

the minimum pitch, should be also forbidden due to their low manufacture robustness.

Therefore, the allowed space range is no longer a contiguous one larger than the

minimum pitch, but becomes several individual segments separated by forbidden

pitches, as illustrated in Fig. 3.1(b).

The research in this thesis is the first investigation on lithography-friendly

routing via forbidden pitch avoidance. Generally, introducing new space constraints

as in Fig. 3.1(b) in the routing algorithms could prevent wire pitches falling into the

forbidden ranges. However, routing problem is an NP-hard problem. The

introduction ofmore constraints in the routing algorithm always greatly increases the

algorithm complexity and tends to yield results that have larger routing area, more

failed path in routing, etc. Furthermore, current OPC techniques including the use of
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SRAFs is implemented judiciously to reduce the mask fabrication cost, i.e. the

corrections are mainly applied for critical pattems that greatly influence the circuit

performance rather than using the same degree of predistortion for all shapes

[Wong03]. Therefore, it is not necessary to introduce new space constraints for each

net during the routing process.

Another feasible approach to avoid forbidden pitches is post-processing the

layout routed by traditional routing algorithms. The locations of wire segments

forming forbidden pitches after traditional routing are adjusted so as to make their

spaces out of forbidden pitches. The advantage of this approach is that traditional

routing techniques can be directly implemented in the routing process and operations

to avoid forbidden pitches are only concentrated in the post-routing process. Though

this approach is easier to implement, there are two basic problems that need to be

investigated. The first one is how to avoid producing new forbidden pitches when

adjusting the wire segments from the old forbidden pitches. The second one is how to

keep the design rules intact and the original wire connections during the layout

modification.

In this thesis, a two-stage lithography-friendly routing method is proposed to

avoid forbidden pitches in the layout design. In the first stage, traditional routing

algorithm is implemented to finish the routing task. Then in the second stage,

forbidden pitches are avoided sequentially by adjusting the wire segments forming

them. To avoid producing new forbidden pitches or deterioration of the original

image quality of the layout, the process to avoid forbidden pitches by layout
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modification is formulated as a constrained quadratic optimization problem. To keep

the design rules intact and the original wire connections during the layout

modification, spacing technique developed from the plowing algorithm [Scott84]

provided by the Magic layout editor [Ouster84] is implemented to deal with the pitch

adjustment.

3.3 FnRouter

In the course of this research, a lithography-friendly router called FnRouter is

developed, which adopts the proposed two-stage lithography-friendly routing method

to deal with the forbidden pitch problem arisen from the use of SRAFs in

combination with OAI in optical lithography. Moreover, FnRouter also considers the

OPC constraints in the traditional routing process.

FnRouter is a gridless router based on comer stitching data structure

[Ouster84a], which supports routing of a maximum of five metals. FnRouter is

developed with C++ code under the Unix environment on Sun Ultra 10 workstations.

It has more than 30,000 lines codes and 70% or so codes are related to traditional

routing techniques. A graphical user interface (GUI) by Tcl/Tk toolkit [Ouster94] has

also been developed to show the routing process and layout.
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3.3.1 Flow Chart of FnRouter

Fig. 3.2 illustrates the flow chart of FnRouter, which can be divided into four

phases: data preparation, traditional routing, iterative pitch adjustment, and assistant

modification. In Fig. 3.2, data between two successive phases are expressed with

rectangles, and programs in different phases are expressed with ovals. In the data

preparation, a Peri [Lemer02] script program called splitter analyzes the input design

files from other CAD tools, and outputs files including library, placement, design

rules, and netlist information for routing. The next two phases, traditional routing and

Design Files
]

CSplitter ..... Data preparation

4,

I Library File II
Placement and

Netlist File
I I

Traditional routing
Traditional Routing ......

(stage 1)

Routed Layout

itch Optimization Iterative pitch11- .....
adjustmeM ( stage 2)

SpEng

IPost-spacing Layout
Assistant

Assist-dealing
......

modification

I Final Layout I

Fig. 3.2: The flow chart ofFnRouter.
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iterative pitch adjustment, correspond to the two stages of the adopted two-stage

lithography-fiendly routing method. H-V tile-expansion routing algorithm is

adopted in the traditional routing. In the iterative pitch adjustment, forbidden pitches

are avoided iteratively by pitch optimization and spacing. Pitch optimization

calculates the new optimal locations for each wire segments that may be affected

during the layout modification. In the spacing process, these wire segments are

adjusted to their new optimal locations by spacing technique that keeps the design

rules intact and original wire connections. The final assistant modification phase uses

assistant techniques, such as ripping-up and rerouting nets or modifying the wire

width, to deal with the remaining forbidden pitches that cannot be solved by the two-

stage lithography-friendly routing method.

3.3.2 Data Preparation

In IC design flow, the input to the general routing problem includes at least

netlist, placement, and design rules information. As to FnRouter, this information is

supplied by the design files produced by other commercial EDA tools available in

this research. Fig. 3.3 illustrates the procedure to obtain the design files for FnRouter.

Firstly, the behavior and function of the chip are described in the module compiler

file (.ma), which can be recognized by Synopsys Module CompilerTM [Synopsys04],

a high-level datapath synthesis tool developed by Synopsys. Based on the TSMC

standard cell library, RTL design expressed in the hardware description file (.vhd or

.vrl) could be achieved after synthesis. Then two approaches can be chosen to
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Fig. 3.3: Procedure to obtain the design files.

produce the design files for FnRouter. The frst is to input the RTL design to

Cadence Design PlannerTM, which is an IC floorplan and placement tool developed

by Cadence. The second is to input the RTL design to Cadence EncounterTM design

platform [Cadence04], which can finish the floorplan and placement by the tools

integrated in the design platform. The outputs of the two approaches are design file

(.dsn) and DEF file (.def) respectively. Either of them could be used as the input

design file for FnRouter.

Design file (.dsn) from Cadence Design PlannerTM is a text file written in the

Cadence IC CraftsManTM design language [Cadence99]. This file contains all the data

including placement, netlist, design rules and applied standard cells to defne a
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( placement ET S MARCRO XOK2 XL I

) END NETS END X0122 XL
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(a) Design Me (b) DEF and LEF Me

Fig. 3.4: Design file vs. DEF and LEF file.

design for IC CraftsManTM, which is a router developed by Cadence. The structure

and syntax of design file are briefly illustrated in Fig. 3.4(a).

The design exchange format (DEF) file from Cadence EncounterTM design

platform is also a text file, which only includes placement, netlist information.

Therefore, it should be used with the library exchange format (LEF) file, which

represents technology and standard cell library information. In Fig. 3.4(b), the

structure and syntax of DEF and LEF are briefly illustrated. DEF and LEF were

developed by Cadence in the early 1990's to provide a common input and output

format for area-based place-and-route tools. Today, DEF and LEF have been the

public and open source standards.
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Design files, DEF and LEF files are all text files in standard formats. In the

data preparation of FnRouter, a Perl script program called splitter is used to extract

the necessary information by matching keywords in these files, and then outputs the

placement, netlist, design rules, and standard cell library information with two

simpler files called design.lib and design.in, which are used as the library file,

placement and netlist file for the traditional routing in FnRouter.

3.4 Summary

In this chapter, constraints of different RETs to the routing techniques have

been discussed after reviewing the traditional routing techniques. Methods to realize

lithography-friendly routing, especially the two-stage lithography-friendly routing

method to avoid forbidden pitches due to the use of SRAFs in conjunction with OAI

in optical lithography, have been proposed. The flow chart and data preparation of

FnRouter, which is developed in the research process to implement the proposed

two-stage lithography-friendly routing method, have been briefly introduced.
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Chapter 4 Traditional Routing Techniques

Traditional routing is the first stage of the two-stage lithography-friendly

routing method. Though traditional routing algorithms have been well developed in

the past 40 years, developing a router program based on these traditional algorithms

is still a very time consuming work. This is because suitable data structures need to

be constructed to apply these algorithms and a database should be developed to

manage all the geometric shapes in the layout during the routing process. To speed

up the lithography-friendly research, traditional routing in FnRouter is simplified

based on the following three considerations:

1. Forbidden pitch avoidance is a local operation. As explained before, the

two-stage lithography-friendly routing method iteratively adjusts the wire

segments away from the forbidden pitch after the traditional routing. During

each iteration, only part of the layout around the corresponding forbidden

pitch is modified.

2. Only the pitches of wire segments are adjusted. In the iterative pitch

adjustment stage, wire segments are moved away from the forbidden pitches.

During this procedure, only the pitches of wire segments are changed, but

their widths are kept intact.
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3. Wire length is little changed after each forbidden pitch avoidance.

Though the lengths of adjusted wires are always changed after each pitch

modification, results of test chips show that these wire length variations can

be neglected when they are compared with their entire wire lengths.

Based on the first consideration, small chips are enough for lithography-

friendly routing research since there is no difference in the forbidden pitches between

large chips and small chips. Thus, global routing algorithms are not adopted in

FnRouter, and detail routing algorithms are directly applied to small chips in the

traditional routing. Based on the second and third considerations, iterative pitch

adjustment has little influence on the timing and current of the nets. Thus, clock,

power, and ground routing algorithms are not implemented in FnRouter, all the nets

are connected by common routing algorithm with the assumption that their timing

and current constraints are all satisfied.

Actually, any existing routing algorithm can be used in the traditional routing

stage of the two-stage lithography-friendly routing method. FnRouter adopts H-V

tile-expansion routing algorithm, which is a detail routing algorithm based on the

gridless, reserved layer routing model, to finish the routing task. In the following, H-

V tile-expansion routing algorithm and other traditional routing techniques adopted

by FnRouter are discussed.
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4.1 Corner Stitching Data Structure

In physical design, layout is generally represented by a collection of tiles,

which are non-overlapping rectangular sections of the layout within a single layer

[Sherwani99]. Wire segments and vias in the layout are referred to as solid tiles,

while the empty areas in the layout are referred to as space tiles. In the lithography-

friendly routing research, operations of traditional routing and pitch adjustment are

both based on the tiles in the layout. Therefore, the choice of a suitable data structure

to represent the tiles is an important task, which is directly related to the algorithm

complexity, memory requirement, and running speed. In the past several decades,

some data structures have been developed and implemented in the VLSI physical

design and simple layout systems, such as linked list in the Caesar system [Ouster81],

bins-based data structure [Bentley79], and neighbor pointers in Cabbage system

[Hsueh79]. However, these data structures are inefficient to implement in the

complex layout systems because they only represent solid tiles and cannot support

adequate fast layout operations.

FnRouter adopts the comer stitching data structure [Ouster84a] that was

developed for the Magic layout system [Ouster84]. As illustrated in Fig. 4.1, each tile

represented by this data structure contains its lower and left edges, but not its upper

or right edges, so every point in the plane is present in exactly one tile. And each tile

locates in the layout with its coordinate of low left comer. In addition, each tile has

four pointers called comer stitches at its comers, which are used to connect to its

111M11.***
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Fig. 4.1: Corner stitching data structure and its C++ code defnition.
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Fig. 4.2: Examples of the corner stitching layout

neighbors. Therefore, comer stitching data structure has two important features: one

is that both space and solid tiles are represented explicitly in the layout; the other is

that tiles are stitched together at their comers like a patchwork quilt [Ouster84a] as

illustrated in Fig. 4.2.

The disadvantage of comer stitching is that it requires much more memory

space since space tiles are also represented in the layout. Theoretically, comer

MIM*11111MI*
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W

stitching needs almost three times as much memory space as the simplest data

structure (linked list) [Tsai92]. However, memory space can be greatly saved by

organizing space tiles as maximal horizontal strips or maximal vertical strips as

illustrated in Fig. 4.2. Take the organization of maximum horizontal strips as an

example, space tiles should be as wide as possible in the horizontal direction,

vertically adjacent space tiles should be merged together if they have the same

horizontal span [Ouster84a]. Therefore, in actual circuit layouts, the number of space

tiles is about equal to that of solid tiles.

Because each comer stitching data structure records the information of its

neighbors and space tiles are explicitly represented, comer stitching provides a

variety of powerful and fast layout operations that only depend on the local

information, such as point finding, neighbor finding, area searches, tile creation and

deletion, and so on. Their expected running times are generally linear with respect to

the number of nearby tiles [Ouster84a]. Thus comer stitching data structure is

attractive in developing physical design tools such as routing, stretching, compaction,

and it is adopted by FnRouter to represent tiles in layout.

4.2 Database ofFnRouter

In FnRouter, the primary elements of the database are tiles and planes. Tiles

represent the geometric shapes in each plane, and a set of planes represents the whole

layout of the chip. Since FnRouter supports routing of a maximum of five metals,
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(a) Main database (b) Routing planes (c) Spacing planes

Fig. 4.3: Main database, routing planes, and spacing planes in FnRouter.

five metal planes (Metal 1. .... Metal 5) and four via planes (Vial2. Via45) are

adopted to represent the main database as illustrated in Fig. 4.3(a). Layouts of metal

wire segments and vias are represented as solid tiles in their corresponding planes of

the main database. For example, wire segments routed by metal 2 are expressed in

the Metal 2 plane of the main database; vias used to connect metal I and metal 2 are

expressed in the Vial2 plane ofthe main database.

In order to facilitate the traditional routing and the pitch adjustment in the

lithography-friendly routing research, two additional sets of planes called routing

planes (or blockage planes) and spacing planes are implemented in the database of

FnRouter. As illustrated in Fig. 4.3(b), the set of routing planes has twice the number

as the main database since each layer in the main database corresponds to a dual H-V

blockage planes, where the layouts are organized as maximal horizontal strips and

maximal vertical strips according to the H-V tile-expansion routing algorithm in

FnRouter. As to the set of spacing planes, it only has five planes since layouts in the
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Main
Database

(a) (b)

Routing
Plane

Record
Plane

* III
(c) (d) (e) (f)

Fig. 4.4: (a) Layout in the main database before routing. (b) Layout in the main database

after routing. (c)-(f) Layout in the routing plane during the routing process with the help of

the record plane.

via planes of the main database are incorporated into their neighbor metal planes as

illustrated in Fig. 4.3(c).

In the initial phase of traditional routing, FnRouter copies layouts from the

main database to routing planes. After routing process finishes, the modified layouts

are fed back to update the main database. The pitch adjustment to avoid forbidden

pitches is executed in the same way by FnRouter. The difference is that layout

operations are performed on spacing planes. For time and memory space efficiency,

only parts of the layouts concerned by layout operations are copied from the main

database to routing planes or spacing planes. A record plane in FnRouter remembers
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the coverage areas where layouts are copied so that only these areas in the main

database are updated after routing or pitch adjustment. A routing example is

demonstrated in Fig. 4.4, (a) and (b) are the layouts in the main database before and

after routing, (c)-(f) present the layouts in routing planes and the coverage areas in

the record plane during the routing process.

4.3 H-V Tile-expansion Routing Algorithm

In this lithography-fiendly routing research, gridless model is preferred since

wire segments could be moved to other arbitrary locations without limitations as

grid-based model, which gives much more freedom in the iterative pitch adjustment

to avoid forbidden pitches. Therefore, the gridless H-V tile-expansion routing

algorithm is adopted in FnRouter to accomplish the traditional routing. This

algorithm, which was first implemented in the interactive router called frouter

[Arnold88] in Magic layout system, combines maze routing with line-search

algorithm. The routing process is controlled by the cost function and executed on the

dual H-V blockage planes where tiles are organized as maximal horizontal strips and

nuximal vertical strips respectively. In the following, some techniques involved in

H-V tile-expansion routing algorithm are briefly introduced since they could be

improved by FnRouter to realize lithography-friendly routing.
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4.3.1 Handling Design Rules

In grid-based routing algorithms, design rule correctness is ensured by

carefully determining the grid cell size. While in the H-V tile-expansion algorithm

that is based on gridless model, design rule correctness is kept by extending solid

tiles in blockage planes. For example, to route the net from the source to the target in

the layout existing in the main database as Fig. 4.5(a), each solid tile in the existing

layout is extended in all four directions when it is copied to blockage planes. As

illustrated in Fig. 4.5(b), solid tile is extended by s to the top and right, and s + w-1

to the bottom and left, where s is the minimum pitch between solid tiles and w is the

minimum width of the tiles in design rules. After finding the zero-width path from

the source to the target that does not impinge on blocked areas in blockage planes,

complete path that is design rule correct can be achieved when the zero-width path is

filled out to full width wiring [Amold88] to update the main database as illustrated in

Fig. 4.5(c).

T T
o

s . s

T

(a) Existing layout (b) Routing in blockage plane (c) Complete route

Fig. 4.5: Handing design rules in blockage planes.
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Obviously, any zero-width path on space tiles in blockage planes is design

rule correct when it is filled out to full width wiring in the main database. If

forbidden ranges for each solid tile in the existing layout are also remarked as

blocked areas in blockage planes, then the routed path is not only design rule correct

but also out of forbidden ranges. One assistant technique in FnRouter to avoid

forbidden pitches is just based on the above principle and presented in Chapter 8.

4.3.2 H-V Tile-expansion Process

As discussed above, the main routing process in H-V tile-expansion routing

algorithm is just finding the zero-width path from the source to the target without

impinging blocked areas in the dual H-V blockage planes (i.e. routing planes).

Because H-V tile expansion routing algorithm adopts line-search concept, the zero-

width path is composed of a set of line segments that connect interesting points. A

point on the interior of a space tile in blockage planes is interesting if it aligns with

the target, or the available routing space shrinks or expands there [Arnold88].

As illustrated in Fig. 4.6(a), a point of interest can expand in six directions:

left, right, top, and bottom in the same routing plane; and up, down to the neighbor

routing planes. If the current point of interest expands up or down to neighbor planes

by a via, the new point of interest is just the point on neighbor planes with the same

coordinates as the current point of interest. As to the expansion on the same routing

plane, horizontal expansion, i.e. left and right, is processed on its V blockage plane
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Target pill (could be on other routing planes)

/// ,
/
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(a) Expansion directions (b) TIle expansion process on V blockage plane

Fig. 4.6: H-V tile expansion process.

where the space tiles are organized as maximum vertical strips; and vertical

expansion, i.e. top and bottom, is processed on its H blockage plane where the space

tiles are organized as maximum horizontal strips. Fig. 4.6(b) demonstrates the

horizontal expansion process on the V blockage plane and the vertical expansion

process on the H blockage plane is similar. When the current point of interest

expands right, point A is the first point of interest that locates near the border just 1

unit to right from the border) of Tile 1 and Tile 2 where the routing space in the

perpendicular direction expands. If point A continues to expand to the right, point B

is its next point of interest that locates just before the solid tile which blocks the

expansion and results in the shrinkage of the available routing space. Horizontal

expansion to the left in Fig. 4.6 (b) is similar as to the right. However, it is different

when point D expands to the left: point E that aligns with one guide line of the

target pin is its next point of interest instead of point F.
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It is obvious that H-V tile-expansion routing algorithm belongs to line-search

methods since it sldps over uninteresting points and directly finds the next point of

interest until reaches the target pin with the help of guide lines. Actually, maze

routing is also incorporated in H-V tile-expansion routing algorithm. When the point

of interest cannot reach target pins due to the blockage of solid tiles, maze expansion

is executed in the local area to bypass them. However, it is only implemented when

the line-search processes of other points of interest all fail.

4.3.3 Cost Functions

The H-V tile-expansion routing algorithm is fast since it only searches the

points of interest during the expansion process. However, it is still very time-

consuming because each point of interest has six expansion directions and the

amount of partial path, i.e. the path expands from the source to the points of interest

but has not reached the target yet, increases exponentially after several iterative

expansions. Therefore, two costs are incorporated in each partial path. One is the

actual cost of the partial path, which is accumulated from the source to the current

point of interest. The other is the estimated total cost ofthe partial path, which equals

to the actual cost of the partial path plus the estimated cost from the current point of

interest to the target. With the introduction of cost, partial paths that expand in the

wrong directions, which always have high cost, can be avoided so as to speed up the

muting process.
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In the iterative expansion process, the partial path that has the least estimated

total cost is chosen for the next H-V tile-expansion routing. When the partial path

finds the next point of interest, the cost of the new line segment between the current

point of interest and the new one is calculated by the cost function and the result is

added to the actual cost of the partial path for update. The equation of the cost

function is given as follows,

COST = HCOST x AX + VCOST x AY+ VIACOST + JOGCOST . (4.1)

It is obvious that the cost function is a polynomial comprising four terms. The first

term is the cost increase in the horizontal direction, where HCOST is the horizontal

weight in this routing plane and Ax is the horizontal distance between the current

point of interest and the next point of interest. The second term is the cost increase in

vertical direction, where VCOST is the vertical weight in this routing plane and AY is

the vertical distance between the current point of interest and the next point of

interest. The third term VIACOST is the cost increase due to via insertion, which is a

constant and only effective when the next point of interest is in neighbor routing

planes. The fourth term JOGCOST is also a constant, which represents the cost

punishment ifthe new line segment is perpendicular to the current line segment so as

to form thejog structure in the layout, which is not OPC-friendly.

Corresponding to the update of the actual cost of the partial path and the

change of the current point of interest, the estimated total cost of the partial path also
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should be renewed. In FnRouter, it is calculated by Dijkstra's shortest path algorithm

[Dijkstra59] in an estimation plane, which can refer in [Arnold88].

4.4 Rip-up and Reroute

Besides the main routing techniques discussed above, there are still some

other routing techniques implemented in FnRouter to facilitate the routing process.

Such as the technique that determines the net order for routing since unsuitable

routing order may prevent successful completion of routing even though all the nets

are indeed routable. In the following, rip-up and reroute technique adopted in

FnRouter is briefly introduced since one assistant technique to avoid forbidden

pitches is performed in rip-up and reroute phase.

Although suitable net order for routing could improve the routing completion

rate, it is generally not possible to complete the connections for all nets in the first

rumting. Therefore, a clean-up phase following the main routing process in FnRouter

attempts to connect the remaining nets with rip-up and reroute technique. The key of

this technique is the rip-up procedure since the same muting technique can be

applied for rerouting nets. In FnRouter, guaranteed path selection [Dees82] strategy

is adopted as the rip-up method. The principle of guaranteed path selection is that

before routing all nets, a trial routing is performed on each net to find a guaranteed

path. Then any routed nets that block the guaranteed path of the anrouted net is

ripped up in the clean-up phase. The disadvantages of guaranteed path selection are:
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it cannot guarantee the reroutability of the nets ripped up; and the computation and

memory requirement can be excessive [Dees82]. However, these drawbacks are not

urgent in FnRouter since it is developed to route small chips and maze routing

incorporated in H-V tile-expansion routing algorithm can find the path if it oists.

4.5 0PC-friendly Routing

In the last chapter, two approaches adopted by the lithography-friendly

routing research in this thesis to design OPC-friendly layout are proposed, both of

them can be integrated in the traditional routing techniques. The first one, which uses

rectangular line-ends and forbids circle or oval shapes in the layout, is realized by

adopting comer stitching data structure in FnRouter so that only Manhattan patterns

exist in the layout. The other one, which restricts zig-zag and jog structures in the

layout, is realized by carefully designing each term of the polynomial cost finction

so as to control the routing style.

Design suitable cost function greatly contributes to the OPC-friendly routing

in this research. In (4.1), the fourth term JOGCOST is specifically introduced to

restrict zig-zag and jog structures in the layout. By giving high value to JOGCOST ,

partial paths with zig-zag and jog structures can be avoided during the H-V tile-

expansion process since only the partial path with the least cost is selected for the

next expansion. Moreover, zig-zag and jog structures can be greatly decreased by

assigning large difference between the horizontal weight HCOST and the vertical
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weight VCOST in the cost function. For example, if FnRouter specifies that routing

on Metal 1 has a cost of 1 in the horizontal direction ( HCOST = ), and 5 in the

vertical direction ( VCOST = 5), and reverses the two weights for Metal 2 (i.e.

HCOST = , VCOST = 1), routing will have a very strong directionality. However, if

the difference between HCOST and VCOST is small, zig-7ag and jog structures will

be preferred to layer changes for small distances, which leads to the layout not OPC-

friendly. Fig. 4.7 demonstrates the influence of cost function on the routing style by

controlling the assignment of HCOST and VCOST of each routing plane, which is

based on the layout of an 8-bit ripple-carry adder test chip routed by FnRouter with

three metals.

In Fig. 4.7(a), same weight is assigned to HCOST and VCOST in each routing

plane. It is obvious that many horizontal wire segments are routed on Metal 2

routing plane, which is reserved for routing vertical wire segments. This is because

zig-zag and jog structures are preferred to layer changes for small distances when the

weight difference between HCOST and VCOST in each routing plane is small.

Therefore, the layout is not very OPC-friendly. In addition, the routing completion

rate in Fig. 4.7(a) is only 94.1% since two nets cannot be routed because too many

horizontal wire segments occupy the routing resource of Metal 2 that is reserved for

routing vertical wire segments.

In Fig. 4.7(b), different weights are assigned to HCOST and VCOST in each

routing plane ( HCOST =1 , VCOST = 2 on Metal 1 and Metal 3, while HCOST = 2,

VCOST = 1 on Metal 2). It is obvious that less horizontal wire segments are generated
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(a) Same weight for HCOST and VCOST in each routing plane.
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(b) HCOST =1 , VCOST = 2 in Metal I and 3, and HCOST = 2 VCOST = 1 in Metal 2.,
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MIMI,

(c) HCOST = 1, VCOST = 5 in Metal 1 and 3, and HCOST = 5 , VCOST = 1 in Metal 2.

Fig. 4.7: Routing results under different HCOST and VCOST assignment

on Metal 2 so that the routing result has a strong directionality. Though the routing

completion rate in Fig. 4.7(b) is 100%, the existence of zig-zag and jog structures is

still serious in one area of the layout, which is identified with a circle in the layout.

In Fig. 4.7(c), weights assigned to HCOST and VCOST in each routing plane

are HCOST -== 1, VCOST = 5 on Metal 1 and Metal 3, while HCOST = 5, VCOST = 1 on

zagzig-
Metal 2. The routing completion rate in Fig. 4.7(c) is 100%, and the number of

and jog structures is less than that in Fig. 4.7(b). Therefore, the layout of Fig.

4.7(c) is more OPC-friendly.

11*11*111b
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From the above routing examples, it can be concluded that the assignment of

HCOST and VCOST in each routing plane is important to achieve the OPC-friendly

layout. Generally, large difference between HCOST and VCOST is preferred in the

cost function. However, too large difference is not necessary since the existence of

zig-zag and jog structures is necessary to complete the routing. Take the 8-bit ripple-

carry adder with the same chip area in Fig. 4.7 as an example, when the difference

between HCOST and VCOST is more than ten times, the routing completion rate

decreases.

4.6 Summary

In this chapter, routing techniques applied in the traditional routing stage of

FnRouter that adopts the two-stage lithography-friendly routing method have been

presented, which includes comer stitching data structure, database, H-V tile-

expansion routing algorithm, ordering of nets, and rip-up and reroute. At the end of

this chapter, approaches integrated in the traditional routing techniques to realize

OPC-friendly layout have been introduced. Especially, the approach by assigning

large difference between HCOST and VCOST in the cost function to restricts zig-zag

and jog structures in the layout has been demonstrated with the 8-bit ripple-carry

adder test chip.

53



Chapter 5 Pitch Optimization

Chapter 5 Pitch Optimization

In the proposed two-stage lithography-fiendly routing method, pitch

adjustment is iteratively executed after the traditional routing stage to move the wire

segments away from the forbidden pitches. Pitch adjustment concentrates on

avoiding forbidden pitches in one affected area at a time and is divided into two steps:

pitch optimization and spacing. In the pitch optimization step, the process window of

wire segments forming the forbidden pitch and their neighbors that may be affected

during the pitch adjustment process is formulated into a quadratic objective function.

Based on the linear geometric constraints in the layout, new optimal locations for

wire segments in the affected area are obtained by solving the constrained quadratic

optimization problem. Then in the spacing step, each wire segment is adjusted to its

new optimal location by spacing technique that keeps the original wire connections

and design rules intact during the layout modification process.

5.1 Definition of Forbidden Pitches

The definition of forbidden pitches has been roughly presented in Chapter 2

when introducing the use of SRAFs in conjunction wvith OAI. Actually, the definition

depends on the optical lithography technology adopted and the acceptable process

window determined by the designer. In the following, the forbidden pitches

implemented in this lithography-friendly muting research are defned, which are
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based on the 0.248 /m optical lithography technology and at most two SRAFs are

used in conjunction with OAI.

Fig. 5.1(a) shows the experimental process window vs. pitch when applying

different number of SRAFs [Wong01]. It is obvious that the curves in Fig. 5.1(a)

agree with the general process window curve illustrated in Fig. 2.4. Without using

SRAFs, the process window drops sharply when the pitch of the main pattern

increases. If one SRAF is added, the image quality can be enhanced and then

dropped when the pitch keeps increasing. When the second SRAF is added, the

process window rises again. Based on the above characteristics, a reasonable curve to

utilize SRAFs across the pitch could be achieved as presented in Fig. 5.1(b). If only

the patterns with process window more than 0.75 are acceptable in the manufacture,

then two pitch ranges (aubi) and (ci,di) where the process window is below the

acceptable line can be determined in Fig. 5.1(b). These two pitch ranges are

defined as forbidden range I and forbidden range II respectively since any pitch

in these two ranges is the forbidden pitch that should be avoided in the lithography-

friendly routing. The actual value of these two forbidden ranges approximate

2 --2-- (1.7---2-
2

(1.1* 1.4 ) and ,1.8*). For the optical lithography technique ;t = 248nm
NA NA NA NA

and NA =0.68 , forbidden pitches are within 401 nm -511 nm and 620 nm -656 nm

respectively.
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Fig. 5.1: (a) Experimental process window across the pitch with the use of SRAFs [WongOl].

(b) Two forbidden ranges are defined for the experimental process window. (c) Two

quadratic curves fit the experimental process window.
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The forbidden ranges change according to the adopted optical lithography

technology and the choice of acceptable process window. In addition, there could be

more than two forbidden ranges when more than two SRAFs are used in conjunction

with OAI. However, the proposed two-stage lithography-friendly routing method is

not sensitive to the change of forbidden ranges and their number. Therefore, all the

discussion on the lithography-friendly routing via forbidden pitch avoidance in the

thesis is based on the forbidden ranges defined above, i.e. 401 nm -511 nm and

620 nm-656 nm.

5.2 Formulation of Pitch Optimization

In order to avoid forbidden pitches in the layout after traditional routing, wire

segments forming forbidden pitches are adjusted to their new locations by spacing

technique in this thesis. However, due to the fact that pitch adjustment for a specific

wire segment always interacts with its nearby segments, the layout modification

should be considered for all wire segments within the affected area, not just the wire

segments forming forbidden pitch only. Besides, the pitch adjustment should not

sacrifice the original image quality, i.e. new forbidden pitches should not be created

during the pitch adjustment process. Therefore, as the first step of each pitch

adjustment, pitch optimization detennines the new locations of all wire segments that

may be affected during the pitch adjustment with the aim to achieve the highest

process window for the pattems in the affected area. The key is to solve a

constrained quadratic optimization problem, which is fomulated from the
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experimental data of the applied optical lithography technology and the geometric

constraints in the layout after traditional routing.

5.2.1 Quadratic Curve Fitting

To solve the pitch optimization problem in a mathematical way, experimental

data in Fig. 5.1(b) are fitted by two quadratic curves with the least-squares

approximation. The two curves are shown in Fig. 5.1(c), wvith pitch range (P, P2) and

(/'2, /3) respectively. Therefore, the experimental process window across the pitch

with the use of SRAFs in Fig. 5.1 can be approximated by the following equation:

f04={AA2I((pp--BBI2))22A2(p*B2)2 +C2 , P2 P P3.+CI , 11 p- P2 ;
(5.1)

In (5.1), p is the pitch size expressed in nm instead of the usual unit
,

A BI C
NA

and A2, B2 , C2 are the coefficients of the two quadratic curves; P normally equals to

the minimum pitch required by design rules (it equals to 280 nm in the TSMC 180 nm

technology adopted in this research); P2 is the cross point of the two curves (it equals

to 594 nm in this research); P3 is the upper boundary of curve II, and it has some

freedom for the designer to choose (it equals to 692 nm in this research). If the same

acceptable line as in Fig. 5.1(b) is chosen, two different forbidden ranges (a2,b2)

and (c2,d2) can be detemilned. The two new forbidden ranges are always different to
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those in Fig. 5.1(b). However, the two old forbidden ranges (al, bi) and (cl, di) are

retained in the formulation process since they approdmate to the experimental data

better than (a2 ,b2) and (c2, d2) do.

It should be pointed out that the reason why the experimental data are fitted

by two quadratic curves instead of one high degree polynomial curve is based on two

considerations. The first one is to simplify the fnal objective function so as to solve

the pitch optimization problem quickly. The other one is due to the distribution of the

experimental data that in one specific pitch range such as (P , P2) , dense pitches and

sparse pitches have higher process window while pitches with intermediate values

have lower process window.

5.2.2 Objective Function

A layout example is frst presented in this section to demonstrate the

formulation process in obtaining the objective function of the pitch optimization

problem, and the formulas for the general case is given in section 5.2.4.

5.2.2.1 Layout Example

Fig. 5.2(a) is a part layout of the 8-bit 3-tap FIR filter test chip after

traditional routing. TSMC 180nm standard cells are adopted for this test chip and

I I
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Fig. 5.2: (a) Layout of the example. (b) The patterns in metal 2 (two forbidden pitches exist).

(c) Vertical patterns and their geometric size.

nets are connected with four routing planes. Patterns in metal 2 including wire

segments and vias are given in Fig. 5.2(b), and the pitch values between wire

segments are also presented. Since the forbidden pitch ranges adopted in the research

are 401 nm -511 nm and 620 nm -656 nm respectively, pitch II and pitch V in Fig. 5.2(b)

are both forbidden pitches. When FnRouter adjusts the locations of wire segments

that form the forbidden pitches II and V, other pitch sizes are also changed.

Therefore, the pitch optimization is executed for all wire segments within the

affected area in Fig. 5.2(b). Without loss of generality, since wire segments in Fig.

5.2(b) are only adjusted in the horizontal direction, layout can be simplified as in Fig.
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5.2(c) and the six vertical wire segments are labeled from 0 to 5. Some wire

segments forming the pitch VI and VIII are not presented in Fig. 5.2(c) because the

pitch optimization does not consider the pitches beyond P3 defined in (5.1).

In order to achieve the highest process window for the patterns in the affected

area of the layout, the objective function for the example layout in Fig. 5.2 is given

as

Max F(p) = Max [F(poi)+ F(p12)+ F(P23)+ F(p35)+ F(p45)]

= Max [Crol f(pol )+ a12f(P12 ) + a23f(P23 )+ a35f(p35 )+a4sf(p45 )], (5.2)

where

p = [poi, P12 P23 , P35 P45 f - (5.3)

In (5.2), F(p) is the objective function; Poi P12 , P23, P35 , and p45 are sizes of pitch

I, II, III, IV, and V; f(Po] .f(Pl2 ), f(P23 f(P35) , and f(p45) are the process

window of pitch I, II, III, IV, and V according to (5.1); a0* a12, a23, a35, and a*

are weights for these five pitches and are proportional to the length of the

overlapping area between the two wire segments forming the pitch.

As demonstrated in (5.2), any wire segment pair that exists in the affected

area and forms a pitch whose size is smaller than P3 contributes to the objective

function. Therefore, pitch VII in Fig. 5.2(b) is not included in the objective function

since the pitch size is lager than P3 . In addition, pitches with vias are also not

i i
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included in the objective function due to their small geometric sizes. However, they

are taken care of in the layout constraints discussed in section 5.2.3.

5.2.2.2 Graph Expression

Objective fimction in (5.2) should be automatically produced by FnRouter

when it avoids forbidden pitches in the layout after traditional routing. Therefore,

graph expression, a more abstract level than the actual layout, is adopted in FnRouter

to facilitate the process. In this expression, each wire segment that may be adjusted

in the affected area is abstracted as a vertex in the graph and its geometric

information such as its coordinates in the layout is recorded in its corresponding

vertex data structure. In addition, for any two wire segments forming a pitch small

than /3 an edge in solid line is used to connect their corresponding vertexes in the

graph to represent their contribution to the objective finction. For any two wire

segments forming jog structure, an edge in dashed line is used to connect their

corresponding vertexes in the graph to represent that the jog constraint, one of the

layout constraints, may exist between them.

Fig. 5.3 demonstrates the process to build the graph for the affected area.

Layout in Fig. 5.2(b) without vias is shown in Fig. 5.3(a). Since the vertical wire

segments 1 and 2 forms a forbidden pitch, wire segment 2 could be selected as the

seed for building the graph. Since wire segment 2 is a vertical pattern, the left and

right zone not further than P3 is defined as the search area. Any other vertical wire
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(a) Layout (b) Graph expression

Fig. 5.3: Graph expression for example.

segment within the search area is converted to a vertex in the graph and connected to

vertex 2 with solid or dashed edges according to the rules specified above. After all

vertical patterns in the search area including 1, 3 and 4 are represented in the graph,

the new vertexes 1, 3 and 4 will be taken as new seeds and the iteration process for

building the graph will be repeated until there is no new vertex. Fig. 5.3(b) is just the

final graph expression for the layout example, which has 6 vertexes.

5.2.2.3 Matrices of Objective Function

Any two vertexes connected by a solid edge in the graph contribute to the

objective function ofpitch optimization. If the two vertexes are with the label 1 and
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Y2I+1

2j+1

0 0
Yti

Y2j

t
X2, X2142 X2) X2J+1

(a) Graph expression (b) Layout expression

Fig. 5.4: Two vertical wire segments and its graph expression.

j as Fig. 5.4(a), their coordinates in the layout could be assumed as in Fig.5.4 (b).

Then the pitch between the wire segment pair i and j is

P,i
= x2)

- X2i+l. (5.4)

If p# is assumed in the pitch range (P, P2 ) defned in (5.1), the contribution of the

wire segment pair i and j to the objective function using (5.1) is:

F(py)= Rx2j - x2+1) = a# [Al (x2, -x2,,1 - B1)2 +CI]

= ay[Al(x2
* x2,4-1 )2 *2AIBI(x2, x2z+l )+ AlBI

2
+Ct] (5.5).

The constant terms in (5.5) can be neglected in the objective function because it does

not affect the final optimal result. Then (5.5) can be written as
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F(pi)= Rx2j
-x2,+ ) = aO[Al (x2j x21.1)2 -2AlB1 (x2,

- x2,+1 )]

][
T 1 1 F 1 I1. [

X2/+,
ct

ILl
+ 2a,.Ai Di ii i (5.6)

x2j IL 1 -x2 ./ J -i x2i

Denote

-
H 2ayA, -212,A'I =[hJ hf

,]'
(5.7)

2aoA,, ariA, J I-J

and

[ 2aoABi l F h, * 11 l
irY =

L [h
(5.8)2a AB)y

then (5.6) becomes

I X2i1-1lT rX2i+,

rXx22i+,,l
F y)= Rz2i )

J
+ .

(5.9)X2j+1 =
X2) 2C2, x2i

For the weight a , in (5.7) and (5.8), if the ratio to the length of the overlapping area

is set to 1, then

Ot = Y2 j+1
- Y2i (5.10)

From (5.9), the contribution of any wire segment pair i and j to the objective

function is in quadratic form and can be expressed by two sub-matrices H, and fj

which relate to the variable [x2,l, x21 ] . Obviously, all the elements in these two sub-

matrices can be determined by the geometric size of the wire segment pair i and j .

The objective function is the sum of contributions from all the wire segment

pairs whose conesponding vertexes in the graph are connected by solid edges.
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Fig. 5.5: Submatrices and objective matrices.

Therefore, the elements in the final objective matrices H and f that relate to all

variables in the objective function are the accumulation of elements from all sub-

matrices as in (5.7) and (5.8). Fig. 5.5 illustrates the relationship between the sub-

matrices Hy , fy and the objective matrices H and f .

With the help of graph expression, FnRouter can easily obtain the objective

function of the layout example when it traverses the graph in Fig. 5.3(b) with the

depth-first search method [Nyhoff99]. In Fig. 5.2(b), except pitch IV that is in the

pitch range (P2, 3 ), other pitches are all in the pitch range (P, P2) . Therefore, the

objective fnction ofthe layout example is given as
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1
Max F(x)= Max (* xr Hx + f

T
x), (5.11)

2

where

T
(5.12)x =[xo,xI , x2 ,x3,x4, X5, X6 X7, Xg, X9, XIo,

-0 0 0 0 0 0 0 0 0 0 0 0-

0 ho1 -ho1 0 0 0 0 0 0 0 0 0

0 -hol ho] 0 0 0 0 0 0 0 0 0

0 0 0 h12 -1/i2 0 0 0 0 0 0 0

0 0 0 -h12 h12 0 0 0 0 0 0 0

0 0 0 0 0 h23 -h23 0 0 0 0 0
n = (5.13)

0 0 0 0 0 -h23 h23 0 0 0 0 0
,

0 0 0 0 0 0 0 h35 0 0 -h35 0

00 0 0 0 0 0 0 00 0 0

0 0 0 0 0 0 0 0 0 k45 -h45 0

0 0 0 0 0 0 0 -/135 0 -h45 h35 +h45
0 0 0 0 0 0 0 0 0 0 0 0

0

hol - B1

hoi .B- 1

hi2 * B1

h12 B1-

h23B1
(5.14)=

h23. B-
I

h35 * B I
0

h45 * B2

h35 B h45 -B2* *
I -

0

and

hol = 2aoIA1 , (5.15)

hi2 = 2a12 Al, (5.16)

h23 = 2a23A1 , (5.17)
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h35 =2a35A1, (5.18)

h45 = 2a45 A2 . (5.19)

Though the above formulation process in obtaining the quadratic objective

function is based on the example layout in Fig. 5.2 with the vertical wire segments,

the principle to generate the objective function for the general case and the cases

with the horizontal wire segments is the same. In section 5.2.4, more precise

description for building the objective fimction for the general case is presented.

5.2.3 Layout Constraints

In this section, geometric constraints in the layout for solving the quadratic

optimization problem are discussed. They can be divided into design rule constraints,

inherited constraints, compulsory constraints, and optional constraints.

5.23.1 Design Rule Constraints

Since the pitch adjustment should keep the layout design rules intact, the

solution to the objective finiction is therefore constrained by the design rules

especially the space constraints among wire segments. For example, if the minimum

pitch required in the design rules for wire segment pair , and j in Fig. 5.4(b) is dm ,

then the following constraint
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X2 -- X2,,l dmln (5.20)--

should be imposed for the solution. In the following, three special design rule

constraints including boundary constraints, via constraints, and permanent fixed

pattern constraints are introduced. The first two constraints limit the size of the

optimization problem and the third one is to keep the original placement information.

5.2.3.1.1 Boundary Constraints

Ideally, pitch optimization should be executed for all wire segments in the

affected area ofthe layout. However, sometimes the affected area is irregular and too

large. Take the pathological pattern in Fig. 5.6(a) as an example, where only pitch I

between wire segments 0 and 1 is a forbidden pitch. If the wire segments 0 and 1 are

adjusted to the left or right direction to avoid the forbidden pitch, all the other wire

segments in Fig. 5.6(a) may be affected since they should at least keep the minimum

space from their neighbors according to the design rules. The irregular and large

affected area always leads to a great number of variables in the final objective

function and more complex layout constraints, which increases the running time.

Therefore, boundaries in parallel with the wire segments are supplied to limit the

affected wire segments in the local area so as to sirmplify the pitch optimization

problem.
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(a) A pathological pattern (b) Boundary constraints

Fig. 5.6: An example of the boundary constraints.

The choice of boundaries depends on the complexity of the affected area. For

example, the choice of left boundary xtefi and right boundary x,.,ght in Fig. 5.6(b)

regulates that the pitch adjustment for avoiding forbidden pitch I at most affects the

third wire segments far away from wire segments 0 and 1. In addition, boundaries

could be reduced during the pitch optimization process when a solution is not found

within the set maximum number of iteration.

Any wire segment outside or touching the boundaries is considered as the

fixed pattern in the layout, i.e. it cannot be adjusted in the spacing step. Then design

rules, especially the requirement of minimum pitch with fixed patterns, should be

considered when the wire segments inside the boundaries are adjusted. These
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constraints due to the introduction of boundaries are called boundary constraints. In

Fig. 5.6(b), wire segments i and j have the boundary constraints as follows:

x2i - xki? d , (5.21)

x -x21+1 - d (5.22)

where dmi is the minimum pitch in the design rules.

5.2.3.1.2 Via Constraints

The adoption of via constraints is another measure to simplify the pitch

optimization, which limits all pitch adjustments on one metal plane and isolates the

affected area from other metal planes. Two situations are considered in the via

constraints: the first one is that via is directly attached to the fixed elements, such as

pins of the chip or terminals of standard cells, as via A in Fig. 5.7(a); the other is that

via is attached to the metal wire in the other plane, as via B in Fig. 5.7(b).

In Fig. 5.7(a), the wire segment in metal 2 directly connects to a fixed pin in

metal 1 by via A, and the available shift distance of via A to pin's left and right

border are D,01 and D respectively. If the original values of x2, and x2,+1 are D21

and D2m , then via conslraints for the wire segment in metal 2 are as follows:

x2, - D2, + (5.23)
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(vertical part)
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i pattern
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(a) (b)

Fig. 5.7: (a) The wire segment in metal 2 connects to the pin by via A. (b) The wire segment in

metal 2 connects to the wire segment in metal 3 by via B.

*x2, - Dte * D2, (5.24)

x2I+l - D2i.l + 13,g,t (5.25)

-x2i+, Dt/
- D2,+1 (5.26).

Via constraints (5.23)-(5.26) ensure the original wire connection and enough via

coverage to pins. As to the situation in Fig. 5.7(b), similar techniques as in the

boundary constraints are adopted: vertical wire segments in metal 3 except via B is

considered as the fixed pattern. If the minimum pitch required by the design rules is

du, then DI,l and D,.,g*t in Fig. 5.7(b) are the largest distance that via B can be

adjusted to the left and the right without violating the design rules. Via constraints in

this situation are the same as (5.23) to (5.26).

'1111
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5.2.3.1.3 Permanent Fixed Pattern Constraints

Pitch adjustment by spacing technique is only implemented to the wire

segments routed by FnRouter. Other metal materials that exist before routing, such as

the metal connections inside the standard cells and the placed metal pins of the chip,

should be fixed on their original locations in the spacing step. Therefore, these metal

materials are also looked as fixed patterns as the wire segments outside the

boundaries. The difference is that these metal materials are permanently fixed even if

they exist inside the boundaries.

To avoid moving the permanent fixed patterns during the pitch adjustment

process, permanent fxed pattern constraint similar as the boundary constraint is

considered, which forbids the wire segments in the affected area to be moved into the

areas within the minimum pitch with the permanent fixed patterns. For example, if

the vertical pattern k in Fig. 5.8 is permanently fixed, the wire segment i and j thus

kFixed
pattern J

X2t,l Xz, X-+l X

Fig. 5.8: Permanent fixed paftern constraints.

73



Chapter 5 Pitch Optimization

have the following constraints:

X2k -X2+l - d (5.27)

X2j X21+l - d , (5.28)

where dm., is the minimum pitch in the design rules.

A variety of design rule constraints increase the difficulty to automatically

produce layout constraints for each wire segment. However, the design rule

constraints of each wire segment could be looked as its maximum shift distances

along the adjustment direction without conflicting with the design rules. Fraouter

adopts spacing technique to test the maximum shift distance for each wire segment in

the affected area so as to achieve all design rule constraints, which is discussed in the

next chapter.

5.2.3.2 Inherited Constraints

Inherited constraints exist in each wire segment pair that forms a pitch in the

affected area. As in Fig. 5.1(c), more than one quadratic curves are utilized to

approximate the experimental process window within the pitch range. Therefore,

constraints should be imposed to ensure that the pitch still lies within the original

pitch range after the layout modification. For example, if the pitch of the wire

I I
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segment pair i and j in Fig. 5.4(b) is in the range (P, P2) , then their coorclination

should be kept as follows:

X2j -x21 -/'2, (5.29)

x2,1 - x2 - I (5.30).

Width constraint is another type of inherited constraints. Currently, only the

space between wire segments is adjusted for avoiding the forbidden pitches, the

width of wire segments should always be kept constant. Therefore, for each vertical

wire segment i whose width equals to w, the two variables x2, and x2,0 which

express its left and right borders as in Fig. 5.4(b) should agree with the following

constraint:

x2,+ - x2, = w. (5.31)

As to the horizontal wire segment i whose width equals to w , the two variables Y2,

and Y2,+i which express its bottom and top borders should agree with the following

constraint:

Y2i+l - Y2, = W (5.32).

5.2.3.3 Compulsory Constraints

Compulsory constraints, which are imposed by the designer to influence the

solution of the optimization problem, are used to deal with cases that the outcome is

worse off Because forbidden ranges only occupy a small fraction ofthe whole pitch

i
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Fig. 5.9: An example of worse case.

range and the shif range for each wire segment in the layout is usually sufficiently

wide, most forbidden pitches can be avoided by solving the optimization problem

with the above layout constraints and applying spacing technique. However, in some

worse cases where the shift range of wire segments is narrow due to the layout

constraints, the process window of the individual patterns forming the forbidden

pitch may be sacrificed to enhance the whole process window of all patterns within

the affected area.

Fig. 5.9 presents a simple example of worse case that consists of three

vertical wire segments with the same length. Wire segment 0 and 2 are both fixed

patterns and have the same overlapping length with wire segment 1. Pitch Po] and

Pt2 locate in the pitch range (Pb, P2 ) and Poi is a forbidden pitch according to the

defnition in Fig 5.9(a). Assuming wire segment 1 can only be adjusted to the left or

right with the distance Ap due to the layout constraints, and the adjusted pitch PO]
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and P;2 still locate in the original pitch range (Pb, P2) no matter wire segment I is

moved to the left or the right. Then the objective function for the example can be

achieved according to the same deduction process in 5.2.2. Since the weight of the

two pitches is same, the objective function could be presented as follows:

Max F(p)= Mtxt (Pol) +f(P12)], (5.33)

and f(pol), f(Pi2) can be calculated by (5.1). Based on the derivative form of (5.1)

in the pitch range (P, P2)

f'(p)= 2A1(p-B1), (5.34)

it is obvious that in the pitch range (Pb , P2), enlarging the pitch Pi2 with Ap could

achieve more process window increase than enlarging the pitch poi with Ap. If wire

segment 1 is adjusted to the left with Ap as in Fig. 5.9(b), the process window of the

forbidden pitch poi is worse off as in Fig. 5.9(a), though the objective function (5.33)

gets the highest value.

Therefore, a check step is added in the pitch optimization step to compare the

process window of the forbidden pitch after solving the optimization problem. Ifthe

process window of the forbidden pitch becomes worse off, compulsory constraints

are imposed and the pitch optimization step is repeated. As to the example in Fig. 5.9

where pitch Poi is in the forbidden range (a, b) , one of the following compulsory

constraints
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x2 -xi b (5.35)

xi -x2 * -a (5.36)

should be imposed to avoid the forbidden pitch in the worse case.

5.2.3.4 Optional Constraints

Optional constraints are not necessary in the pitch optimization step to avoid

forbidden pitches. However, they are introduced to emphasize the layout

optimization besides forbidden pitches. Currently, the jog constraint is the only

optional constraint.

Though FnRouter is based on the reserved layer model that horizontal and

vertical wire segments are restricted to particular layers, jog structures, i.e. short

length wire segments with the direction not restricted in particular layers, are widely

used to decrease the number of vias and make the layout more compact. However,

the existence ofjogs deteriorates the image quality and makes the layout not OPC-

friendly. Therefore, for the cases that the jog size in the affected area is small,

constraints can be optionally adopted by the designer to straighten the jog. Take the

pattern in Fig. 5.10(a) as an example, if the length of the horizontal wire segment

connecting the vertical wire segment i and j is short enough, the following

constraints

x2, =
X2i (5.37)
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Fig. 5.10: (a) Jog example. (b) Straighten the jog.

x2i4-1 = x2jl (5.38)

can be optionally adopted to straighten the jog as in Fig. 5.10(b). FnRouter can

automatically produce jog constraints by traversing the graph since any two vertexes

whose corresponding wire segments form jog structures are connected with a dashed

edge

5.2.4 General Case

Without loss of generality, the formulation of the pitch optimization for the

general case that forbidden pitch is formed by vertical wire segments is presented in

the following. The general case that forbidden pitch is formed by horizontal wire is

similar and will not be presented.
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If a forbidden pitch p formed by two vertical wire segments i and j

exists in the layout, and n vertical wire segments including , and j inside the

boundaries are affected during the pitch adjustment process to avoid the

forbidden pitch p , then the pitch optimization for the affected area can be

formulated as a constrained quadratic optimization problem as follows,

I1
Max F(x)= *xT Hx + frx (5.39)

2

subject to

A-x*b,- (5.40)

Aeq-x=beq, (5.41)

x*0,- (5.42)

where

=[Xo , Ir . (5.43)X XI, x2,- - -
X2,1),X2(.l)1

In (539), elements in objective matrices H and f are obtained by accumulating

all the contributions of the wire segment pair forming a pitch whose size is

smaller than P3 in the affected area. All the layout inequality constraints are

expressed with matrices A and b in (5.40), and all the layout equality

constraints are expressed with matrices A and b,q in (5.41).

Four types of layout constraints discussed in section 5.2.3 are expressed

altogether in (5.40) and (5.41), which leads to some layout constraints being

redundant For example, via constraints (5.25) and (5.26) are not necessary when the

i
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inherited width constraint (5.31) is introduced. Therefore, redundant constraints are

checked and thrown away from the final constraint matrices A, b , Aeq, and bq .

It is obvious that the objective finiction of the pitch optimization problem in

(5.39) is quadratic, and the constraints (5.40)-(5.42) are linear. Such optimization

problem is called quadratic programming (QP) problem in the numerical

optimization research [Pardalos02]. Algorithms for solving QP problem have been

thoroughly researched by mathematicians, which include classical active-set methods,

gradient-projection methods, and interior-point method [Noceda199]. And some

mathematic packages with C codes are supplied by researchers to solve QP problem

in the academy, such as COPLQP [Zhang98], CFSQP [Lawrence97]. However,

these mathematic packages have limitations such as the matrix H in the objective

finction (5.39) is required to be positive definite, which could not be always satisfied

in the current problem. For example, the matrix H in (5.13) for the layout example is

not positive definite. In FnRouter, Matlab APl function quadprog in the

optimization toolbox [Matlab98] is adopted to solve the QP problem, which contains

several typical algorithms and could automatically select the suitable algorithm to

solve QP problem based on the constraints supplied.

Though the formulas of the general case is deduced from the layout example

with only two forbidden ranges, the formulation of the pitch optimization can be

straightforwardly extended to situations with more than two forbidden ranges by

introducing additional quadratic curves to approximate the experimental process

window across the pitch with the use of more than two SRAFs.

IMMI*
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5.3 Pitch Optimization in FnRouter

After traditional routing, FnRouter searches patterns in each metal layer and

records locations of forbidden pitches. For each forbidden pitch, the pitch adjustment

is executed and the flow chart of the pitch optimization in FnRouter is shown in Fig.

5.11. Firstly, the objective fmction and layout constraints in the affected area, which

are expressed by matrices H , f, A , b , Ao , and bq , are automatically produced by

traversing the graph. Then, a C++ program that utilizes the Matlab API function

I Start ]

Build objective function
and layout constraints

Slove the QP problem

Narrow
Get solution?

boundaries
I

Impose compulsory
constraints

,No
Do spacing

Fig. 5.11: The flow chart ofthe pitch optimization in FnRouter.
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quadprog in the optimization toolbox is called by FnRouter to solve the QP problem.

If the solution is found, it produces the new optimal locations for wire segments in

the affected area. Otherwise, FnRouter narrows the boundaries and repeats the

process. After each optimization, a check step is executed. If it is a worse case,

compulsory constraints are imposed and optimization is repeated. Lastly, spacing

technique is applied to adjust the pitches in the affected area. The above procedure is

repeated until there is no forbidden pitch left or the preset maximum number of

iterations is reached.

5.4 Summary

In this chapter, the formulation of the pitch optimization step in the iterative

pitch adjustment stage has been introduced. Pitch optimization that calculates the

new optimal locations for wire segments in the affected area for the pitch adjustment

by spacing technique to avoid forbidden pitches has been formulated as a QP

problem. The objective function is the accumulation of the process window of each

pitch in the affected area inside the boundaries and the constraints are the geometric

restrictions in the layout including design rule constraints, inherited constraints,

compulsory constraints and optional constraints.
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Chapter 6 Spacing Technique

In the iterative pitch adjustment stage, after solving the QP problem

formulated from the pitch optimization step, wire segments in the affected area are

adjusted to their new optimal locations by spacing technique in the spacing step so as

to avoid the forbidden pitches. Spacing technique, similar to layout compaction, is a

method to adjust the distances between wire segments so as to improve the layout

performance while keeping the original wire connectivity and design rules intact.

However, it not only compacts but also stretches the wire segments.

6.1 Plowing Operation

Spacing technique is developed from the plowing operation [Scott841]

provided by the Magic layout editor to design symbolic layout. As an interactive

operation, plowing can stretch and compact Manhattan layouts while keeping wire

connectivity and design rules intact under the instructions of designer, which include

plow location, plow direction, plow distance, and so on. The key of the plowing

operation is finding edges (boundaries between materials) and moving them based on

the rules predefined in its rule table.

Fig. 6.1 presents an example of plowing operation. The vertical line segment

that parallels with the four wire segments in Fig. 6.1(a) is called plow and the plow
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(a) Before (b) After

Fig. 6.1: Plowing operation IScott84].

direction is to the right. During the plowing process, the plow catches vertical edges

and carries them along with it as it moves through the layout by the distance

specified. Each edge that is caught by the plow pushes other edges ahead of it in a

way that preserves wire connectivity and keeps the design rule intact. This means

that material in front of the plow is compacted down to the minimum pitch permitted

by the design rules as illustrated in Fig. 6.1(b) that the pitch between wire segments I

and II is decreased from D to the minimum pitch d , and material behind the plow

is stretched. Recursively, the pushed edges can cause others to be moved out of the

way until no further edges need to be moved. A mound ofedges thus builds up ahead

of the plow in the manner as snow builds up on the blade of a snowplow [Scott84].

This is the reason why the operation is named as plowing.
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6.2 Spacing Technique

Plowing operation in Magic layout editor modifies the layout with materials

of diffusion, polysilicon, via, and metal. However, the pitch adjustment in FnRouter

only concentrates on metal wires, i.e. only materials of metal and via need to be

considered. Therefore, the algorithm of plowing operation is simplified when it is

applied to FnRouter. Furthermore, some modifications are introduced to facilitate its

usage in FnRouter. As a result, it is called spacing technique in FnRouter instead of

plowing operation to identify their difference. In the following, their differences are

presented and the explanation of spacing technique still uses the terminology of

plowing operation.

6.2.1 Edge Definition

Edge is the basic element operated by plowing operation or spacing technique,

which is a boundary between two types of materials. Since the pitch adjustment in

FnRouter concentrates on materials of metal and via, only six ldnds of edges need to

be considered in spacing technique, which are illustrated in Fig. 6.2.

Because the plow direction, no matter to the top, bottom, or left, could be

transformed to the right by rotating the layout when FnRouter copies it from the

main database to spacing planes, the edge definition in Fig. 6.2 is given with the

assumption that the plow direction is to the right. The minimum width w and the

1.11*111111****
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Space
Space

(a) Ob) (c)

(d) (e) (I)

Fig. 6.2: Six kinds of edges in spacing technique.

minimum pitch dmin of metal and via in the design rules are defined as the minimum

width of the right material of edges so that the design rule is kept intact when

plowing the edges to the right.

6.2.2 Plowing Rules

For each edge caught by the plow, a set of rules predefined in the rule table is

applied to determine which other edges must move as a consequence of this motion.

These rules that can be referred to in [Scott84] ensure plowing operation keep wire

connectivity and design rule intact during the layout modification. Therefore, most of

them are inherited by spacing technique. In addition, an extra rule called fixed

pattern rule is appended to the rule table of spacing technique to help FnRouter

11=I*1***
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*

achieve the complete design rule constraints for each wire segment in the affected

area.

As discussed in the last chapter, boundary constraints, via constraints, and

permanent fixed pattern constraints introduce fixed patterns in the layout. They

increase the difficulty in automatically producing the layout constraints for each wire

segment in the affected area. Since design rules are always kept intact during the

plowing process, the design rule constraints of each wire segment could be

considered as its maximum plowing distances along the directions perpendicular to

itself without moving fixed patterns. Therefore, fixed pattern rule is developed to

facilitate the process to achieve the design rule constraints by spacing technique.

Fig. 6.3 illustrates the principle to achieve the design rule constraints, or the

maximum plowing distance in the horizontal direction without moving fixed patterns,

Initial plow distance Movement of flxed pattern

!

I 1

'

;.-

(a) (b)

Fig. 6.3: Achieve the maximum plowing distance by spacing technique.
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for wire segment i by spacing technique. To achieve the maximum plowing distance

to the right, a plowing test is applied to wire segment i, which selects the left border

of wire segment i as the plow and moves right by an initial plow distance D larger

than P3 defined in (5.1). The initial plow distance D is always so large that the fixed

pattern has to be moved right by some distance M so as to maintain the design rule

correctness as illustrated in Fig. 6.3(b). When the spacing technique moves the edge

of the fixed pattem (it is expressed as the metal material with an extra flag in spacing

planes), the fixed pattern rule is excited, which interrupts the plowing test and

modifies the plow distance from D to D * M Since the plowing process keeps the.

design rule intact, D * M is just the maximum plowing distance to the right for wire

segment i . Similarly, the maximum plowing distance to the left for wire segment i

can be also achieved by the plowing test.

6.2.3 Self-instructions

As an interactive operation, plowing operation modifies the layout after the

designer supplies the instructions of plow location, plow direction, plow distance,

and so on. In contrast, pitch adjustment by spacing technique should be automatically

implemented after the pitch optimization step. Therefore, spacing technique should

create these instructions by itself so as to make the plowing operation without human

interference, which are accomplished by comparing the current locations of wire

segments in the affected area with their new optimal locations achieved by solving

the QP problem.
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dm

xi xi x: xi xi xl x2x2 xi x x; x2x2' x

(a) (b) (c)

Fig. 6.4: Pitch adjustment by self-instructions. (a) Moving wire segment A. (b) Moving wire

segment B. (c) Layout after the pitch adjustment

Fig. 6.4 presents a layout example to demonstrate the principle of pitch

adjustment by self-instructions. There are three vertical wire segments in Fig. 6.4(a)

and their pitches need to be adjusted by moving the left border of wire segment A

from x] to x; , and the left border of wire segment B from x2 to x; respectively. The

pitch adjustment in the spacing step is executed from the leftmost wire segment. By

comparing the present location of wire segment A with its new locations, spacing

teclufique determines that the plow direction is to the right and the plow distance is

the difference between xi and x{ . By selecting the left border of wire segment A as

the plow, spacing technique moves it from x] to x; . During the plowing process, the

left border of wire segment B is also pushed right from x2 to x; so as to keep the

minimum pitch d n with wire segment A. The process to adjust the location of wire

segment B is same, the difference is that the current location of the left border of

wire segment B is not x2 but x; .
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6.2.4 Jog Control

In Magic layout editor, plowing creates jogs whenever it moves only part of

the boundary between two different types of materials. As illustrated in Fig. 6.5(a),

when plowing the edge a, jogs are automatically inserted in the final layout as in Fig.

6.5(b) since only part of the boundaries of the wire segments such as edge b, c, and d

are moved. The introduction of a great number ofjogs by plowing not only increases

the data volume of the layout but also deteriorates the chip manufacturability since

jog pattern is not OPC-friendly. To forbid new jogs being created due to plowing,

spacing tecluiique adopts jog control, which extends the edge to include the whole

wire segment when plowing it, as illustrated in Fig. 6.5(c).

(a) (b) (c)

Fig. 6.5: Jog control (a) Plowing edge a. (b) Plowing by jog insertion. (c) Plowing without

ogs.
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6.3 Implementation in FnRouter

In the iterative pitch adjustment stage of FnRouter, spacing technique does

not directly deal with the layout data in the main database, but accomplishes all the

operations in the spacing planes. Since FnRouter supports routing of a maximum of

five metals, there are five spacing planes in FnRouter and materials that interact with

each other should exist in the same spacing plane. As illustrated in Fig. 4.3(c), Metal

1 and Vial2 are both in the first spacing plane since they could be connected

together. Certainly, Vial2 are also in the second spacing plane with Metal 2 since

they also could be connected together.

Fig. 6.6 illustrates the flow chart of spacing technique when it is implemented

in the spacing step, which consists of four phases including initialization, layout data

preparation, plowing edges, and main database update. To avoid dependence on a

particular technology, spacing technique is parameterized by a set of design rules

contained in a technology file. Therefore, the tasks of initialization include defining

the edges and building up the plowing rule table according to the design rules of the

adopted technology, which are expressed in the input technology file. At the same

time, FnRouter cleans the five spacing planes for later operations. Since the pitch

adjustment by spacing technique only modifies the layout in the affected area limited

by the boundaries, for time and memory space efficiency, only the layout inside the

boundaries and some fixed pattems around are copied from the main database during

the layout data preparation phase. In order to make the plow direction always to the
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]Initialization

Layout data preparation

........ .........................

I Build up the edge queue I Plowing edges

Process the left-most [

4

edge in queue

{No......... .......................

[ IMain database update

Fig. 6.6: The flow chart ofspacing technique in the spacing step.

right, the copied layout is rotated by 90 , 180, or 270 if the original plow direction

is to the bottom, to the left, or to the top before it is rebuilt in the spacing planes.

After the plowing edge phase, the modified layout by spacing technique is copied

back to the main database to update the corresponding layout. However, when the

spacing technique is implemented to achieve the design rule constraints for wire

segments in the pitch optimization step, the main database need not be updated.

6.3.1 Plowing Edges

In the plowing edges phase, spacing technique finds edges and moves them

based on the plowing rules predefined in its rule table. To facilitate the
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d Y

b Y3

Y2

a

a Yi
A

Y ............. ......

* 10.
X0 XI X2 X

(a) Layout (b) Initial edge queue of the layout

Fig. 6.7: Edge queue in the plowing edges phase.

implementation of spacing technique, the edge queue data structure is adopted in

FnRouter. Since the plow direction is always to the right, the edge queue arranges all

the edges in one spacing plane according to their x coordinates, and for the edges

that have the same x coordinates, they are further organized as a link list according

to their y coordinates. The edge queue is not constructed in one step, but is always

updated when applying plowing rules to edges. As illustrated in Fig. 6.7, the initial

edge queue only records the edges in area A, which is specified by the location of the

plow and the plow distance. Spacing technique processes the leftmost edge in the

edge queue by applying the plowing rules according to the edge type. As a result,

some new edges that should be moved according to the rules are inserted to the edge

queue for update. As illustrated in the flow chart of Fig. 6.6, such process does not

fnish until there is no edge left in the edge queue.
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6.3.2 Layout Example

The implementation of spacing technique for the pitch adjustment is

demonstrated by an example in Fig. 6.8. The layout in Fig. 6.8(a) is from the 8-bit

ripple-carry adder test chip, where a forbidden pitch is formed by two vertical wire

segments of metal 2. Fig. 6.8(b) shows all wire segments that may be affected by the

pitch adjustment, where the vertical wire segments in metal 2 are labeled ftom 0 to 3.

In the pitch optimization step, the design rule constraints of each vertical wire

segment could be obtained by spacing technique with the plowing test. Because wire

segment 2 and 3 both connect to the pins of the chip, which are permanent fixed

patterns, they cannot be moved in the pitch adjustment. As to wire segment 0 that

connects to the terminal of standard cell with a small horizontal wire segment in

metal 1 through a via, the maximum plowing distance to the left is 0 since the space

between the via and terminal is just 280 nm , the minimum pitch for TSMC 180 nm

technology. However, its maximum plowing distance to the right is 263 nm As to

wire segment 1 that directly attaches the terminal of a standard cell, the maximum

plowing distance to the left and right sides are 0 and 88 nm respectively. The new

optimal locations for all vertical wire segments could be achieved after solving the

QP problem. The right layout in Fig. 6.8(b) shows the wire segment in the affected

area after the pitch adjustment by spacing technique, where only the wire segment 1

moves to the right by the distance 88 nm with the via together. Thus, the forbidden

pitch is avoided since its size is changed from 455 nm to 543nm, which is out of the

forbidden range I, 401 nm -511 nm. Fig. 6.8(c) is the full layout after the pitch

adjustment.
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(a) A forbidden pitch example

Terminals ofstandard cells (Fixed pattern)

:: tso

Wire segment I 0 455

1

Before spacing After spacing

(b) Pitch adjustment by spacing technique
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I
(c) Layout after avoiding forbidden pitch

Fig. 6.8: An example of forbidden pitch avoidance by spacing technique.

6.4 Summary

In this chapter, spacing technique implemented in the iterative pitch

adjustment stage of FnRouter has been introduced. The difference between spacing

technique and plowing operation has been presented. Finally, a layout example has

been provided to illustrate the implementation of spacing technique in FnRouter.
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Chapter 7 Other Factors and Application

The principles of the proposed two-stage lithography-friendly routing method

have been introduced in the previous chapters. In the following, other factors related

to its implementation in FnRouter and its application to three test chips are presented.

7.1 Measures of Image Improvement

The two-stage lithography-fiendly routing method is applied to avoid

forbidden pitches in the layout so as to enhance the process window of images when

using SRAFs in conjunction with OAI in optical lithography. Therefore, two

measures are provided in the research to show its ability to improve image quality.

One is based on the comparison between the original process window and that after

the pitch adjustment for each forbidden pitch. The other is based on the comparison

between the original process window and that after the pitch adjustment for each

affected area. The first measure can be easily executed since the process window of

each pitch could be achieved according to (5.1). The second measure is complex

since in addition to the wire segment pair forming the forbidden pitch, there are other

wire segments in the affected area. To identify the influence on the process window

of each affected area due to forbidden pitch avoidance, a parameter

98



Chapter 7 Other Factors and Application

n-I n-I

E f(p,)' -Eai f(pi)
i=0 ,--O (7.1)jt =

n-I

Ea f(pi)
E.

is defned in this research to represent the image irmprovement for the affected area

where n pitches exist. In (7.1), f(p,) is the original process window of pitch p, and

f(p,) is that after the pitch adjustment; a, is the weight of pitch p,, which is

proportional to the overlapping length of the two wire segments forming pitch pi .

Therefore, the larger y , the more image improvement in affected area. In Fig. 5.1(b),

the minimum process window of the curve is about 0.55, while the maximum process

window is 1. Assuming all pitches in the affected area have the minimum process

wvindow before the pitch adjustment and all achieve the maximum process window

after the pitch adjustment, then the maximum r could be 81.8%.

7.2 Wire Length Variation

In traditional routing algorithm, each routed net should satisfy the timing

constraint so as to ensure that the circuit operates correctly under the control of clock

signals. As the IC technology enters the submicron era, delay time of the wire that

provides communication between components becomes comparable with the delay

time inside the components. Therefore, the wire length of each net that determines its

delay time is importrnt to the timing constraint However, the pitch adjustment to
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Fixed

Ad

Ax=Ad Ax = 0 AX = 0 AX = - 2 x Ad

(a) (b) (c) (d)

Fig. 7.1: Four types of wire length variation.

avoid forbidden pitches in the proposed two-stage lithography-fiendly routing

method may lead to wire length variation, therefore affects the timing ofnets.

Fig. 7.1 illustrates the four types of wire length variation that correspond to

the four types of wire connections in the layout. In Fig. 7.1(a), the wire connects to

the fixed pattern that could be the terminal of a standard cell or the pin of the chip.

When the vertical wire segment is adjusted to the right by the distance Ad , the

horizontal wire segment is stretched so that the wire length variation ax equals to

Ad . In Fig. 7.1(b), the wire connects two fixed patterns. When it is adjusted to the

right by the distance Ad , wire length does not change since the vertical wire segment

cannot be moved out from the fixed patterns due to via constraints discussed in

Chapter 5. In Fig. 7.1(c), the wire length variation ax always equals to 0 when the

vertical wire segment is adjusted since the wire length variations of the two

horizontal wire segments counteract. In Fig. 7.1(d), when the vertical wire segment is

adjusted by the distance Ad , the wire length variation Ax is twice of Ad . However,
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such wire connection is only used to bypass blockages during routing process. It is

not common in the layout since the two terminals A and B can directly connect if

there is no blockage. Consequently, the wire length variations due to the pitch

adjustment by the distance Ad for the vertical wire segments in Fig. 7.1 are Ad , 0, 0,

and 2Ad respectively. Considering the scopes of forbidden ranges are small, the

distance Ad for adjusting wire segments out of the forbidden pitches is therefore also

small. For example, the scopes of forbidden range I (401 nm -511 nm) and forbidden

range II (620 nm -656 nm ) in this research are 110 nm and 36nm respectively, which

are only 39.3% and 12.8% of the minimum wire width (280 nm ) in the design rules.

Therefore, the wire length variation would be small after the forbidden pitch

avoidance by pitch adjustment.

7.3 Constrained Optimization

In the two-stage lithography-friendly routing method, the pitch adjustment to

avoid forbidden pitches after traditional routing is formulated as a QP problem. In

FnRouter, an independent C++ program that utilizes the Matlab API function

quadprog in the optimization toolbox is called to solve the QP problem, which

communicates with the main program by Matlab files. The fudion quadprog

contains several algorithms and it automatically selects the most suitable one to solve

the QP problem according to the supplied constraints. In general, quadprog locates a

solution for QP problem when supplying the constraints explicitly [Matlab98].

However, too many constraints would cause quadprog to fail to find a solution
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within the set maximum number of iteration. In fact, a solution may not exist for the

problem. For an affected area with n wire segments and m pitches that contribute to

the objective function, there are 2n variables and 3n +2m constraints besides the

compulsory constraints and optional constraints in the formulated QP problem.

Therefore, the number of wire segments in each affected area indicates the

complexity of the QP problem.

If the area where the forbidden pitch locates is routed with high-density wvires,

the number of wire segments affected during the pitch adjustment could be large.

However, it is not necessary to consider all these affected wire segments when only

adjusting the forbidden pitch formed by two wire segments. In FnRouter, boundaries

are supplied to limit the number of wvire segments in the affected area so as to limit

the QP problem. In addition, FnRouter can narrow the boundaries so as to reduce the

affected area and repeat the pitch optimization if quadprog does not find a solution

within the set maximum number of iteration.

7.4 Algorithm Speed

In the two-stage lithography-friendly muting method, the speed of traditional

routing depends on the routing algorithm adopted. In the iterative pitch adjustment

stage, the most time consuming steps are building the graph to collect geometric

information in the affected area, solving the QP problem, and pitch adjustment by

spacing techtfique. Since the corner stitching data structure is adopted, the algorithm
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of building the graph is simply a directed area enumeration algorithm [Ouster84a]

and spacing technique is just the plowing operation. They are both fast local

operations since comer stitching data structure records neighbors' information.

Referred to [Ouster84a], they are both 0(N) operations for typical cases, where N is

the number of tiles of direct interest to the algorithm (i.e., the number of tiles being

enumerated in area enumeration, and the number of tiles being removed in plowing).

As the core of this research is not on constrained optimization, an independent C++

program that utilizes the API function quadprog in Matlab optimization toolbox is

called to solve the QP problem when needed. The speed of solving the QP problem is

therefore not discussed here.

7.5 Application

In the research, the two-stage lihography-friendly routing method is applied

to three test chips by FnRouter. In the following, the performance of this method is

presented.
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(b) 12-bit ripple-carry adder with one clock delay
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(c) 8-bit 3-tap FIR ffiter

Fig.7.2: Circuit schematics of three test chips.

7.5.1 Test Chips

Fig. 7.2 presents the circuit schematics of the thme test chips, and their

finctional specifications are as follows:
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1. 8-bit ripple-carry adder: the two input A, B, and the output Z are all 8-

bit integer; and the adder is realized with the ripple-carry structure

[Parhami00].

2. 12-bit ripple-carry adder with one clock delay: the two input A, B, and

the output Z are all 12-bit integer; and the adder is realized with the

ripple-carry structure; the sum is stored in the 12-bit register for output in

the next clock.

3. 8-bit 3-tap FIR falter: the input X, the three coefficients CO, C1, C2, and

the output Z are all 8-bit integer; and the multiplier is realized with non-

Booth structure [Parhami00], the adder is realized with the carry-

lookahead-select structure [Parhami00].

The behavior and fnction of the three test chips are described in the module

compiler files, which are synthesized by Synopsys Module CompilerTM based on the

TSMC 180nm standard cell library. The floorplan and placement of the chips are

accomplished by CAD tools integrated in the Cadence EncounterTM design platform.

The traditional routing results of the three test chips by FnRouter are summarized in

Table 7.1. Routing completion rate of thel2-bit ripple-carry adder with one clock

delay and the 8-bit 3-tap FIR filter by FnRouter are only 89.9% and 89.4%

respectively in Table 7.1. Actually, 100% completion rate for these two chips can be

achieved by enlarging the chip size or increasing the muting planes. Limited muting

resource is imposed to these two chips to achieve more dense routing result so as to
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Table 7.1: Routing result ofthe three test chips (based on TSMC 180nm library).

12-bit ripple-carry8-bit ripple-carryTest chip adder
adder with one 8-bit 3-tap FIR filter

clock delay

Chip size (urn2) 930 2348 2914

Standard cell 36 68 117
number

Number of nets 34 79 188

Number of 3 4 4
routing planes

Number of routed
34 71 168

nets

Completion rate
100 89.9 89.4

(%)

Number of
5 16 35

forbidden pitches

produce more forbidden pitches in the layout for lithography-friendly routing

research via forbidden pitch avoidance.

7.5.2 Image Improvement for Forbidden Pitch

Fig. 7.3 presents the image improvement for each forbidden pitch in the three

test chips. The original process window of each forbidden pitch is expressed by the

triangle. Its corresponding optimized process window by pitch adjustment is

expressed by the rectangle. The acceptable process window is expressed by the dash

line. It is obvious that the process windows of most forbidden pitches are enhanced

i
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Fig. 7.3: Process window improvement for each forbidden pitch in (a) 8-bit ripple-carry

adder, (b) 12-bit ripple-carry adder with one clock delay, (c) 8-bit 3-tap FIR filter.
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Table 7.2: Image improvement for forbidden pitches.

Test chip Not improved
Improved but Improved and

not acceptable acceptable

8-bit ripple-carry 20% 0 80%
adder

12-bit ripple-carry
adder with one 12.5% 6.25% 81.25%

clock delay

8-bit 3-tap FIR
11.43% 5.71% 82.86%

filter

above the acceptable line, i.e. most forbidden pitches are avoided, after the pitch

adjustment. However, the process windows of some forbidden pitches are not

improved, or improved but still under the acceptable line. This is because these

forbidden pitches have strict layout constraints so that they do not have sufficient

ranges for pitch adjustment. For example, wire segments that connect to terminals of

standard cells always have small ranges for pitch adjustment. From Table 7.2, it is

obvious that more than 80% of forbidden pitches can be avoided by the two-stage

lithography-friendly routing method.

7.5.3 Image Improvement for Affected Area

Fig. 7.4 presents the image improvement for each affected area in the three

test chips. Since more than one forbidden pitches could exist in the same affected

area, the number of data in Fig. 7.4 is smaller than those in Fig. 7.3. It is obvious that

*
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Fig.7A: Process window improvement for each affected area in (a) 8-bit ripple-carry adder,

(b) 12-bit ripple-carry adder wfth one clock delay, (c) 8-bit 3-tap FIR filter.
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the pitch adjustment to avoid forbidden pitches does not deteriorate the image quality

of each affected area. Furthermore, image quality of most affected areas are

improved and y can be more than 50%.

7.5.4 Wire Length Variation

Fig. 7.5 illustrates the wire length variation of each net in the three test chips.

The percentages of nets whose wire length is changed after the pitch adjustment are

26.5%, 18.3%, and 12.5% respectively. However, the wire length variation of each

net is smaller than 1%, 2%, and 2.5% respectively when it compares to its original

wire length. It is obvious that the results in Fig. 7.5 agree with the analysis in section

7.2. Therefore, the two-stage lithography-friendly routing method to avoid forbidden

pitches by spacing technique does not lead to large wire length variation, which

means that the pitch adjustment does not greatly affect the timing of nets. This is the

reason why the clock routing algorithm is not implemented in FnRouter. As

presented in Chapter 4, all the nets are connected by common routing algorithm with

the assumption that their timing constraints are all satisfied.

7.5.5 Constrained Optimization

Fig. 7.6 illustrates the wire segment number of each affected area in the three

test chips. The values ofthe affected areas whose boundaries are reduced during the
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Fig. 7.S: Wire length variation in (a) 8-bit ripple-carry adder, (b) 12-bit ripple-carry adder

with one clock delay, (c) 8-bit 3-tap nR filter.
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Fig. 7. 6: Wire segment number of each affected area in (a) 8-bit ripple-carry adder, (b) 12-

bit ripple-carry adder with one clock delay, (c) 8-bit 3-tap FIR filter.
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pitch adjustment are specially marked with stars as shown in Fig. 7.6(b) and Fig.

7.6(c). It is obvious that in most of affected areas with wire segments less than 10, a

solution can easily be found. The number of cases that requires boundary adjustment

usually have wire segment number greater than 10. Therefore, it is recommended to

contol the wire segment number to less than 10 during the pitch adjustment in

FnRouter.

7.6 Summary

In this chapter, other factors, including measures of image improvement, wire

length variation, constrained optimization, and algorithm speed, related to the two-

stage lithography-fiendly routing method have been discussed. The application of

the two-stage lithography-friendly routing method to three test chips including 8-bit

ripple-carry adder, 12-bit ripple-carry adder with one clock delay, and 8-bit 3-tap

FIR filter, have been presented. It has been shown that more than 80% forbidden

pitches could be avoided with the pitch adjustment by spacing technique after the

traditional routing. The image quality of most affected areas has been improved and

y can be more than 50%. It has demonstrated that the wire length variation due to

the pitch adjustment is small and therefore does not greatly affect the original timing

constraint of each net.

i
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Chapter 8 Assistant Techniques

As presented in the last chapter, more than 80% forbidden pitches can be

avoided by pitch adjustment after the traditional routing. However, there are still

about 20% forbidden pitches that could not be avoided due to their strict layout

constraints. Two assistant techniques are proposed in this chapter to tackle the

unresolved forbidden pitches. One is ripping-up the nets that form the forbidden

pitch and rerouting them with the forbidden pitch constraints. The other is modifying

the widths of the wire segments that form the forbidden pitch so as to adjust the pitch

out of the forbidden ranges.

8.1 Rip-up and Reroute

As discussed in section 3.2.2, it is not necessary to introduce new space

constraints arisen from the forbidden pitch problem for each net during the routing

process since it increases the algorithm complexity and tends to nonoptimal results.

For example, the test chip, 8-bit ripple-carry adder, could be completely routed by H-

V tile-expansion routing algorithm in the research if only the minimum pitch in

design rules is considered as the space constraint However, its completion rate

decreases to 94.1% if the forbidden pitch constraints as in Fig. 3.1(b) are considered

when muting each net. Therefore, two-stage lithography-friendly routing method

mutes the nets with the traditional routing algorithm first, then applies the pitch
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[ Forbidden

i RangelI

J :

!:

Forbidden
Range I.

(a) Blockage plane in traditional routhtg (b) Blockage plane In rip-up and reroute

Fig. 8.1: Solid tile in the blockage planes.

adjustment to avoid forbidden pitches. However, after most of nets have been

determined their locations in the layout after the traditional routing, ripping-up the

nets forming the forbidden pitches and rerouting them with the forbidden pitch

constraints does not greatly affect the final layout. Therefore, this approach is

adopted in FnRouter as one of the assistant teclutiques to solve the remaining 20%

forbidden pitches.

As introduced in Chapter 4, FnRouter routes the nets by H-V tile-expansion

routing algorithm with the help of blockage planes to keep the design rule correct.

During the routing process, each solid tile is extended in all four directions in the

blockage planes as illustrated in Fig. 8.1(a) to satisfy the requirements of the

minimum pitch s and the minimum width w in the design rules. However, if the

forbidden pitch constraints are taken into account when constructing the blockage

115



Chapter 8 Assistant Techniques

planes during the rip-up and reroute phase, just as in Fig. 8.1(b) that the forbidden

ranges to each solid tile are also marked as the blocked areas in blockage planes.

Then the rerouted path is not only design rule correct but also avoided to form

forbidden pitches with other existing patterns.

Fig. 8.2 presents an example to implement the rip-up and reroute approach to

avoid the forbidden pitch, which is from the 8-bit ripple-carry adder test chip. In Fig.

8.2(a), the two wire segments form a forbidden pitch with size of 455 nm . If the left

net is ripped-up and rerouted with the forbidden pitch constraint, the two net does not

lp-up and
Reroute

l
5411

(a) Before rip-up and reroute (b) After rip-up and reroute

Fig. 8.2: An example by ripping-up and rerouting net to avoid forbidden pitch.
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form a forbidden pitch any more, as illustrated in Fig. 8.2(b). When this assistant

technique is applied to the three test chips, the percentage of the avoided forbidden

pitches increases to 100%, 87.5%, and 88.6% respectively.

8.2 Wire Width Modification

Although forbidden pitches could be further avoided by the rip-up and reroute

method, there may be still some forbidden pitches left since the nets ripped-up may

fail to find a path with the forbidden pitch constraints during trie rerouting process.

Then another assistant technique, which adjusts the pitch out of the forbidden ranges

by modifying the width of wire segments, could be applied as illustrated in Fig. 8.3.

Theoretically, wire width modification could avoid all the remaining

forbidden pitches and is more convenient than other approaches including the

H

t/

allowed allowed
t. * J..........-. .... J- * J............,..... ....
0 p.j. Forbidden 0 Psdm Foxbidden

Range Range

(a) Before width modification (b) After width modification

Fig. 8.3: Forbidden pitch avoidance by wire width modification.
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iterative pitch adjustment. However, its drawback is that the modification of wire

width leads to the variations of resistance and capacitance of the wire, which changes

the original RC delay, cross talk, and IR voltage drop related to this wire.

The resistance of a wire segment can be expressed as

R p L
(8.1)=

H W

where W , L , and H are the width, length, and thickness of the wire segment, p is

the resistivity of the material. The capacitance analysis of a wire segment is complex

in the submicron IC tecluiology. In [Rabaey96], the empirical formula for the

intrinsic capacitance of the wire segment is given as

ecxLI(W*+Wl .t))025 +l.O6(*H-lLt)0.5]] (8.2)C =
0+O.77+1.o6

where so, and to, are the permittivity and thickness of the oxide. In addition, the

nearby wire segments on the same layer and different layers contribute interwire

capacitance to the wire segment, whose value is proportional to their overlapping

areas and comparable with the intrinsic capacitance.

Generally, the wire width modification for avoiding forbidden pitches may

be large. For example, the scopes of forbidden range I (401 nm -511 nm ) and
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forbidden range II (620 nm -656 nm ) in this research are 110 nm and 36 nm

respectively, which are 39.3% and 12.8% of the minimum wire width (280nm ) in the

design rules. This means that in the worse cases, wire wvidth may change by 39.3%

and 12.8% to avoid forbidden pitches, which would lead to large variations of the

resistance and the total capacitance of the wire segment. Thus the timing

performance optimized on the original RC simulation model and IR drop voltage

may change greatly so that the original timing constraint may be not satisfied any

more. Furthermore, the wire segment after width modification may overlap more

area with other wire segments in other layers. Therefore, the interference that is

generally called cross talk is more serious, which deteriorates the signal integrity of

the circuit.

Though wire width modification has the above shortcomings, it is still a

convenient approach that could be used to avoid forbidden pitches completely. In this

research, this assistant technique is only proposed but has not been implemented

since the simplified routing algorithm adopted in FnRouter does not considered

timing constraints and signal integrity. In the future, when developing more advance

routers to realize the lithography-friendly routing in the industry, this assistant

technique could be integrated in the routing algorithm and its shortcomings can be

overcome by existing techniques. For example, inserting buffers in the net could

control the variation of timing due to the wire width modification and inserting

shielding wires could reduce the cross talk.
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8.3 Summary

In this chapter, two assistant techniques to avoid the unresolved forbidden

pitches have been described. One is ripping*up the nets that form the forbidden pitch

and rerouting them with the forbidden pitch constraints. The other is adjusting the

pitch by wire width modification.
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Chapter 9 Discussions Conclusion

Although the research in this thesis is based on the 0.248 pm optical

lithography technology and the SRAFs design strategy with only two forbidden

ranges, the proposed two-stage lithography-friendly routing method could be

straightforwardly extended to other optical lithography technologies wvith different

SRAFs design strategies. In practice, the two-stage lithography-friendly routing

method could be parameterized by a set of rules contained in an input technology file

so as to avoid dependence on a particular optical lithography with specific SRAFs

design strategy.

The proposed approaches in this thesis demonstrate one of many possible

approaches to realize lithography-friendly routing via forbidden pitch avoidance so

as to facilitate the use of SRAFs in conjunction with OAI in optical lithography.

Router designers can select their preferred data structure, database, traditional

routing technique, and pitch adjustment technique to realize the two-stage

lithography-friendly routing method. The designer could even directly adopt the

assistant techniques discussed in Chapter 8 as the main techniques to avoid forbidden

pitches iftheir shortcomings could be overcome. For example, ifthe timing variation

and noise introduced by wire width modification could be controlled within

acceptable tolerance, then wire width modification will be a more convenient

approach since it could avoid all forbidden pitches theoretically.
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9.1 Conclusion

In this thesis, the forbidden pitch problem arisen from the use of SRAFs in

conjunction with OAI in optical lithography has been discussed and its challenge to

the routing technique has been first investigated. A two-stage lithography-friendly

routing method has been proposed, which accomplishes routing in the first stage by

traditional routing techniques and post-processes the routed layout in the second

stage by pitch adjustment to avoid forbidden pitches.

A two-step approach has been adopted in the proposed pitch adjustment

mechanism. In the first step, the process window of wire segments forming the

forbidden pitch and their neighbors that may be affected during the pitch adjustment

process is formulated into a quadratic objective finction with linear geometric

constraints from the layout. New optimal locations for wire segments in the affected

area are obtained by solving the constrained quadratic optimization problem. The

spacing technique, which is an improved method of the plowing algoritlun, has been

developed. In the second step, each wire segment is adjusted to its new optimal

location by spacing technique that keeps the original wire connectivity and design

rules intact during the layout adjustment.

The two-stage lithography-friendly routing method has been adopted by

FnRouter, a router developed in the course of this research, and applied to three test

chips. It has been shown that more than 80% forbidden pitches could be avoided by
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the proposed method and the process window of patterns in most affected areas has

been substantially improved.

i
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