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PREFACE

Ir there is any noticeable bias in this, our fifth volume, it is towards the optical-
properties of semiconductors. In the last two or three years it has been realized-
that an enormous amount of detailed quantitative information can be obtained
by high resolution spectroscopic exarnination of the absorption spectra of semi-
conductors, with and without an external magnetic field. The theory and apph-
cation of these powerful techniques form the subject matter of the papers by
Dr. McLean and by Dr. Lax and Mr. Zwerdling. I'believe both papers will be
very valuable contributions to the literature of our subject, collecting and col-
lating as they do information -otherwise rather scattered through the learned
journals.

The paper by Dr. Moss on indium antimonide also shows an optical bias as
the technologlcal importance of this material rests to a large extent on its photo-
properties. Indium antimonide has certa.mly arrived as a respectable semicon-
ductor and a review of its properties is overdue. We are also very pleased to
include a second ‘material’ paper, that by Professors Haering and Mrozowski on’
graphite, as it would appear that the properties of this interesting material are
not as widely known as they should be. In the more general materials field
"Drs. Mooser and Pearson contribute a paper on the classification of semicon-
duttors in terms of the chemical bond picture, a subject on which they are the.
acknowledged authorities. ,

Our two remaining papers are on the theory of the thermal conductivity of
“semiconductors and on the electrical properties of semiconductor surfaces. The
paper by Dr. Appel on thermal conductivity gives a very complete account of
this. important aspect of transport phenomena. Reviews of the steady progress
being made towards a full understandmg of semiconductor surface physics have
appeared from time to time but not in our series and nowhere (to the best of my
knowledge) recently. I expect that the contribution by Dr. Watkms will be .
welcomed as both txmely and authoritative.

: A, F. GiBsoN
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THE ELECTRICAL PROPERTIES OF
SEMICONDUCTOR SURFACES

1. INTRODUCTION

Inthe bulk ofa crystal the atoms are arranged in a regular petiodic manner but at

‘the surface the pattern comes to an abrupt end. It must be expected therefore that
the energy band structure is modified. ‘This problem was first examined in 1932
by Tamm? who considered an idealized’ ‘Semi-infinite erystal o be represented by a
terminated series of potential wells and showed that it was possible to have energy
levels whose wave functions were localized at the surface of the crystal. Further .
theoretical studies were made by a number of workers®~5 and in 1939 Shockley®
carried out a critical investigation and found the condmons under whlch surface
states are occupled in a normal crystal.

The next major advance took place in 1947 when Bardeen, wmle studying
rectification by semlconductors, developed the very important idea of a double
layer or space charge region at a free surface. Any charge trapped in the surface
states must be neutralized by an equal and opposite charge within the crystal, He

‘showed that with a relatively high density of surface states a space charge region
_could extend inte the crystal to a depth of 10~% to 10 cm.

Shortly after this, some evidence indicating the existence of surface states was
found during an experiment carried out by Shockley and Pearson.? An attempt .
was made to produce a semiconductor amplifier by modulating the conductance

.of a slab of semiconductor by using it as one plate of a parallel plate capacitor,
The other plate was a mietal electrode which, in effect, applied a transverse field
to the semiconductor and by this means it was hoped to change the number of
free carriers, The change in conductance measured was very much smaller.than
that expected and this was explained on the basis of the added carrxers bemg
trapped in surface states.
~ Further surface studies on germamum crystals by means of wire probes led to
the discovery of transistor action by Bardeen'and Brattain in 1948.% This stimu-
lated intensive surface studies and very rapld and spectagplar advances were made
so that by 1955 the basic picture of a germanium surface had emerged and this was
described in a review article by ngston 10 This picture has been further refined
‘and the work has resulted in a great increase in the fundamental knowledge of the
-propertles of surfaces. ‘The understanding of the behaviour of surfaces in the

vicinity of P-N junctions has explained changes of diode and transistor parameters

, due to surface conditions. A .

2, THE SURFACE MODEL’

;Neutta‘livty‘conditions‘ are maintained in the bulk of a semiconductor as the charge
of the impurity atoms is equal and opposite to that of the free carriers. T'o neutral-
ize any charge in the surface states, therefore, the energy bands must bend at the

3



PROGRESS IN SEMICONDUCTORS

: surface so that the carrier concentrations are changed to nge the required space
" charge. This is illustrated in Figure 1 for positive and negative charges in the
surface states on N-and P-type material. 'When the surface layer is of a conduc-
tivity type different to the bulk there is an inversion layer (Flgure 1(a) and (d))

L 00es

® .
& .

® .
@ T AT+ A
(d)

-~ Electrons + Holes
g ~Charges in surfgpe states

Figure 1. Surface barriers ot semiconductors: (a) Inver-

sion layer on N-type material; (b) Accumiulation layer on _

N-iype materiai; (c) Accumulation layer on "P-type
material; {d) *Inversion layer on P-type matenal
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Figuve 2. Model of gemanium surface

and when there is an increase in the concentration of majonty carriers at the -
surface there is an accumulation layer (Figure 1(b) and (¢)). A layer intermediate
between the two types, in which the total conductance of a specimen is decreased
due to the presence of a surface barrier, is known as an exhaustion layer.

4



- THE ELECTRICAL PROPERTIEa OF S}LMICONDUCTOR SURFACES

y ¢ tiow consider the detailed surface model for germamum as there is greater
wledge of its surface properties than any other material. The model for silicon
,beheved tobe quahtauvely similar; The energy dlagram of agermanium surface E
s given in Figure 2.

- 'The symbols shown are those commonly used in surface work and are deﬁned as

tollows

Ec = energy of bottom of conduction band
.= By = energy of top of valence band
E,—E, = forbidden energy gap (0-72 eV for germamum)
 Ep = Fermi level
. E; = intrinsic Fermi level '
;b electrostaﬂc potentlal( —qif, the potenual energy ofa.nelect:on is shown
in the Figure). This is arbitrarily taken to be coincident Wlth ’che :
intrinsic Fermi level. i o ]
q¢ = EF+q¢l, where g is the electronic charg°

& so that the carrier concentrat:ons of electrons and holes are resnec‘weh

- n = mexp(gh/kT)
? = mexp(—g$/kT)

_where #; is the mtnnsm concentration, % is Boltzmann’ s constant, and ’I‘ is the -
_ absolute temperature. :
" The subscripts ‘b’ and * denote values in the buik and at the surfa..e
- respectively.
The surface b‘.rner height or surface potential is +g(:[:5 ) of gieh,~- d}b) azxd
~ thas positive values correspond to the bands bending downwards. Later it will
-- be convenient to use ¢, to describe the barrier height, as <Pb 1s fixed by the bulk
- resistivity, Units of 27" will sometimes be used where 27'= 0026 eV at room
temperature. The work function y is as shown and thus depends on the barrier
‘height. On the germanium surface is an oxide layer which is about 10 A thick
immediately after a normal etching procedure. On standing in air this grows' to
- about 50 A and the thickness may be greatly increased by various treatments. A
potential batrier exténds to about 104 cm into the bulk crystal, '
We see that there are three places where charge can 1esxdr‘

- (1) In states which are associated with the oxide layer cailed the slow states; -

~{2) In states situated in the forbidden energy gap which are associated with the

- interface between the oxide and the germamum called the fast states;
(3) In the surface barrier or space charge regzon extetzdmg o the crysial,

Smcethere can be no net charge on the crystal the sum of these chafges must be
- zero 5o that the charge in the states is neutralized by the chargs in the surface
barrier. Lettmg ( denote the charge per square cenitimetre of surface area this

may be written
v st+ Qfs+ Qac =0

:\ whete the subscnpﬂs are self—explanatory
: 5



~ -PROGRESS IN SEMICONDUCTORS . }
The slow states are so called because their comimunication with the free carriers .

' is very limited and thus after any disturbance ethbnum with the interior is
slowly established. The time constants involved range from milliseconds to -

minutes and with artificially thickened layers they may extend to many hours. It
appears that the great majority of these states lie on the outside of the oxide layer
and their numbers and energy levels are contiolled by the ambient atmosphete
Their desnsity is of the order of 10! cm—2 to 105 cm~2,

- The fast states appear to have time constants of the order of 10~8 sec and are far _
less numerous than the slow states, their density being of the order of 101 cm~2.

“Their energy levels are mainly discrete. Some states have large capture cross-

sections for both electrons and holes so that recombination can occur, while it is
possible that others may communicate with only one type of carrier.

The slow states are probably due to adsorbed atoms or molecules from the
ambient atmosphere on the surface of the oxide layer and one would expect defects -
in the oxide layer to give states also. The structure of the fast states is not under-
stood but may be due to misfits between the cxide and the germanium crystal
lattices.

Thetypeof surface we have considered so far is called a real surface, but recently

‘experimental techniques have been developed to give surfaces with no apparen.

oxide layer. These are known as clean surfaces and may be produced by argon
bombardment or by uleavage High vacuuta conditions are necessary to ensure
freedom from contamination while measurements are being made. These clean
surfaces are in effect perfect crystal planes and so correspond to the case con- -
sidered by Tamm,! According to his theory the number of states should be of the
same ordef as the number of surface atoms giving a density of about 10 cm2,
As there will be incomplete bonds at the surface the states should be acceptors.
Present experimental evidence is not sufficient to give an accurate model for this

-type of surface but clean surfac&s are certainly very, highly P-type as would be

expected
3. BASIC THEORETICAL QONSIDERATIONS

" As the surface barrier height changes a number of paraineters associated with the

surface arevaried. Forexample the number of free carriersin the barrierischanged
so that the space charge and the conductance of the surface layer are altered. Also

the effectiveness of the fast states as recombination centres is changed due to -
variations in their occupation and in the carrier concentrations at the surface.
Calculations.of the variation of surface parameters have been given in a number
of papers. Kingston and Neustadter!® have studied the changes of space charge -
with barrier height and bulk resistivity. These calculations have been extended to

" the case of degenerate carrier distributions by Stratton?® and generalized by Sei- =

watzand Green.** Thesurface conductance has been investigated by Schrieffer!® 10
and the effect of the surface barrier on the carrier mobility considered. The change
of surface recombination with barrier height has been studied theorettcally and
experimentally by Stevenson and Keyes:?” Garrett and Brattain!® have gnven a
comprehensive exposition of the basic physical theory of surfaces. The transient

" behaviour of the fast states under non-equilibrium conditions has been treated

' theorstically by Low.?

Tn this section the main results of the basic calculatxons are presented
6



THE ELECTRICAL 'PROPERTIES OF SENICONDUCTOR SURFACES .

1. The Space Chaxge
A generalized surface model i is taken to mclude non-equ1hbnum conditions.
n a semiconductor is illuminated, excess carriers are presentinthe bulk and in
“the surface barrier. The electron and hole concentrations are therefore described by
:q?}nand q-,bp rospectw-zl y, which are the differences between quasi-Fermi levelsand
'the intrinsic Fermilevel. This case is shown in Figure 3(a). Normally, the electrdn

Figure 3(g). Surface barrier with excess c‘arﬁers '

§
. 8
§
. _ Neutral Depletion : '
. region © region .
o . : ’ fi
' _ . /189 sl :
- o g - Al
| - o VA T
4

' Figme' 3(b)_. Surface barrier with reverse bias

- and hole currents that are ﬂowmg to-the surfac. to recombine are sufficiently
* smallto permitthe: quasi-Fermi levels to be drawn straight across the barrier region
without introducing an apprecmble error. In Figure 3(b) the non-equilibrium
case where a-reverse bias is applied across the susface is shown., As we shall see
later this may arise at susfaces in the vicinity of P-N junctions when in effect the

- surface layer acts as part of the junction. It may be divided into three regions:
(1) an inversion idyer at tbe sucface, (2) a depletion region where there are 1omzcd

..7



: where % is the distance measured from the surface intc the semzccnductor, ais
- the charge denszty at #, and x is the dielectric constant. If A and N are the -
_ d(,nor and acceptor concentrations : C -

PROGRESS IN SEMICONDUCTORS o

impurities an a4 very few carriers, and (3) 2 neutral region where the concentranons T
of the electrons and holes differ from their equilibrium values by equal amounts.

The voltage between the quas1-Femn levels is equal to the bias voltage V.
Consider first Figure 3(a). The charge in the surface bairier may be found by

calculating the field at the interface by an mtegratlcn of Poisson’s equation (c.g. s, ‘

i.!ﬁl{'a 3

= ——g

dx? K-

- o= q{(ND—NA)+(P—")}
‘= gl(p—pp)—{n—m)]

Since Np— N = #19— where n, and p, are the e mhbnum concentrations and ‘
DT iVA =By Po o 6 q

~ the excess carrier: conccntratlcns in the bulk Ap = pp—Po and An=m,~n, are ,

“equal.’

t

. In the bulk o is, of course, zero but in the barrier region p and # are changed
from their bulk vaIues so that a space charge results.

‘Also
' = myexp(— 9¢p/kT), Py = nyexp(— q¢pb1’kT)

- n = n;exp(gba/kT); = n.eXP(qv‘nb/kT )

Integratmg Poisson’s equauon, we have ~
G\ =8 [ .
—8m
(&) - [ow== | cohn
 hy C o dpm

using 4, =‘c0nst1+z/;, and :ﬁ,, constz—}-x/: Therefore,
(d"’) Tom {—— fexp(~ 1) —ex0(~ G~
| ~ -——{exp(qsﬁn/m exp(qssnb/kT)H

1o (= @l BT~ o5 (g han ATV s&b)} )

This gives the field at . The voltage t proﬁle in the space charge region may be

- found by integrating this equauon For the ﬁesd we riay Wnte

E, = —z—k—:fi{(p +7)— (pb+nb)+kT(¢ Sl’b)(Pn—”o)]llz --}.(2) :

where .‘Zp isa chaxactenstlc Iength called the Debye length and is equal to

Kk iz
(z‘miq )

8



jTH.E ELECTRICAL PROPERTIES OF SEMICONDUCTOR SURFACES

This length gives a measure of the width of the space cnarge region. The ﬁeld at -
“the surface isthus

- —”—;—Ti [(ps+ns) (o2 el )20~ w0

Thls glves the charge in the barrier reg;on, since
- Qu = —4nE,

The case of Flgure 3(b) follows through in a similar manner and the same |
expressions result. “Here for the mtegr_atlonvwe take the space charge region to-

S e = ' — T
(736x10"0)x10* NI '// K

. & R o —2
'E 103k — e

AN SR

g _ j ]

- _g 102__ 1 N g =18
s I 4’ i

- QT S 8 e e/ g
+12 . ]
- ’ s/l L, L

S 1 1 ! ! ',7 "

- s fsi o

S—IO‘ - : -

< K - -2

-k 44

a =8

=105 -2

- 4
03—t -

10°1” ;/ P

(736 x10"0) 1-104F / NN

) i . . | y - } ) S | [}
2416 8 0 -8 -6 -24

qs /KT ——>-
Fagure 4, Qq, as a functioni of ¢ for various bulk re-
sistivities (after Dousmanis). Figures on curves re_fe' to

values of qip/KT

be the reglon over whlch both quasx-Fermx Ievels are horlzontai, the region be- -
yond this is neutral,
.. For the equilibrium case p, and n, are simply the ethbnum values.
.. Equation (3).thus applies to the th*en cases: :
. For the ethbnum case: :

P Po €¥p { 9(‘)&8 ‘:['b)/ kT]s .Pb Pc
_ = npexp [l — %)/kT], =y
For the case thh excess carriers: _ . .
o  Ps = (b0 +Ap)exp[—qhs~4)/kT], P = po+Ap
< ‘ LBy = (n0+_A”) €xp [9(¢a_¢b)/kﬂ5 "lj = g+ An
2 e ‘



PROGRESS IN SEMICONDUCTORS

For the case with the reverse bias:

?s = Docxp ["&'(‘#a"‘:bb'i' V)/kT]s 'Pb. =0
ng = %g€Xp [Q(¢s—¢b)/kT}s By = Ng~pPy

We see therefore that equation (3) gives the space charge in terms of the barrier
height, the excess carrier concentrations, and the bulk resistivity. When the bands
- bend downwards analogous expressions result, but the opposite sign must be taken
for the field.

The results are iilustrated in Figure 4 for the equiiibrium case wherc O, is
plotted as 2 function of ¢, for various bulk resistivities.

3.2. The Surface Conductance

It is evident that the increase or decrease of conductance due to the surface
layer will be a function of barrier height and to evaluate it we introduce the concept
of the surface excesses.X® This may be defined as the change in the number of the
free carriers per.square centimetre of surface due to the presence of the surface
barrier. For simplicity we consider the equilibrium casé,

For holes, we may write for the excess

Iy =:5“ (p—pp)dx |

& .
: dx
- o= - ~pp)=-d ...(4a
= Jomige (4)
4 .
arid'fo; electrons Lh=- f (n— nb)as—t‘-dqfv Sl (48)
_ The charge in the surface barrier may be written
an = Q(I‘p'"rn)
- 'The change in conductance due to the surface barrier is given by »
Gy = glpTyt1aT) )
= 9!"9(]-19 +bI%)
where p=bn
Fp

oy and g, are the electron and hole mobllmes

Equations (5), (4), and (1) give the surface conductance as a umque funciion of
the barrier height. Cuarves showing the relationship are given in Figure 5 for
different bulk resistivities.

A

10



THE ELECTRICAL PROPERTIES OF SEMICONDUCTOR SURFACES
: The conductance is zero when
R ' " =T,=0
‘andwhen L= -l
' and between the barrier helghts corresponding to these two condmons an exhaus-

“tiop layer exists. Beyond these barrier heights thereisan inversionor accumulation
layer.. The minimum value of conductance occurs when

RS VO
'a¢'s— a¢s

'Surfag:é conductance, G‘,'—_-_——- (gmhos ecm?)

B 6 -4 03 4 6 8

90, /KT —~>
. Fxgute 5. Swface conductance as a, fuactwn
s for various bulk resistivities (after Schrief-
fer). Curve 17 qdp=0-036-¢V (15 Qcm
N-type), Curve 2: qéy = 0 (intrinsic); Curve
: qqsb =0- 065 eV (10 Qcm P-type)

‘Using equations (4) the condition is (9,—p¢) = —bt,—ng). Thatis,
. exp[—alda—~P)/RTI-1 _ ;b(@) :

| Pl —tRTI-T ~ \)
whea |¢,-.-¢,,|>’33
i‘@hi;bgéouxé B ¢b)_—~1nb;°
Bincn S

- it is seen that for b =1, ¢, = —¢;, at the minimum conductance point.
' - '
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We have assumed that the mobxhtles of the carriers at the surface are the same’

: as the bulk values. When there is a large positive or negative barrier a potentlal :

well exists for one or other type of carrier and under. certain circumstances this
can limit the mean free path. This has been studied by Schrieffer% 18 who has

-- shown that the mobility at the surface may be considerably reduced. We consider

the case where there is a large potentiai well for electrons and assume that whenan
electron collides with the surface it loses all its drift velocity. For simplicity the
transverse field is taken as constant so that the potentlal profile is as shown in

" Figure 6.” A rough &stlmate of the effective mobility u’ may be made by taking
. the méan free time 7,5, to be 2w/v. w is the distance from the surface at which the
_ potential is sufficient. to reduce the average thermal velocity v to zero, ie.

rgy.

- of electron
am—

qbow.

~ Potential ene

~—= Distance in crystal
Figure 6. Potential well with um'form field

gE, w=ET. Lettmg 7 be the bd.lk mean free time the ratio of effective to bulk :

. mobility may be written ‘
' BT 20 ~ / A/kT
B Tm mv ‘ 7-qu
| ARIm®) _
vt = 2.
mBe ‘/

- We see therefore that the reduced mobﬁxty is proportxonal to 1/E,.

In practice the case.of deep wells, as in Figure 3(b), closely approach»s thisand -

- since the field mairly arises from the constant jonized impurity concentrahon'

ustial depletion layer theory shows that, since VP EZ, ' oc 1/4/V. :
‘Schrieffer has considered the case of the linear potential. gradient ngorously

' _y - and, assuming as above completefy diffuse scattermg, he ﬁnds

; = 1—exp(a®)(1— erf oc)

.where « i as deﬁhéd above.

For very large E, this reduces to - :
, -ff‘_' ~ ZamV®
which compares with the approximate expression found above.
' ' 12 |



THE ELECTRICAL PROPERTIES OF SEMICONDUCTOR SURFACES

" He has also mvefstlgated the more general case where the field is derived as in :'
sub ection 3.1 and where there are non-equilibrium conditions due to a reverse
sias. The effective mobmty is found to be 2 function of two pa;amrters whlch‘ ’

e
[N

' P —>

(=3
KS
/

- 04 & 12 6 2.
Figure 7. Surfacemobility as a function of
barrier height (after Schrieffer). Ny=

10 cm—%, m*/m =0-25 -

=
[=)
T
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T
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Flgu.re 8. Surface conductance cs a functwn
- of barrier hetght skowmg Schm;ﬁ‘er correction

depend on the total barrler hexght which depends on V and the carrier qmcen-
trations at the surface and in the bulk.

To illustrate the results two Figures are given. Flgure 7 shows the variation of
mobility asa function of the barrier height g(¢, — ¢p)for theequilibrium case with
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no bias applied. P-type germanium is assumed with 2 potential well for electrons
with an effective mass of 025 of the free space mass. 'The resistivity is nearly
intrinsic with N =10 cm~2. The curve is slightly modified with increased
impurity concentration: due to the change in shape of the barrier potential profile.
The modification to a surface conductance curve is given in Figure 8. The cor-
rected conductance due to the reduced mobility is shown by the dotted curve, only
- the inversion layer side gwmg sufficiently deep wells at Iow surface conductances

to giveasignificant correction. Itshould be noted here that the surface conductance
- curves of Figure 5 are actually based on the corrected mobiiity. -

As mentioned previously Schrieffer assumes in his work that the scattering is
-completely diffuse. If, however, there is some specular reflection of carriers from
the surface, i.c. the carriers are reflected without any change of energy and
longitudinal veiacxty then the reduction in mobility would be less. Total specular -
reﬂectwn weuld gzve no chmge from the bulk mobility,

3.3. The Fast States

The fast states, situated at the germamum—germamum oxide interface, may be
spec:ﬁed by their energy level in the forbidden gap, their density, and their capture
cross-sections for electrons and holes. Their occupation may be described by a -
Fermi-Dirac distribution function £, so that if there are N, states (or traps) per’
square centimetre at an ene*gy level E; the number of electrons in them is

W, :
T+ fep (B ErdRT] ~ o ®

Eg, is the trap quasi-Fermi level describing the occupation of the states. Under
equxhbnufn conditions this coincides with the Fermi level Ex.

The § occurs because each state can be occupied by one electron with plus or
minus spin but not with two-electrons of opposite spin.

Assuming that the states communicate with the conduction band and if e, isthe
. probabuity per second that an electron is captured by a state then, in accordance
with the Shockley—Read theory,2® there will be an electron current to thestates of -
Cafly t(1 -1 and an emitted current of ¢, N, f,, where '

n, = N exp [—(E.—E,)kT]

where N, is the density of states in the conductmn band The net electron current
to the states is thus

-~ U = Ly t(l_ft)—cn”thft | (7a)

Sumlarly if the states communicate with the valence band and ¢pisthe prob-
ability per second that a hole is captured by a state, then there will be a net hole
current to the states

B =

| = ppsth;; P t(l—ft) = ] (76) .

Nt(l —f;) is the number of holes in the states, p,, and p1 is defined in a similar
manner to 7, .

1= Noexp (B~ E)RT]
where N, is the density of states in the valence band.
‘ 14



THE ELECTRICAL PROPERTIES OF SEMICONDUCTOR SURFACES -

Under équilibrium conmt‘ons the two electron currents and the. two hole
" currents are equal so that ¥, = 0 and U, =0. :
" "We-now consider the auasx-ethbnum case illustrated in Figure 3(a) If ¢,
) snd ¢, are both not zero the excess carriers will recormbine through the states and
" there will be equal electron and hole currents flowing to them, ie. U, = U,=U.
Using equations (7) to eliminate f, and since p i, = py,m, and p;m, = pyny, we find

_ SalN(Bum—pom)
. &t t 1)+ 6p(Pet1)
Defining the surface recombination velocity s = UfAp gives
- — _ “fn Ny(po+my)
n(ns + ”1) +¢ (Ps +p1)

s

Fxgure 9. Surface recombination velocity as
‘a function of s

. w1t11 a httle mampulatmn thls may also be written '

) Nt CQ(PD-I'nB) ‘ - 8)
" Znexp {gdo/kT Yeosh [(Ee—E;~ 9¢o)/ kT]+ cosh [g(g~ ¢o3/kT]}
Avi;here ' o G = L’n

" We see from the expressxon that the mazimum value occurs at a bartier height
such that b= ¢0

When E N . cosh ( k q¢°)
the half maximum values are givenby

g _EE;

- - RTTTET
2;_’58 _ —(E—E) . &
and, =gt

A typxml curve of the vanatxon of s with ¢, is shown in Fxgure 9.
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This derivation assumes that the Maxwell-Boltzmann distribution faw is
obeyed. With high fields due to iarge barrier heights this is not true and this case
has been studied by Berz® who has given modified s versus o, curves.

Another non- equ.bbnum case must now be considered. We have seen that
under equilibrium conditions currents flow between the spac_e charge region and
the fast states and the charge in each remains at a stationary value. We now suppose
that the charge in tha space charge region is suddenly changed by 2 small amount.
1t will be seen that this may be done by means of an external electrode. Some
of the charge will be transferred to the fast states until they are in equilibrivm (or
more correcily quasi-equilibrium) with the space charge region. This will take
place with a charactevistic time constant =g,

Let the added charges in the space chzrge region and the fast states at time £
after the initial change be 80, 2nd 80, then

80+ 50, = total added charge = constant

The net rate of charge traz*ster is (U —Uy) where the primes denote non-
equiiibrium values, s¢
AU U2y = —30De . 908

dr dz.

When the fast states and space charge region reach equilibiium, U] = U,, but
before this they will have different values because of changes 8f,, 8p,, and &n, in
Ji» P, and a,. Thus, from equations {7),

Uy Us = N8 De B HFe 801+ ea N8y b i — (L =F) 8]
80y, differs from its equilibrium value by gV, &f; and
dsQ fs N, daf t

& - ¥y
The time constant is given by
1 G-,

T 'N;sft

= tpkps'*"i')}. ﬂs‘;a) ‘*‘cn(ns‘*‘ﬂl afft -on )

Assuming that the variation of charge in the space charge region is produced
only by changes in barrier height, we have

. g S4 e o F
Sns = 'ns kT8¢l and (\'PS .ps kT“’¢S
Therefore

1
;._ = ?(.?s"'?l)

5

[ iy ‘i
FHCRINTRN]

' - g (-fim
talnn) [1 KE & J5p) .+ >J
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mg ”s/ (”s +n1) _f t and Dof(Ps+p1) = =1 —fy, and since for Changes in barrier
"_‘_,the change in charge in the space charge regxon and the fast states are equal
4, 1 a O 43T, I‘n)

d(ﬁ,, q d?ss - d¢é

o ;1_ (p+P1)+ (ns+n1)[ HT T, 1%,,):’(1(# o f‘)] -0

Ny

4. MEASUREMENTS

' “After the advent of the transistor the first sxgmﬁcant quantitative éxperiments on
- the electrical properties of surfaces were perhaps those of Bardeen and Brattain in
195311 An essential part of this work was the finding of a method to give repro-
~ducible changes in surface barrier height of the germanium specimens and a
. method to measure the change. The variations in barrier height were produced
by changing the ambient atmosphere in contact with the specimen and contact
. potential measurements showed changes in the work function and hence in the
“barrier height. It was found that electronegative gases and vapours such as ozone,
" chlorine, hydrogen percxide, oxygen, etc., gave P-type surfaces while electro-
_positive ones such as wet nitrogen and _alcohol ‘gave N-iype surfaces. Barrier
~heights between the extremes could be obtained by dry nitrogen and air and the
- total change of the surface barrier was 0-5 eV, The variation at ambients cycling
. the surface barrier from one extreme to the other is called the Bardeen—Btattam
- ambient cyele. .
.+ Measurements of changes in contact potentxal with illumination of the surface ,
- and surface recombination velocity were also made and the results wesé inter-
. pretedinterms of asurface model. Soon after, this work was refined by Morrison, 2
" Bardeen and Morrison,® and Stevenson and Keyes.? The changes in surface
" barrier height produced by the variation of ambient atmosphere were found to
- produce changes in surface conductance and surface recombination velocity, "The.
changes in conductance together with the changes in contact potential indicated
‘that the main alteration of the potential occurred in the surface barrser and not the
‘oxide layer. The variations of the s.r.v. wete explicable in terms of changes in
.- barrier he:ght the numbers and energy levels of the states remaining constant.
_~The application of a transverse electric field to the surface was also tried and this
- ‘gave changes of surface conductance with which long time constants were associ-
~"ated. From all this emerged the basic ideas of the surface model. As the barrier
height was controlled by the ambient atmosphere it was evident that states
. associated with the outside of the oxide luyer were produced with a faifly large
" -density. In contrast to this, the states controlling the s.r.v. were relatively un-
" affected b} the ambient atmosphere conditions and so were probably situated at
. - the getmanium-germanium oxide interface. As they did not control the equili--
brivm barrier height they must be much less numerous than the ambient sensitive
- states. It seemed probable that the states on the outside of the oxide layer were
~ associated with the long time constants.
“ . 'The next progress was the more accurate determination of the propertxes, ie.
numbers, energy levels, and capture cross-sections for holes and electrons of th.,
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" interface or ‘fast states. T'wo main methods were pursued. One was by the -
~ application of the field effect where an external electrode placed in close proxumty
to the surface applied a transverse field%—3? while the other was based on inversion
- layer channels formed across the middie region of a P-N-P or N-P~N struc-
ture 332 A number of workers have determined the state parameters of ger-
fnariium surfaces by these methods and mainly good agreement has been found.
" No such detailed description of the fast states of silicon surfaces is available at
. the present time. This seems to be mainly due to the difficulty in swinging the
_ barrier height by reasonable amounts by the field effect. ' Fast-state determinations
by channel measurements have been carried gut by Statz et al.3%32 and they have
found somewhat similar state distnbutlons to those in germanium but with a
density about ten times aslarge.

Precise measurements by Many and Gelick,% and Harnik and Margonmsh 34
on germanium have shown that the fast states are slightly ambient sensitive, par-
ticularly immediately after etching. This dependence on the degree of oxidation
at the surface has thrown some light°on their structure, It is evident that they
cannot be Tamm states as their density is too low (102 cm™2 as compared with. ~

_about 10'8 cm—?), It may be pestulated that the broken bonds of the surface atoms
become completed by oxidation. Experiments by Wang and Wallis® on the
changes in the fast states with oxidation and by Feuersanger (reported by Many?®)
using argon bombardment indicate that the fast states may be due to misfits

* between the oxide and germanium lattices.

Slow-state measurements have been carried out mainly by the- ﬁeld effect 3%

- Expetiments by Lasser, Wysocki, and Bernstein*®*! have shown that the majority

- probably reside on the outside of the oxide layer.” Water vapour and other con-

densible vapours appears to givea very large number of states and Statz et al 424

have found motion of charge in the states in this case. '
Concurrestly with the work on real surfaces the much more difficult study of

. clean surfaces under high vacuum has been carried on. The technique of ion

bembardment has been developed by Farnsworth and his co-workers®45 and
cleaned surfaces have been investigated by several workers#-51 who have measured - _

‘work function, photoconductance, surface conductance, field effect, and Hall

effect. Although not yet clear cut the results are consistent with the existence of a.

large number of acceptor levels of the Ta.mm type. :

4.1. The Field Effect :

_ Field effect measurements have proved to be ‘the most powerful m thod of
obtaining information about the surface states. A transverse field is applied to the

surface of the semiconductor by means of a plate arranged as in 2 parahel plate

capacitor so that a charge of opposite sign to that on the plate is induced i in the

- surface. If 8Q, is the charge on this plate, then we have at any mstant

an'{'Sstﬁ”ans'*'aQsc =0

Let us consider the sudden applirafion of a field to the susface of 2 specimen.
~ Anadditiona! charge will appenr at the surface and will distribute itself in the space
charge vegiossand the fast and slow states. 'The consductance of the specimen will
therefore ehange, any variation in the space chax ge region giving a disference in’

18



/THE ELECTRICAL PROPERTIES OF SEMICONDUCTOR SURFACES .
e number of free carriers; any charge trapped in the states is nnmoblle and so
does not contribute to the conductance.
: We now examine the process in more detail. To be definite a thin slab of N-type
panium 1 cm? with a strong inversion layer at the surface is assumed.’ The
sequence of events on the sudden application of the field is illustrated in Flgure 10.
- The plate is taken to be charged negatively with IV electronic units (3 in the.
'ji'c’;gure) In Flgure 10(a), no field is applied and the specimen is in equilibrium.
- In (b), the field is suddenly applied and to neutralize the charge on the plate
there will be a flow_of minority carriers to the space charge region from the bulk.
A flow of electrons out of the specimen supplies the negative charge on the plate.
The barrier height therefore changes so that there is an excess charge of NV holes

A
) Fxgm'e 10 Diagrammatic representahon of sequence of events fallamng application of ficld

: mthe space charge region and there will be a change of — Nelectrons and - N holes
- in'the bulk (for reasons of neutrality). The change in conductance is therefore

= gN(ptp— Hn~tip)

'where the prime denotes mobahty in the surface well. This will take place very
 quickly as it is an electromagnetic phenomenon. '
. In(c), the surface states are coming into equilibrium with the added charge in
. the barrier region. Because of their large capture cross-sections the fast states
- will be the first to reach equilibrium, The barrier height therefore adjusts itself so

that there is a total charge of IV holes in the fast states and the barrier. Let A be the
- fraction of the N holes that occupy the fast states. The change of conductance is |

now ..
' 8G. = gN(1—X) prg— pia— pi}

This will take place with the relaxation time of the fast states 7, which was calcu-
lated in sub-section 3.3 and is about 10-2 sec.
o In Flgure 10(d), equilibrium in the bulk is restored by the generation of hole—
electron pairs through recombination centres in the bulk and at the surface We
: then have :

. 3G = gN(1- A),Lp

' Thls will take place ir. a time eqmvalent to the hfetlme of the specxmen thch is
normally of the order of 10-5 sec.
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In(e), the additional holes in the fast states and space charge region are graduaily
 transferred to the slow states. Because of their large number. the slow states
eventually capture all the added charge'so that the spec;men is effectively shielded
from the field. The basrier height thus returns to its original value and the con-
ductance is unchanged This process is controlled by the relaxation time of the
slow states which is usually a matter of minutes.

We see, therefore, that from this type of measurement a considerable amount of
information can Be obtained. From (b) it would appear to be possible to measure:
the corrected mobility in potential wells. From (c) the relaxation times of the fast
states can be determined, (d) may be used to give a measure of the lifetime of the
specimen. After this transient is complete the change of conductaace déepends-en
the number of carriers trapped in the fast states so that information on their-
densities and energy levelsis possible. Usmg (e)theslowstates may beinvestigated.

4.2. Field Effect Measurements on the Fast States ' ‘o

The majority of the work on.the field effect has been on measurements of the
fast states and this will be dealt with first. A determination of the parameters of

N

| — 1
'9 Elactrode %401
Insulator . @

Germanium

¥igure 11. Diagram of apparatus for measuring a.c.
field effect (after Montgomery and Brown)

the fast states (energy levels, densities, capture cross-sections) requires a knowledge
of s and the change in charge in the fast states AQﬁ as a funiction of ¢,. Here the
symbol A is used generally for total changes in- Qy, produced when the barrier
height is varied by any means over 4 wide range. The symbol 8 is reserved for
small variations produced by the application of a field. In pnncxple ¢, may be
directly determined from the surface conductance because of their umque relation-
ship. Measurement of s may be made by the injection of excess carriers while
‘kniowing the bulk lifetime, and AQ;, may be found from the field effect by com-
paring the total added charge with that added to the space charge region as
~ determined by the change in the surface conductance. For the latter it is necessary
" for the field to vary fast enough so that there is no charge transfer to the slow states.
" 'We may thus write §Q¢, = — 80, — 80,
The prmcxple of the method of determining ¢, and AQy, in practice may be
illustrated by describing the work of Montgomery and Brown.* In this a field is
applied to a thin slice of germanium by an electrode separated from the surface
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‘a, sheet of insulator. The voltage apphed is of the order of hundreds of volts
and the frequency above about 30 c/§. A typical circuit is shown in. Figure 11.

TOSS Rg There is also a charging current for the electrode which flows through
- specimen and causes an additional voltage across R,. This may be compen-
‘sated for by R,C; sc that the voltage | giving the ¥ deflection of the oscilloscope is
‘that due to the change in the surface conductance. The X deflection of the
“oscilloscope is proportional to the voltage apphed to the electrode.. The display
ig thus a graph of surface conductance against field which is of the same general
‘ghape as the G, versus ¢, curvessince large barn?;helghts correspond to large ficlds

(sub-sectlon 3.1); Due to breakdown effects there is an upper limit to the vatue of
the applied field so that only a pornon of the curve may be produced. Use of the
,Batdeen—Brat‘mn ambient cycle gives conmdetable changes of barrier helght S0

DryOz ‘ o Ozone " . imin ofter ozone

] .

s

v 3} -

.
".4min after ozone N Wet air ~ 3 min after wet air
€
N
N
N

Fxgure 12 Field ejfect pattems n varwus gaseous ambzmts
(after ontgomery and Brawn)

: that the mean operatmg point for the ﬁeld effect measurements may be shlfted
' A portion of the curve may be obtairied for each ambient and this is shown in
- Figure 12. The total curve may thergfore be built up from the portions at each

- barrier height. They may be positioned vertically from the d.c. conductance. -

changes occurring with the different ambients and their horizontal position may

be determined by hmng them up. A built-up curve for a-40 Qcm P-type ger-

- manium specimen is shown in Figure 13. The horizontal scale is the total added
"~ charge O, which is proportional to the field as E=47Q,. The zero is usually taken

arbitrarily as the mid-peint of a curve obtained with an ambient giving an inter- -

mediate barrier hexght The vertical scale is-the conductance per square centi-
" ‘metre G,, the minimum value being taken as zero, Also in the Figure is showna

~ theoretical curve of surface conductance versus charge. The charge here is that -

- inthe space charge regmn, and the curve may be calculated by the methods of sub-
. -section 3.2, the bulk resistivity having been previously determined. The Schrieffer
.~ correction is taken into account. In the Figure the curve is placed horizontally so
. thatthe charge zero corresponds to that when there is no potential barrier (¢ = ¢y).

21
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- Thevalue of the minimum conductance of the measured curve must be the same - )
as that of the theoretical as it is independent of any trapped charge. The barrier

height in electron volts is marked on each curve.
For any barrier hexghe the charge trapped in the fast s..ates may now De found

For any given conductarce both curves have the same charge in the space : charge

region and the same barrier height. The change in trapped chargs is therefore
 found by subtracting the charges of the iwo corresponding points on the curves
for the same conductance. Thls gives a curve of AQ;, against ¢,. The zero of
. charge is arbitrary bui the variation enables the curve to be fitted to determine the

den,,ity aznid energy levels of the fast states on the basis of equatxoﬂ { 6) as ET Ep -

;aries s ¢,

o © S
‘e Gz calcuiated
2 N AR\ :
: 3 E SN 11
£\ i
SN
) . 14 \ A
© 4L G’;.—.O-\ B ;r"O % 9 experlmertui _ )
. t 1 for wet air | ¥ 7006 V y L
& A 004 l, <l U
' ---0-02 . = T B
¢ e _ ‘0,,='0forozoné
L 4 _ 1
BT -6 -4 -3 -0 . 2 .4 6 8 - 1M
' Oy or G, —>  coulombs crr'z)

) ' Figure 13. C‘almlzztea" and experimenial smface conductonce as a functzf‘u
- " - of charge{afier M ontgomepy and Brawn) .

Accurate measuremmts of the fast state para.meters have been made by Many

et al#® Careful experimental techniques enabled very large barrier height swings - -

£0 be obtained (of the order of -3 €V peak to peak) on CP4 etched surfaces by the
use of field alone sc that any changes in the fast states due to ambient atmosphere
variations were avoided. As the conductatice minimum point was included in the

swing the barrier height could be determined. The value of 5 was measured bya -
. bridge methed In which excess carriers are mjecteé by an end contact and the -

change of impedance of the filament under the action of a pulse is measured by a

- resistance-capicitance hndgv The filament resistance is also ineasured by the

same bridge so that suzface conductance changes could be evaluated to determine

&.. The surface barrier was swung by an a.c. field of 50 c/s of variable amiplitude. .

At the positive and niegative peaks, pulses were applied to the filament and bndge
measurernents of lifetime and specimen resistance taken,  From these point by

point graphs of s and AQy, versus ¢, could be plotted and fitted by theoretical
curves, The formu]aforsglven by equation(8) shows that ¢, fc, may be determined

by the shift of the maximem f_r_om ¢5 0 but, since the cosh function is even, oniy
4450] T .

l

kT
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fiot its actual value, may be found. This dxfﬁruuity may be overcome by
ting the measurements at a different temperature, Each temperature gives
posslb!e values of (E, — ;)/k7 but the correct values should be in the ratic of .

. “Typical results are produced in Figures 14-16. The specimens were
type of 21 Qcm resistivity and the measurements were carried .cut under
chum The energy levd of the recombination centres are determined from the
S/Smax versus ¢, curves and may be used to help to fit' the AQy, versus ¢, curves.
We see from Figure 14 that the energy level of the recombination centres is such
that at 289° K(73), £, —E; = 4-1 kT, and the ratio of the capture cross -gections

'1s g:ven by

l=T ¢
11 = t
) ‘ Zg ‘n :
10— ’ ~&—-°
o E \ |
P '/o <J, \X :
. 08 LY

£l °/ ]l ‘ ;f,f——;fi;s-a
T TRV
\f 04 /7/ i \'°ot\

d b JO i ) \

,0‘2 L] I %—T/d Tt~ I\
kT £ "
R

6 -4 -2 0 2 4 6 8 o
qipe /T = L

-0 Ty =289°K ® Tp =204 K
. o Theoreucal curves '

Figﬁre 14, Surface recombinaiion velocity as a
function of ¢¢{after Many and Gerlich)

These parameters are used to ﬁL the AQfs versus g, curves of Fi igure 15. The
densm&e of the states may be found by noting that the slope of the curve is Nt/4
‘when the Fermi level passes through the energy level of the states, i.e. when
“gp.=E,—E;. As thisisin the range of barrier swing an accurate estimate may be
:made to give N, = 1-5x 10%, It is seen that a complete fit cannot be obtained by
‘the recombmatlon states only but ancther set of states which are not active

- recombination centres has to be introdiced. These states have E—E;=-—1 kT Y
‘and Ny =1-2x 10, The above values are consistent with those found at 264° K
(T3) as shown by Figure 16. '

- 'The donor or acceptor nature of the states may not be absolutely determined
-due to the arbitrary zero for the AQy, axis, At negative and extreme positive ,
Tbarner Theights we see that the two sets of states are not suﬁ1c1ent to glve a gobd fit.
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F:gure 16. AQy; as a function of ¢, (after Many
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There appear to be two more sets of states situated well above and below the
‘centre of the gap coxmng into action. These are estimated to be about. 4 6 kT fron¥
the centre.

- A number of other workers®-% have used the above pnnc1ples to determme the
fast state parameters but have made the measurements by other methods. Wang
“and Wallis® have measured s by photoconductive response methods and have
apphed the field -effect to dark and illuminated specxmens at room temperature,
The excess conductance of an illuminated specimen is directly proportlonal tothe
eﬂ’ectlve lifetime 7. Fora thin specimen of thickness d we may write

1;1 2
~'.'r~'rb' d '
o B -
6}
tD—'
g sk
19 /
; 7
& o )
2'2 : '\-O‘o’ .
'-_'4 -3 2 -1 0 1 2 3 4 5 6
;q¢s/k7'-.-—-.> '

Figure 17. Photoconductance Gy as a function
of ¢s. The experimental points ave fitted with
theoretical curves for recombination cemtres with
© Ep-Ei= 11+28kTamlcp/c,, 9(afterWa'ng
o : and Wallzs) . )

: whcre 7y is the bulk hfetlme The photo response is thercfore a function of s and o ,

for very thin samples the excess conductance Gy, will be roughly inversely pro-
portional to s, The general shape of a Gy, versus.¢, curve will therefore be that of
an inverted s versus ¢, curve and the results may be fitted to give fecombination
centres parameters. Wang and Wallis changed the barrier height by the Bardeen~

* Brattain ambient cycle and measured the surface conductance G, so that ¢, could

" be determined. Typzcal results are shown in Figure 17 for- 35 Qcm N-type

..germanium, the points giving the experimental results.

- Asthe gaseous ambients were changed the field effect measurements were taken
at a frequency of 32 cfs, the peak field being kept constant. This enabled the

' change of surface conductance 8G, due to the field to be measured and changes

- in barrier helght 8¢h, to be calculated From the knowledge of the induced charge

the change in charge in the fast states 80, may be found and hence 8§Q;,/5¢,.

. An integration gives the total variation of charge AQ;s These results are shown in

" Figure 18. The field effect on an illuminated specimen was also measured. - In
this case the changes in ¢, produced by the field cause 2 change in G, and G . For

: suﬁicwntly weak illumination 8G, for dark 2nd illuminated specimens majy be
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“taken to be- the same.. From the measured conductance change 8G we can find
QGL =8G— SGS. The' results are gwen in Flgure 19 where SGL/G'L is plotted

(0 1 — SEREN zomog‘ﬂ -
€ ok ' 4"
§ A 15
8 Y ' 16 3
SR S AN B
) 3
g 3 1 &
sk - \\\".~; V / .
I 4 ~\\‘\ , 8 T
~e'f 3t~ \\ S \.,}/ ks %
3 2 M — ¥4 X 4
%£ 1 \_ . Q/. ‘\‘ -
ool g ] L0
A3 2 A0 1 2 3456
o s /KT ——»-
—— kT0ulgdS = AQm.

Figure i8. SQf,/&ﬁ, and AQy; as a fzmmon of 4. The

experimental poinis are fitted with theoretical curves of

the recombination centres of Figures 17 -and 19 with

denszues 4x10" om™® and also with two outer states .
: (after Wang aml Wallzs)

SO\CD
i
\2
"

-
(660 /6, %103 wmm -

i { ' Ll
4 =3o-2 -0 + 2 3 456
‘ qpsSET =

: F1gure 19. 8GL/Gp. a5 2 ﬁm:‘tzm of ¢,
experimental poinls are fitied with theovelical
curves for vecombination cenires with By—Ei=
1-1+2-8 XT' and c?/cn 9 (after Wang ‘and

' Wallis} ’ ,

- a%ast d» The solid Tines in all the Figures are the fitted curves. The Gy, and
_ 8{7 /Gy, versus ¢, curves are gwen by two sets of recombination centres with'
gqib [T =1+1s0 that ¢pfcy =9 and ‘with By —Fy=1-1£2-8&T. The two values
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.f-'f'are taken because of the cosh function bemg even. The resuits in F;gure 18 were
fitted with these states with a density of 4 x 10 em~2 each and with another pair
of states Et —E;> 6 kT and < —5 kT. The 8GL[Gy curve is of interest because
“jts zero is con;rollﬁd by ¢ /c,. This may be seen from the fact that changes in
-barrier height do not produce changes in s at the maximum of the s versus rﬁa curve,
“so that at this point, which dependsonlyonce, f€ns SG'L 1s zero. Alsoitmay beshown
that the slope of the §G /Gy, curve near its zero is la:ge.y determined by the ener-
gies of the recombination centres and their ¢,/z, and is very insensitive to their
‘density. This property is useful for determining which parameters vary when
‘changes are taking place in the recombination centres.

" Some recent work on fast states has been concerned with changes of their
‘parameters under was’vmg conditions in aitempts to throw light on their physical

structure, Mostof this work has been carried out by Many and his co-workers?-%¢ - -

and W’ar\g and Wallis® using their respective methods described above. Agree-
‘ment is found in that changes take place under changing ambient a‘cmosph*re
conditions parfxculoﬂy on freshly etched sarfaces; on aged surfaces the changes
are smali. There is somne disagreement on which parameters change Wang and
‘Wallis have found that their results are mainly exphcable in ferms of & change of
the density N, of therecombination centres only, E,and ¢, fc, remaining unchanged.
"This is deduced from the constancy of the 8Gy /Gy, versus qu curves which are
independent of N,. The outer states appeared 10 remain constant. On the other
~hand Many et al. have found changes in N,, ¢,/c,, and E, of the recombination
states. Changes in E; with temperature have aiso been fo.md and it may be seen
from Figure 16 that a better fit is obtainable with a somewhat hzgher valie
of E,. - ~
"'The states nroduced by a number of etches and the effects of bakmg have also
‘been studied hv Wang and Wallis.% Four discrete sets of states are always found
‘with two types ‘of the centse states with different E, and ¢, values a»cordmg tothe
.etch. An excellent critical survey of the state of the above work on the changes -
- in the fast states produced by ambient variations is given in reference 54.
- Low teraperature field effect measurements on fast states have been made by
some workers. Montgomery and Brown®? have applied a.c. fields down'to 170° K
-on germgmum "Their meagurements were interpreted to vield the change in the
“ charge in fast states against barrier height by the methods described at the begin-
"ning of this section. Their results are consistent with the fast states being un-
changed by temperature, At the lower temperatures their 8G, versus added
- charge curves began to exhibit hysteresis effects which are not yet dnderstood
This effect has been further studied by Banbury et al.5® - i
~Morrison®® has made d.c. field effect measurements on germamum and silicon
, down to about 80° K and studied the resultant transients. On the application of
the ficld there was an immediate change of surface conductance which decayed
:_. over a period of the order of tens of seconds to a smaller value. This decay is °
~believed to be due to the charging cf the fast states, their relaxation time having
“increased. With large fields strongly asymmetrical decays were found depending
_on the polarity of the applied field. This may be explained in terms of the charging
-time of the fast states being controlled by the barrier height. This mechanism had
{ previcusly been considered by Morrison to explain the slow-state charging -
_7 characten\tlcs and is gwen in detaﬂ Iater (sub-section 4.4).
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4.3, The High Frequency Field Effect _

In the general description of the field effect we saw that further information
could be obiained on the fast states and the surface mobility from the initial part
of the transient, Expe E’J‘JC‘QtaHY it is more convenient to study this by means of
an a.c, avpﬁeu field of high frequency. Measurements of the field effect have
been made uptosn 2 frequency of 5% 107 ¢/s by Montgomery,5 and an analysis of
the field effect up i the high frequency rmge has been carried out by Garrett.®
Here we will carry through a eunuiﬁ analysis ilustrating the basic physical
principles. -

It was seen In sub-section 4.1 that non-equilibrivan cerrier concentrations in the
bulk carl occur in fifld effect experimente. These concentrations may be described
by quas§~ zimi levels which may be extended across the barrier region so that the
carrier concentrations there are modified. Following Garreit we will neglect this
inodification to the surface concentrations for mmpuc::j,a zlithough Berz, who

eztended the znalysis in 2 mors rigorous manner, has shown that this may not.
in every case be Justified, :

AnNtypesp »-fzm entom > 1 om and thickness 4, small <o mpared to a diffusion
1er'gth, is considered, The field of angular ;requers.,y wis applied toone side of the

specimen and any eff focts from the other surface are ignored.

Taking stall Selds we let the added charge be

80, exp{iws)
(80, = —80._1. Then there will be 2 basricr hei; ki change
i 2 T (= g

Cxléﬁ?.@- in the charge in the fast states
5Q s = ”‘g’“t 5‘ft“XP(’*"'

and » change in the minority carrier demn}r in the bulk

Spexp{iwt)

The abovs are vector guantities and represent small variations from the zero field
or equilibrium values.

T heSF‘ changes in charges vary the canmzcianc“ »f the specimen and to find the
variation we divide the sp?::zmm into two parts, the surface region under the.
electrods and the rﬁmﬂxndei . Then :

5G = 86, +5G,
where 3G}, refers to the latter region. The field effect mobility is deﬁped as
5
, KFE = 8~a
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The change in surface conductance _ '
. 8Gs= qlug ST+ 411 3Fn)
: and the change in bulk conducrance

-8Gy = g{pip 0P d+;~n§n d)

The pnmes denote surface values, To find 8 I, and 81} it is necessary to ca:cmate

“the change in barrier height 3¢, produced by SQa We have
81"p = ~a—~‘-’.8q§s and 8T, = 22"».8955
0. O

where 6T,/ 64), and 9T},/94, are known functions which may be calculated from

the results of Section 3. 8¢, is controlled by the fact that 8Q, = §Q.+8 Qs and is
“frequency dependent as charge transfer takes place between the space charge
“region and the fast states with a time constant 7, as shown in-sub-section 3.3.
“The change in the hole concentration 8p in the bulk is due to the need to supply
- holes to or receive holes from the surface as the number of holes in the space charge

region and the fast states change. This is only significant when there is an in-
_ version layer. Because of neutrality reqmrements there is a change in the electron
concentration such that 8z = 3p, the variation in the number of electrons being
‘supplied by the ohmic contacts. In addition to the frequency dependent reqmre-
_ments of the surface for holes, the generauon—recombmatzon 'rocesses in the

specimen produce a frequency dependence of §p associated with the specimen

lifetime 7. We will first deal with the surface region. 8, may be found by
- calculating 8 Q,c from its continuity equation and usmg

Sy'= :g; 0. )

At frequencies which are low compared with 1 /'rs, 80, and 80, are in equi- -
librium, Using the suffix 0 to denote oquzhbnum values we may find the change
Jin barner height at this condition o - :

o 0= g, P a8,
Therefore O, = E 30, ‘ o (1)
.‘-' 7 ‘ 0 (aQ so/ aqu) +{agfs/a¢s) ' - o

. The contmulty equatwn of § Q,,c

SQa aQsc 89550 ans 8*}63,

) Qsc Qse,/

-(—12 80, exp(lwt) = ?&8 2. exp(iwt)—( exp (iwt)

‘The first term on the right-hand side is the rate at wl:uch charge is entering the
surface regxon and the second is the rate at-which it is being captured by the fast
v_ stat& 0Q,c, is the value of 8Q,; when the barrier height has the value 8¢, , 80

‘ agsc = !Cl)"‘s 89&'*'898%

1+iwr,
- 1
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Since ‘ o 80, = aa%, 8¢,

and using equations {10) and (11}, we obtain

59, _ 38uf,, iwm  904/29, ‘ |
80, SQa( +Mf§m} , ... (12)

Az high frequencies we see that

. 9
B, = .50,

‘showing that all the sdded charge is in the space charge region. The contribution
ipEs 10 ppg from the surface region is then

R Ly o, (agmra::m y
v = eyt ) o+,
B, [ + i-wTs ans/ a¢s . "y
(e ageed) o

Lo find the contribution of the bulk it is necessary to calculate the change in the
number of holes in the surface region as these have to come from the bulk. We
may divide this into two parts. For the first part when o <€ /7, the fast states and
the space charge region are in equilibrium and the frequency dependent effects
are due to the lifetime . When w < 1/r there is no contribution te the field effect
mobility from the bulk. For the second part Lrequencxes of the order of 1/r, are
considered when the charging of the fast states is taken into account.
When w <€ 1/7, 8958 84, so that there is a change in the number of holes in
the space charge region

ST, = %%.3@5

In the fast states there is change in the number of holes = § (s /g. Notall of these
come from the valence band as the states communicate with the conduction band
also and the emission of ap electron from a state to the conduction band also
supplies holes to the states. We may then write for the fraction of the total number
of holes in the states captured from the valence band: the probability of hole capture
fro the valence band divided by the probability of hole capture from the valence band
plus the probability of electron emission to the conduction band.

These probabilities follow from the Shockley—Read theory which was treated in

sub-section 3.3, and the expression for the relevant number of holes is

8Qfso . cp?sft
¢ qbJitamfy
k[
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'_}'_Usmg '

U, =7,
- ft kT a‘f; (B, varies wﬂ:h b))
) ,
sgﬁo - v a{,}, 5.,
nd B . S
m - ) . ) ‘ ft ng P1
. the fraction becomes ST :
- y Mcppsﬁ 8¢So = _qpr cbpsf;"_:ﬁ_s‘
n(n,+fa)+ (Pt BT Qi
where C Q=gmrm)tentr) (4

" The total number of holes required by the surface from the bulk is then

' _ oIy 9‘ Ntcpfsft
'SPS-‘(aqss 2 Nl )355&

.?'_:Th\, contmulty ‘,quatxon for holes in. the bulk is
' Sj) d exp( iwt)

C— 8p dexp(lwt) =% 8P exp (iwf)—
where . . il
N o . - T T Th d
i 5 : : iwTdP,
‘Therefore B L, %pd= 1+ior

i Substltu*mg for 8P, and 85639, the contrxbutmn to- tbe ﬁe}d effect mob h?y frum the
- bulk rEp is thus

, Ciwr (00, g Nt f\ (90 80a\ _
RS = "9@‘P+“ﬂ) -im'(aTss k%r tcgf}‘ai ’ %} e (18

For the case When w is of the same orderas 1 /75 the change in barrier hagm is

- no longer 8¢,, and the charge in the fast states hasnot its Pquiwbr uzn value, The
"changein thebamef height has been calcuiated nrevxousay and §Jg; ma ¥ be found

X "-.;smp}y from its continui ty equation

| o Qfs =80, ) exp (iw?)

Ts -

A o E.BQﬁex?(xwt) =
P which gives

8 Qfs SQfs,,

1t+iw,
31
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Taking into accouat, as above, that not all of the change of the number of holes
in the states come from the valence band, we have for. number of holes required
from the bulk

N A q 1
qs i ire) ¢s°1+1w7's

We sze that whenw > 1/7,, all the added holes are in the space charge region. The -
generalization of equation (15) {or the rontrxbut:on of the bulk to the field effect
mobility is thus

. T (aQsc

IS
HFED = "g(f"n+ﬂn)1+lw1_ fs\ X

0, /

5% ﬁ&)/l |, ans/!ad’s}__(]_ Ntcpps.}ﬂ: 1
2\ iren 0,078, AT T Q0 T5iem)

and the total field effect mobility is the sum of equations (13) and {16).

Following Garrett these may be c')mbined in a simple form by neglecting the
Schrieffer correction, so that py = ., and pp = p,. 80, and 8Qy, are expressed in
terms of 81}, and 8T}, and IV, and SJ ., respectively, We also take v, < 7 and after
some manipulation

-+

... (16)

— A B ... (17a)
b = bt e e - 70
where
(9L,/3s) —(g/RTY(IN/Y) (¢ 051:)
‘4 = + Ty b
A T TS W I AN
B, = Wnt o) AETYN) (6 fr 00) — oo N2/ 9)
(01~ T5)/ 9] — N{0f./0¢5)
By analogy the formufa for P-type is ,
{tes = 4 B )

==t
P idiwr 14w,
where

= 1y (O3~ @RTYN /D)1 =,
| A = (atpi) [3(T, —T0)/ 0, — N{of./od,)

o _ BTNl ~fn] = i NUOS560)
° [8(T, — 103, — N{0f,Jo,)

A plot of these results for P-type germanium of 20 Qcm resistivity is given in
Figure 20 for various barrier heights. The fast-state parameters were chosen to
givethe bestfitto Momgon*ery s experimental resulis. The energy level assumed
was in ihe upper haif of the energy gap 7 T from the centrs with a density
7% 10% cm~? and the r*aptufe cross-gections gt 7e 7, to be about 10~% sec. The full
lines are for inversion layers, the greatest variations in ppg occousring for the most
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extreme values of barrier height. The shape for inversion layers may be explamed
“ by noting that at low frequencies the addition of 4 positive charge to the sutface
> causes the barier to {latten so that the change in conductance is negative. As the
frequency increases to about the recxprocal of the lifetime the conductance
~increases. betause the injection of electrons into the bulk from the surface region
 gives excess carriers. At frequencxes above that corresponding to 1 /frs the con-
.ductance tends to decrease hecause of the greater tendency of the barrier to
flatten due to the fast states being inactive. With less extreme inversion layers and
accumuiation layers there is -no incréase in field effect mobility as there is.no
. injection of minority carriers into the bulk. The effects of charging of the states
" are also negligible as their energy level is now well removed from the Fermi level.

" pgE DOW approaches a constant value equal to the bulk mobility of holes. The.
 dotted Line is for illustration only and applies to an accumulation layer with a set
of states assumed in the lower half of the energy gap and shows that charging
eﬂects are now notlceable

5000

T A Pap) = KT
T 4000 Al =siT Q
e // \&
< 3000 I/ A
: 2oool— ML ; \:\ |
’ 14 ] 3
1 K - - . -/,—'
w I,OOG / =-3kT Py e
o// u
-1000 — - '
et ot 108 0% 07 1d
Frequency —> {e/s)

Flgure 20 Field eﬁect mobzlzty asa fumtzon of fr equency
(after Garrett)

- The theoretical curves with the chosen parameters gave a good fit to Mont-
- gomery's results, There i is no indication of the exisfence of aﬂy other surface
‘states, but a detailed comparison with the fast-state model found from other
_ -experiments is not possxble as the barrier hexght was not accus atel ] known.

4 4, Field Effect Measurements on the Slow States

In field effect experiments the slow states are distinguished from the fast states
by being much more numerous and having larger time constants. The former
“property prevents their being filled by the field induced charge and there is usually”
little or no detectable change in barrier height under stationary conditions with
normal values of the field. Accurate determination of their densities and energy
levels as described in sub-sectign 4.2 for the fast states is not possible, but it may
b€ estimated from their c&ampmg effect'on the barrier helght that their density is
greater than 16% cro—? and it seems likely that the barrier is controlled so that the

. Fermi level passcs very near their mean energy level,
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Investigations using the field effect have been mainly concerned with evaluating
their time constants. Kinpston ef 613 have used a.c. fields of variable frequency
and have measured the variation of conductance of a germanium specimen against
frequenicy at low frequencies. Morrison®”® has also made an extensive study using

a d.c. field and measuring the conductance transient. From the results of these
and other workers 3 number of properties of the time constants of the slow states
have been established. For the majority of surface treatments the siow decay is not
exponential and thus cannot be described by a single time constant. For an etched
surface there is an apparent range of time constants from milliseconds to minutes.

There have, however, bees some cases with mwapphed fields when an exponential
‘decay has been observed. In most cases the time constants have been found to be
very temperature dependent, increasing with decreasing temperatures, Work by
Lasser, Wysocki, and Bernstein®®4* has shown that when the thickness of the
ozide layer has been increased by prolonged heating in oxygen there has been 2
marked increase in the relaxation time. This indicates that the majority of states
are on the outside of the oxide layer. When the ambient at*nosphere sarroundng
the specimen is varied changes in the decay time occur, Ambients containing
water vapour usually shorten the decay time. On etched surfaces ozone gives
shorter relazation times than dry ambients.

-To expiain the apparent range of time constants, two models have been proposed.
One, due to Kingston and "\'IcWhoﬁer, assigns capture probabilities for carriers
by the slow states and the theory given in sub-secvo;- 3.3 for the fast states will,
a;,piv The capture prot babilities are much smaller and also when cajculating
their charging time as in the latter part of SLb-SC(,tlcn 3 a modification would
haveto be made to include the effects of carrier transfer from fast states in addition
to transfer from the space charge region. The range of time constanis is obtained
by dividing the surface up into small arcas with different capturs probabilities.
If it is assumed that the captare probabilities depend ¢n the distance between the
interface and the slow s at&s then they may either be dist"ibuted thruugl‘mur an
oxide iayer of constant thickness at différent aepi‘ls or alternatively they may be
an the gutside of an oxids layer of v&rymg thickness, :

This model may only be applied where the changes of charge in the slow states
are relatively small. Morrison on the o*he- hand has proposed & model which
g*wduces non-exPenc“tzdl decay from a uniform slow-state distribution when
the changes in the charge in the states and }:ancé the basrier height variations are
Eargp At equilibrinm, before the field is spplied, the eloctron currents between
onduction band and the-slow states aie equal and opposite and simifarly with
wole currents. Assuming for simplici city that only electrons are involved, then

,:....\

re be an increase in the number in Lﬂe surface region e N when the field is

dly applied and let there be a barrier height« : -ctly proportional
i« The eiex:u on current from the condu i‘io;z bal L to the slow states will be
wanged by a factor exp(gSg./ET) because of th ential barrier the
slectrons have to surmoust to reach the siow states. T he: electron current from

w states 10 the conduction band is not sffected as the potential barrier it has

to surmount is in the oxide layer and is u*&wamred We may therefore write
d
d_t = 41— exp(;382\r 8 ...(18)
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o . 78, ‘

wlprg R , ,BSN == -

and Bis inversely proportional to the capacitahce between the slow states and the
‘induced carriers. This type of equation will give a non-exponential decay for
B3N, >1 and an exponential decay for SN, < 1. Asvmmefncax effects are also
‘predicted as for 8NV, large and positive -

' ‘E;:SN;—#-—Aexp(ﬁsN,)- C >

-_a:-ui' for 8N, I‘arge‘ and negative
c_l-ist.—e’ 4 )

“These effects have beén obseived experimentally for large voltages,
~ Two possible methods of charge transfer through the oxide layers have been
proposed. Inone, suggested by Klncston and McWhorter, the mechanism is that
of quantum mechanical tunnel penetration. This gives capture probabilitics which
-depend on the distance between the slow state and the interface and would make
the relaxation time very sensitive to the width of the oxide layer if the majority of
the states are on the outside. On the other hand the relaxation time might be
‘expected to be relatively temperature independent. The other mechanism, pro-
posed by Morrison, is that of thermal excitation of the carrier over a potentlal
barrier in the oxide layer. This should give relaxation times which are relatively .
insensitive to oxide layer width changes but which are very temperature dependent.
The present experimental evidence does not give a clear-cut indication for or
against any of the relaxation time and charge transfer models and it seems that a
combination of thf*m ist 'zecessary to explam all the resuits,

4 5. The Channel Eﬁ'ect

An alternative method to field effect experiments for making measurements of .-

surface states is that of the channel effect. This differs essentially from the field
effect in that a field is applied to the surface internally by means of 2 P-N junction'
instead of applying the field externally, by means of an electrode. A typical
arrangement is shown in Figure 21, A P-N-P or N--P-N transistor-like structure -
isused and the surface is specnally treated so that an inversion layer is formed on the
“middle reglon The circuit is arra_nged so that a reverse bias is applied between the
middle region and the end regions which are joined by the inversion layer on the
middle region. In this way a channel, the conductance of which may be measured,
-is formed between the end regions and the transverse field applied '_t\temaliy to this
channel may be varied by changing the reverse bias. Figure,3(b) gives the energy
diagram for the channel. For the case shown the conduc&nce per square centi-
metre of the inversion layer is given by :

G, = W;P !
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where p' is the number of holes per square centimetre of the P-type skin. p may
be found from Schrieffer’s theory and is a functien of the applied voltage ¥ and
¢s. (¢, is written for ¢, for convenience.) p’ depends on ¢, and the effective
width of the channel which is governed by ¥ and ¢,. Thus channel conductance
measuremenis enable ¢; to be determined.

As with the field effect we consider what happens with a sudden change in field.
The field at the surface arises from three sources, the holes in the channel, the
ionized donors in the deEVtion layer, and the electrons intheedge of the depiétion
layer in the D \I—fype region. The total charge which must be balanced by that in
the surface states is thus deterinined by v & and V. As the reverse bias is increased
the field at the surface increases and the charge in the surface states is varied.
Neglecting any transient effects due to the fast-state charging time, we see that
initially the change in charge will be in the fast states only and the quasi-Fermi level
at the interface will rise to increase the uumber of electrons in the states in the
lower half of theenergy gap. Itmay be assumed that the quasi-Ferrud level for the
states and holes are coincident®? so that the number of holes in the channel will
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Figure 21. Diagram of civeust used 2o measuve conguctasnice of
fnversion iayers as a function of bias voltage (after Staiy ef al.)

decrease as will the wnuucﬁmc& The slow states will gradually come into ¢squ'
librium as the charge is transferred to them from the fast states, and ¢, and the
conductance will return with & siow decay to iheir originai values because of the
large number of slow states and thus ¢, is independent of the bias voltage.

Using this type of sxperiment we see that the change in charge of the fast states
may be found as 2 funntion of ¢, so that their densities and energy levels may be
determained. Channe! mezsurements were first carried out by Brown® and later
by Kingston.®* They have been highly developed by Statz et al, 305%42 and have
the advantage over the ficid effect that they roay be used e easily on: sni' :on as well as
germanium. However, only the states in the lower half of the energy gap may be
determined with a P-N-P structure, an N-P-N structure being necessary for
determinations in the 1 upper half. Faststates near the middle of the energy gap are
difficult to determine due to the very low channel conductance values uecurring

“when the quasi-Fermi level is near their energy levels.

A simyplified outline of the methods used by Statz et al. in determining the f;sm
state parameiers w,ll now be given, Itis necessary to find ¢ from the measur:
values of G and ¥ and aiso the total charge must be caleulated from ¥ an
For biases greater than ah; ut 1 volt we assume that all the space charge ««
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- fmm the jonized donors and using Poxsson s equation we find (referrmg to F1gure

B 3(b)) .
(d¢) _._; fNDd¢ !

= squD(¢ﬁb+V_¢ps)
- Therefore %TS = —udy= [?i" No(bus+ Vf(ﬁps)] vz

: p; may be found by assuming E, to be constant over the effective part of the channel

P=mn f pr [ﬁ______"'é@;:; L, x)] dx

£

= k—fﬁ expf—q¢m/kT )

: p,p may be found from Schneﬁer s theory using the expression for deep wells and
we see that both p and p are mversely proporuonal to E, so that, gcnerally

v s°°, 7T+ ¢»":1 ]

For the easy determination of ¢,, calculated curves may be drawn of G, against
-V for various values of ¢, and O, may be found from curves of (. against V' asa
- function of ¢,.
- Some experiments on N-type inversion layers on P-type genmmum are now
described. Iaitially the constancy of &, under steady state conditions is checked
" by making a series of conductance measurements with a series of fixed values of
V. From the theoretical curves the value of ¢, may be found and plotted against
* V. Some typical experimental results are shown in Figure 22. For constant ¢, a
. horizontal line should result. Only very slight variation is found.
- 'The tast-states measurements must be carried out sufficiently quickly for the
slow states to have no effect. The reverse bias is suddenly raised from a low value
to a higher value and the change in conductance noted. If raised to a sufficiently -
. _high value a condition of cut-off i3 obtained when the quasi-Fermi level has moved
" topear the middle of the energy gap so that there is a very low channel conductance.
. 'The charge in the slow states remains constant and at cut-off the fast states near
" the bottom of the energy gap are fully occupied with electrons. For lower values
- of V less negative charge is required in the fast states to neutralize the charge in
- 'the space charge layer and the quasi-Fermi level moves towards the valence band
as the states fill with holes. At any value of V, therefore, ¢, is known from the
conductance measurement and. the total charge in the space charge region is
" determined by 7 and ¢,. The change in charge in the fast states as a function of
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¢, mey therefore be plotted and typical results are shown in Figure 23. The
experimental points are fitted with a theovetical curve and in this case the para-
moeters are H,—J7; =5 kT and N, =105 x 104,
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Figure 22. Position of quasi-Fermi level at the
surface as a function of the bia: voltage under
steady siate conditions (after Staiz e al.)
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Pigure 23, AQy as a function of the guasi-Ferm: level at the surface
{after Statz et al}

Statz 2t al. have made very comprehensive measurements of this nature oa
N-P-M and P-N--P structures in gérmanium 2nd siticon. In silicon, the checkon
the constancy of ¢, with ¥ under steady state conditions shows greater variation
than in germanium. This may be explained by the thickness of the ozide layer on
silicon, There may be a changing voltage across 1t due to the variation of charge
in the slow states. This would give a different value of ¢, at the interface to that

outside the oxide layer. The non-steady state measurements on silicon are-made
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“easier. by the ‘onger relaxation timnes of the slow states which permit the use of 2
recorder instead of a point-by-point method s in ger nanium. - ‘
1 The results obtained may be summanzed as follows, In germamum there are
_ states with a density of about 101 cm~2, 5*5 kT below the centre of the energy gap,
‘and states of density of 101610 cm"2 5 &7 or 7 kT above the centre of the gap.
“These latter values depend on the state of oxidation of the surface. For silicon
' there are states of density 1012 2,17 k7 below the centre of the énergy gap, and
“states of density 10-102 cm™%, 16 k? to 185 AT above the centre of the gap. The
latter values again depénd on the state of oxidation of the surface. '
_Channuel effect measurements have also provided information on the phys:c&
‘structure of the fast states. & At high reverse voltages strong fields exist in the
~ oxide layer and it has been shown that this can cause changes in the numbers and
- cnergy levels of the fast states.” Models to explain these changes involving the
motion of germamum and silicon ions in the oxide layer under the action of the
field, kave been given by Statz et al.*? ‘
- Evidence for the motion of charge in the slow states has also been obtained from
~channel effect experiments. It was noticad that when steady state channel con-
- ductance measurements were made in the presence of vapours of certain liquids,
water, acetone, droxane, etc., the conductancé began to increase rather than
decrease when the bias voltage was increased abor e a certain value. An explanation
~of this in terms of charge movement in the slow states has been investigated by
" Eriksen®® and Statz and co-workers.®® It was found that the applicatien of an
" external transverse d.c, field, as in the field effect, to the channel of a P-N-P
‘structure modulates the apparent channel conductance when the apecn'ncn is
immersed in a polar liquid. Channel effect experiments on N-P-N structures in
the presence of acetone vapour have shown complex transients in the conductance
~on the application of a bias voltage pulse, These have been quantitatively ex-
-plained by considering the motion of charges in the absorbed vapour layer over
the channel region. The charge moves between the middle and ends under the
action of the-voltage drop caused by the reverse current flowing in the channel.
- Mobilities not greater than 16-° cm® V- sec™® have been estimated **

A;4 6 Measutements Assocxated with the Schneﬂ‘er Correction

- 'The.detailed mterpretauon of the majority of the experimental results in the.
- previous section has involved a knowledge of the mobility in the surface barrier.
_Schrieffer’s theory for modifying the mobility in deep wells from its bulk value has
assumed there is completely diffuse scattering when a carrier collides with the
.surface. There is no good physical. reason for this and expenmente have been
-~designed to test the validity of this assumption. Field effect experiments have .
" been carried out by Millea and Hall.® The change in conductance of gérmanium
* and silicon filaments due to the knéwn induced charge was measured. This change
should be less than calculated using the bulk mobility value because of trapping
_ in the surface states (fast states only in this case) and because of the Schrieffer
correction. Graphs of conductance change against induced change were plotted
and these were compared with theoretical curves neglecting trappmg but taking -
the Schrieffer torrection into account. Near the conductance minimum the
experimental curve was below that of the theoretical because of trapping in the
states. At larger barrier heights the experimental curve rose above the theoretical
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curve. This shows that even though there may be a small armount of trapping
the conductance change is greater than that calculated by Schrieffer with so
trapping. It thus appears that not al the scattering is diffuse.

The Hall effect enables measurements to be made of carrier densities and
mobilities. 'The theory and praciice of this effect and also the magnetosesistance
effect applied to surfaces have been developed by Petritz® and Zemel % The
presence of the bulk must be taken into account and Petritz has derived rigorous
Pxprem«sns for the Hall eoefficient and maguetoresistance from the Bolizmann
equations. Zeme! has extended the bcﬁr‘:ﬂﬂer correction calculations to include
fmgnetzc ficids and has found that the Hall mobility differs by only about 15 per
cent from the reduced mobility found by Schrieffer. Experiments by Zemel and
Petritz®® have shown that there is a variation of magnetoresx tance and Hall effect
Wl’a'h"ham - height and the experimenta! data can be fitted to the theory. A three-

arrier model with light and heavy holes is necessary and the existence of the diffuse
scattermg was confirmed. Fusther Hall'effect measurements have been made by
Missman and Handler®® whe bave used the gradual oxidation of a clean surface
1o give 2 very large barrier height change. The existence of diffuse scattering was
- again conflrmed but there were indications that some specular scattering was also
oceurring,

4.7. Othsy Measuremenis

In support of the measurements described above a great amount of work using
other methods has been carried out, Hers, to help to compiete the pzs:’cure, a small
selection of recent work is given.

An experiment of Thomas 2nd Rediker®” using a reverse biased diode to measure
the variation of s with $, has been extended and developed by Dousmanis.® A
diagramunatic arrangement is shown in Figure 24, The dxode is specially made and
consists of a thin wafer of semiconductor with an alioy junction on one side and a
free surface to which a transverse slectriv field may be applied on the other. Inthe
reverse blased conditicn 3 substantial proportion of the saturation current arises
from generation on the free surface : and this is proportional ic s, The application
of an a.c. ficld will therefore modulate the feld st the interface so that the barrier
height and s are varied. The connections to the X and Y plates were armnged 50
that the variation of ¢ with an spplied field could be displayed on the oscilloscope.
Dousmanis has used this method to determine the fast-state parameters. It is
necessary to guess a value of ¢,/¢, to fix the barrier height at which the maximum
value of s occurs (see sub-section 3.3). A knowledge of the relationship between
¢, and the field at the surface Easin sub-section 3.1 then allows the oscillescope
traces to be transformed to s versus @, clirves, T rapping ir: the fast states modifiss
the s versus £ curves because then Farises from Qg as wellas Q.. Effects from the
fast states show up as kinks on the s versus & trace when the Ferai level is awept
through the trap energy level and from this their number and energy level may be
deduced and corrections to the ¢, versus F curve are made. The s versus ¢, curve
is then compared with the theoretical one and if different another value of ¢, /¢, is
assumed. This method is independent of uncertainties due to the surface mobdzﬁy
correction, but determination of the barrier height depends on an accurate guess
of ¢,/c,. : '

The surface photovoltage effect has been investigated by Johnson® as a method
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of finding the barrier height without mvolvmg a knowledge of surface miobilities.
‘When a semiconducting specimen is illuminated the quasi-Fermilevels in the bulk
~are. governed by neutrality requirements. When the quesi-Fermi levels. are.
extended across the barrier the space charge is varied and the barrier height must
'change so that the total surface charge is again zerc. Normally the bariier tends
_to flatten and if the Illumination is modulated at a frequency such that the slow
states are inoperative the change in barrier height depends on the mean barrier

‘height and the fast-state distribution. Johnson has measured the surface photo-
voltage in germanium using chopped light and a capacitance-coupled probe near -

- the illuminated surface to measure the changes in contact poteritial. A large range
of light intensitics was employed and the results compared with theory. It was
found that the changes in barrier height were as expected from changes in the -
charge in the space charge region and the effect of the fast states could be neglected.
The method is thus not useful for the measurement of fast-state parameters but
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Figure 24. Ctrczm for measurement of the effect of electric fields on surface
vecombination velocity (after Dousmanisy

the bairier height may be determined 4o an estimated accurzcy of about §-026 eV
providing the barrier has not too low a value.

A novel method of measuring fast-state parameters has been studied by
Rupprecht.” A germanium P—N junction with a thin diffused N-type layer is
used and connections are made so-that the surface conductance of the N-type
‘region may be measured. The thickness of the N-fype region is less than a carrier
diffusion length. The arrangement is shown in Figure 25. The reverse bias is
suddenly charfged by pulsing and produces a movement of the quasi-Fermi level
- at the surface of the N-type layer. The fast states are therefore no longer in

equilibrium with the conduction and valence bands and they capture and release
- carriers with a characteristic time constant causing a variation of conductance of

the N-type region. Measurement of this transient as a function of temperature
. enables the densities of states, their energy levels, and their capture cross-sections
to be deduced. N- and P-type surfaces on the N-type region may be studied by
varymg the ambient atmosphere in the usual way. The state parameters found are
Cin agreement with those of other workers.
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As an alternative to varying the barrier height of germanium by the field effect
or by ambient changes, use may be made of an electrolyte. This has been investi-
gated by Brattain and Garrett™ and it was found that the surface conductivity type -
was dependent on the polarity of the germanium relative to the solution. For
example when the electrolyte is made negative a P-type surface results. This .
method has been extended and used for silicon by Harten.” The arrangement of
Thomas and Redikers” with a silicon diode was used, the free surface being in
contact with the electrolyte. Variation of the potential of the electrolyte produced
changes in the reverse current corresponding to the usual shape of the s versus ¢,
curve.

- Much less work has been done on surface state measurements on silicon than
germanium, due principally to the diffeulty of obtaining large changes in barrier
height. Buck and McKim™ have used various etches to give different barrier
heights on silicon and have modulated these heights by chapging ambients.
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Figure 25. Diagram of circuit for measurement of pulsed
channel effect (after Rupprecht)

Surface conductance and recombination measurements were carried out and
complete curves obtained by piceing together the results for different etches. This
enabled the fast-state parameters to be estimated. The esiimations bowever are
made uncertain by the possibility of the parameter values being a funciion of the
etch. |

Relatively little work has been carried out on the surface properties &f other
semiconductors. Somme experiments have been made on lead sulphide which is of
interest as a photoconductor,™ Field. effect measurements have shown that 2
surface model generaily similar to that of germnanium and silicon with fast and slow
states moay be postulated. ’ :

4.8. Measurements on Clean Surfaces

The study of clean surfaces is of great interest from the fundamental viewpoint
because of the theoretically ideal conditicns that are obtainable and because of the
possibility of building-up controlled oxide layeis. The cleaning of germanium
surfaces was firstinvestigated by Farnsworth znd his co-workers®4 who developed
a2 method based on argon boinbardment and annealing under high vacuum, The
‘crystal is subjected to prolonged outgassing at about 700° C under high vacuum
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condmons, then bombarded with positive argon ions, and the resulting surface
damage is annealed at temperatures around 500° C. The bombardment-annealing
treatments may be cycled several times. An examination of the surfaces by low’
voltage electron diffraction then gives patterns that are consistent with an atom-
1czilly clean condition. This technique has been used by a number of groups to~
prepare clean germanium surfaces for electrical measurements. The work func- -
tion, photoconductance, surface conductance, field effect; and Hall effectt®52 have
been investigated and a qualitative picture of the electrical properties has emerged.
"The su.rfac_:e is very strongly P-type, almost independent of the bulk resistivity, and’
the estimated number of acceptor-type statesis between 1 X 108 and 4 x 10% cm—2,
This is to be compared with the density of predicted Tamm states which is about
'10%. The admission of oxygen at low pressure changes the electrical properties.
“The surface becores more P-type and may even become degenerate; then as the
pressure of oxygen increases it becomes less P-type than. its clean value. This
behaviour is demonstrated by measurements of surface conductance and Hali
effect.

Ttis found that the s.r.v. hasavery high value after bombar dment and annealmg
decreasesit, “T'o obtairi the lowest values, prelonged annealing at high temperatures
is necessary but the minimum values are higher than those of etched surfaces.
The changes found by different groups on the exposure to oxygen at room tern-
perature after annealing are conflicting, but it appears that provided the anneal is
Jong envugh and ata h:gh temperature there is little change However, for short
aupeals at lower tpmpemture there is 3 substantlal increase in s with oxygen
pressure.5

Weangand Wdlhsm have made a study of ion bo*noarded surfaces with varying
degrees sof annealusing N-and P-type germanium. Theirmeasurement téchniques
were similar to those described earlier in sub-section 4.2. It was found that the
surface was N-type immediately after the ion bombardment and became increas-
ingly P-type as the annealing treatment progressed. Their results are in geneial
agreement with those of other workers but they have interpreted the details in
terms of two sets of recombination centres, one set near the centye of the energy
gap whose number appears to decrease with aninealing andithe other set near the
valence biand which affects s mainly through changes of barrier height, '

As an alternative to the above raethod of obtaining clean surfaces, Barnes and
Banbury™ have cleaved germanium under high vacuure and made electrical
measurements on the exposed surface. D.C. and a.c, field effect and photocon-
ductance measurements have been made, but due to the possibility of the existence
of stray fields between the electrode and the uncleaved surfaces no clea.r cut
plcture of the properues of a cieaved eurface has yet emerged.

5. APPLICA TIONS
'The 1mp0rtance of surface properties on diode and transistor parameters has long
been realized and it has been shown by the direct apphcauon of the field effect to
‘devices that the behaviour of surfaces near P-N _]unctlons is exphcable in terms of
the free surface model.™77 -

Surface properties are involved in devices in a number of ways. In the point-
contact transistor the hehamour of & metal wire prmsed against a surface 'wasa
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basic consideration although this was coxilplicated by complex conditions in the
neighbouring bulk material. Devices using more controllable metal-semicon-
ductor contacts have been studied and the results have been mterpreted in terms
of surface properties,”®# In the usual type of alloy junction transistor the current
amplification factor is largely controlled by the properties of the surface around
the emitter and the reverse current at the collector may be greatly influenced by
-surface conditions nearby. The breakdown voltage, too; depends on the surface
barrier height near the collector.®® It has also heen found that the level of 1/f noise
in semiconductor filaments and devices is greatly dependent on the surface treat-
ment so that it must be considered as a basic surface property. 83-85

With the growth of knowledge of surfaces by analytical methods, interest is now
turning to the tailoring of surfaces for devices. The surface may be specified to
have desirable elecirical properties and these should remain stable with changes
of ambient temperature and atmosphere, :

5.1. Metal-Semiconductor Contacts

Although, in general, point-contacts have proved too complex to be tractable
to theory some success has been achieved in understanding large-srea plated and
evaporated contacts. :
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: surface states. In this way small changes in'barrier helght can give large changes in
surface charge so that the contact potential difference is largely dropped across the
- small spacing between the metal and semiconductor. This is shown in Figure
'26(b). The barrier height is thus relatively unchanged by brmgmg the metal into
" contact with it. Experimental and theoretical work on germanium has been carried
“out using plated, evaporated, and painted contacts by Gunn? 8 and Bocciarelli®? -
- dnd good agreement obtained. The results show ‘that the rectification propertles'
are chleﬂy a function of the semiconductor surface and it appears that an inversion
layer is necessary for good rectification.

Not in all cases has the barrier height been mdependent of the contact potenual
and Harrick® has investigated this on germanium using the infra-red absorption
by free carriers at the surface to measure barrier height. Changesin barner helght '

as it was approached bya metal were found.

5.2. The Eﬂ‘ect of the Surface on Reverse Currents

It is found experimentally that the reverse current of a P-N junction is hxghly
_dependent on the surface conditions in the neighbourhood of the junction,
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Figure 27. Diagram of channel on N-type germanium .

According to the simple theory of Shockley®”. the reverse current is due, to the

. generation of electron-hole pairs within a diffusion léngth of the junction, but in

 practice a number of complicating factors have to be taken into account.

. Whenareverse biasissuddeniy applied the reverse current does not immediately

- assume its theoretical value but a number of transients occur which may be associ- -

" ated with changing surface conditions. The shorter transients of the order of -
seconds appear to be due to the slow states near the junction coming into equi-

 librium® and the larger transients with durations of minutes are caused by the

. formation of channels. 3?9 In addition the current is substantially increased by h
the presence of an ambient atmosphere of water vapour or vapours of orgamc

' hquxds such as acetone, dioxane, methyl alcohol 99

Considerable work has been done on the channel effect and its basic pnncxples o

-are now fairly well understood. A diagrammatic representation of a channelon a -
- single P-N junction is given in Figure 27.. A P-type inversion layer is formed on .
+ the N-type region so-that the junction is effectively extended over the surface of
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the N-type region. Electron-hole pairs ate generated at the surface of the in-
version layer, the electron passing imamediately to the N-type region and the hole
flowing along the channel to the P-type region. At the beginning of the channel
the voltage drop between the inversion layer surface and the N-type region is the
same as that across the junction in the bulk. The energy level diagram is similar
to that of the case of Flgure 3(b) examined in sub-section 3.1. Due to the voltage
drop caused by the longitudinal current, the voltage between the channel and the
bulk decreases and the (nanﬂel will extend until the reverse bias is less than about
&$'/gvolts when the full satoration current will no longer be taken.
"The simplified theory of sub-section 4.5 may be applied. The channel resistance

is given hy ‘
R = B(|V]+|¢s|+|dul)

where B is a constant and ¢, clamped by the slow states, is taken as constant along
the channel.
Letting J = generated lwie current per unit length of channel, the iongltu dinal
channel cuerent at x is
L= Jll—x)

where £ is the length of the channel. Then

Integrating gives for the channel length

[ 2 G

T LB Vb ]
where V; is the voltage across the bulk junction and ¥, » 1s the voleage at the end
of the channel (~ £T7/g). The reverse current is thus

EANTTAI N
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A more rigorous analysis by Eriksen et al.® taking into account the presence of
charge carriers as well as the ionized impurities resulis in a variation of current
with voltage which is more nearly loganthrpw

"A numbar of experiments have given results which are consistent with theory.
The length of the channel may be measured by the photo response produced when
the surface is scanned by a light spot.® ‘While on this channel a photocurrent
component is produced in the reverse current and at either end the photocurrent
falls towards zero when the light spot is more than a diffusion length from the
end. By this means it has been shown that the reverse current varies linearly with
channe! length, and 2 logarithmic bebaviour with voltage has been found. The
growth of channels on the sudden application of a voltage takes place with time
constants of the order of minutes and would seem te be associated with the slow
states. Onthe other hand some very rapid decays of the length of the channel have
been observed when the bias is reduced and no good explanztion for this has so

~far been given.?

g
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The additional ‘leakage current which is observed in the presence of water
: vapour and other condensible vapours varies linearly with voltage. This current
usually becomes dominant at relative humidities greater than about 50 per cent
-and voltages greater than about 10 V. Initially the current was thought to be due
-to fonic conductlon in the absorbed layers, but careful expenmerts have shown
' that there is no evolution of gas or mass transfer from one¢ side of the Jjuncticn to .
the other.” Itwas then thought to be of an electronic nature and studies by
: Enksen“z’ 9 and Statz et al#2 on germanium and sﬂlcon N-P-N stractures and
“of abouit 50 cm? V-1sec—1. The more recent work by Statz etal® described at the
-end of sub-section 4.5, _how ever, has cast doubts on this simple picture. The
experiments on the transients in N-P-N structures in acetone vapour have indi-
cated mobilities not greater than 10-3 cm? V-1sec-1. Very little conduction i in the
absorbed layers is therefore thought possible, Effects due to absorbed. vapsiirs
may: therefore be due to the effect of a redistribution of charge in the layers over
the channel rather than a straxghtforward conduction process. A
* 'When the voltage across a P-N junction is raiseéd to 2 large value, breakdown
- effects occur giving rise to a larger reverse current 82 The breakdown voltage may
be smaller than that for the bulk material and is a function of the surface conditions,
This effect has been mvestxgated by Garrett and Brattain.® Using a light-spot -
technique on an N+-P alloyed junction they demonstrated that under breakdown
.conditions maltiplication of the photocurrent took place at the surface. This
’ showed that surface breakdown, like usual cases of bulk breakdown, isan avalanche
process. They also found that the breakdown occurred in localized regions of the -
. surface which is again similar to the behaviour of bulk breakdown. The hlghest'-
breakdown voltages océurred when channels were present on the P-type region
“although the values were lower than that of the true bulk breakdown value. The
“lowest values occurred when the gaseous ambient tended to give an accumulation |
“layer on the P-type region.. “This is understandable by considering that the surface
charge is then negative which will give a very high field from the donors in the .
N+ region to the surface around the perimeter of the junction. Statz et al.®
in their experlments on channels in N-P-N structures have irivestigated the .
. occurrence of breakdown voltages lower than the bulk values. An explanation is
“'given in térms of the movement of charges in the slow states away from the ends
of the channel which will resultin high fields between the end N-type regions and
the surface at the ends of the P-type region. As an alternative the xmpact ion-
- ization of the fast states is consmered as this would occur at a relatively low

“voltage. -
53. llf Noise - - o : . :

" 1/f noise occurs very commonly when a current fows in semiconducting
':substances. It is characterized by being nearly inversely proportional to the
frequency and directly proportional to the square of the current. It extends over
"a remarkablé frequency range and has only a small temperature dependﬂnce No
j{-";(:ompletefj7 satisfactory explanation of the mechanism has been proposed is: any
l;nstance of its occurrence.

- Itis observed in germanium and silicon smgle crystals and devices and is f@und
o Be very sensitive to surface treatment and ambient atmosphere. 8-%5 This .
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establishes it as a surface property and, with the growth of detailed mowledge of
the surface, theories have been expounded to explain it.- The most comprehensive
theory is that of McWhorter % During experiments with Kingston he found that
the tirne constants of the slow states had a range of values and a distribution suitable
for pro»easeb which could give a 1/f spectrum over a xarge frequency range. For
example 2 process which decavs exponentially with a time constant A can give a
spectrum of the form A/(1 +w?. )"\ If the number of sources with time constant A
is propostional to 1 /A when Ay > A > Xy, alfspectrum results whenwly <€ 1< wl,
Lolds. McWhorter has calculated the statistical fluctuations of the charve in the
slow states due to the trapping of carriers. This causes variations of the surface
arrier helghf and hence fluctuations in conductance. Using the measured values
of the time constants and the calculated values of the fluctuations he showed that
‘noise with a 1/f spectrum and the correct order of magnitude was possible by this
_mechanism, It was also postulated that the communication between the slow
states and the bulk was by tunnel penetration which would give a temperature-
independent noise mechanism. Morrison®® has shown also that a 1/f spectrum
may srise from the slow states by the use of equation (18) which effectively gives
a range of time constants.
A major prediction of these theories is that the noise is caused by fluctuations of
e surface barrier height. On a germanium filament, therefore, the noise level
should have a minimum value at the surface conductance minimum because here
smali changes in barrier height produce no effect on the conductance. In devices
where excess carziers are preseat there should be a noise minimum at the top of the
s versus ¢, curve as barrier height fluctuations produce no variations in the number
of excess carriers. Experiments have béen designed to check this prediction %79
The barrier height may be varied by slowiy changing the ambient atmosphere or
by applying a field and using the long decay time of the slow states. Up to the
present the noise minimum has not been observed so that the association of noise
with fluctuations of barrier height may pot be valid, Present expe.’imentai results
- show that as the surface barrier changes from that giving an accumulation layer to
that giving an invers;on layer there is'a marked increase in noise,

5.4. Stable Surfaces _

The surface of 2 device should have certain propertiss. In a transistor the sur-
face of the base should have 2 low number of recombination centres so that the
current amplification factor is lz arge and the reverse current small. Extremes of
barrier height should be avaided as inversion layers give channels and accumulation
kyers lower the breakdown vdtage. It is desirable to have large values of E,— E;
to minimize chan nges of s with barrier height (Figure 9). These properties should
remain stable with time and two zpproaches may be made to achieve this. Inone
the ambient arnospher, may e controlled so that changes in barrier height due
toalterations in the slow statez arcavoided. Intheotherthesurface may beshieided
from the effects of changing gasecus ambient by means of a pmtecuve layer.

tnough the first approach seems straightforward by the use of encapbulanon
techniques, it is difficult to control the water vapour content inside the enveiope

“because of the absorpﬁm of water vapour molecules on the internal walls. The
other approach has been pursued by smdvmg the effect of thick oxide layers on the
surface properties of germanium and silicon.
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i the expem’neme of Lasser, Wysocki, and Berm’f@m,‘“’ “Loxide layers of aboul
+25 micron thickness have been formed on germanium filaraents by prolonged
eai__ng: in exygea: D.C. field etfect measurements gave itameasurably long decay
times, and changes in ambient, with the exception of water vaponr, produced n
anges in barrier height. The efiect of water vapour was marksd, H gh relative -
“hursidities and exposure periods of one hour gave quite short decay times on even

the thi( kest oxide Iaycre The 'aurfaca, Fowever could bh restorf-d by jﬁoSl»u{l’__X‘

factors is su ggested to explam the protevﬂw action. T"ie commupication b‘

‘the bulk and the slow states is greatly reduced and therefore the time for the
stites to reach equilibrium i is, mcreased. Also becanse of the thick oxide layer
“potential drop across the layer produced by charge variations due to changes iz
“the slow states is greatlyincreased so that iarge potential changes of the outer sur.
‘face of the oxide layer relative to the Fermi level may occur with comparaiive
small changes in the internal surface barrier height.

More recently a very intensive study of thermaily grown. Ofudes on stcon hag
been reported by Atalla et al.?® Both filaments and diodés were investigated, the
‘oxide laver thickness being up to the order of microns. Very stable surfaces were
produced, the d.c. field effect giving an infinite decay time and there were no
changes with different ambient atmospheres, including that of water vapour o of 40
“per cent relative humidity. Fast-state measurements were madeé on the filaments
.and gave a characteristic' structure which-depended on pre-oxidation treatrent
‘and certain impurities in the crysml Both N- and P-typs surfaces could be
produced The diodes retained stable characteristics when left for pemous of
‘months in room sir and it was found also that the I/f noise was considerably
reduced by the oxidation treatment. It thereforé seems possible that in the ot
too-distant future the surface may become a designable part of devices.

, . 6. CONCLUSIONS

Tn recent vears the basic surface model of germanium and other semiconducioys.
has been well established but there are many aspects which are still ohscure,

‘The parameters of the fast states are fairly well defined for etched gemlamLm
surfaceg and silicon may be qualitatively. similar, Less is known about the fast
‘states of other semiconductors. In germaniam there are four sets of states with
‘discrete enesgy -Jevels, two near the centre of the gap about 3 T above and L£7"
belowthe centre The two outer sets are about 4 6 27 from the centre. The dcmﬂy
of each set is of the order of 10t cm2 and only the mner sets seem to be active in
‘recombination and have larger capture cross-sections for holes than eleétrons. Iz
silicon, two outer sets 18+5 AT above and 17 2T below the centre of the gap have
‘been found with densities about 1022 crn—2.- Any states near the centre have not
yet been definitely determined. The physical structure and the dependence of the
pparameters of the fast states on the state of oxidation of the surface is not yet clear.
Their behaviour at low temperature is not completely understood and it would
‘appear that more work is necéssary on the high frequency field effeci. Regarding
‘the slow states the chief problems seem to be-the mechanism of their communi-
‘cation with the bulk and whether there are any states within the cxide layer,
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The results obtained from experimenis on clean surfaces are consistent with
the states being of the Tamm type although this has not yei been quantitatively
established. _ . -

In the interpretation of surface meesurersents the corrected mobhility in surface .
wells is often involved and this has not yer been definitely experimentally
ascertained. ;

On the more applied aspects of surfaces the outstanding problems are the causes
of 1/f noise and the tailoring of surfaces by the control of an oxide or other layer.
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THE ABSORPTION EDGE SPECTRUM OF
SEMICONDUCTORS

1. INTRODUCTION

A feature of the optical absorption spectrum common to all semiconductors is the
* rapid increase in absorption which occurs over a small energy range when the

absorbed radiation has an energy roughly equal to the energy gap of the gemi- "~

-conductor.  This is called the absorption edge of the material, and in germanium
and silicon, for example, it covers a fraction of an electron volt within which the
absorptxon coefficient increases by three to four orders of magnitude, This large
increase in absorption is, of course, due to the onset of absorption in which elec-
trons are raised from the valence band across the forbidden energy gap to the con-

. duction band, so that a study of the position of this edge and any internal structure
it may have will yield information about the energy gap and the properties of those
electron states just above it at the conduction band edge and below it at the valence

‘band edge. This type of information is extremely useful as it is just these states

~_close to the conduction and valence band edges which determine the electrical

~ properties of the semiconductor, Consequently, measurement and analysxs of
the absorption edge spectrum of a sermconductor is an important feature in the

_study of its properties.

This spectrum has been studwd in many semiconductors, a typical but far from
comprehensive list including germanium,’-$ silicon,** indium antimonide and

- gallium antimonide,? the lead salts lead sulphide, lead selenide, and lead telluride,®

- silicon carbide,” and diamond.® The most extensive and profitable work up to the
~ present has been carried out on germamum and silicon’* and we intend in this

article to concentrate most of our attention on the absorption edge of these twd®. -
" substances, although' most of the theory and much of the general discussion to be
given will apply to any semiconductor, Much work has been carried out recently, -
- mostly in germanium, in the study of the effects of a uniform magnetic field on the
‘position and structure of the absorption edge. This work, however, will be dis-
cussed in an accompanying article by B. Lax and we shall not pursue it in any’
"detail here.

Having defined the scope of the article, somethmg of what might be called the
historical background to the subject is‘appropriate at this point. If one considers,
as we shall in sub-section 2.1, the electronic transitions induced by the interaction
‘between the electrons in a semiconductor-and optical or infra-red radiation, then
‘one finds that in these transitions the momentum, or more accurately the wave

- vector, of thé electrons does not change. This has no significant effect on the

position of the absorption edge of a semiconductor with a simple band structure,

- ie. with conduction and valence band extrema at the centre of the first Brillouin

zone, since transitions between the valence and conduction band edges are possible
without any change of the electron wave vector. However, as is well known now
and was mdxcated in 1954 by the calculations of Herman and Callaway® 1 and by
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preliminary cyc‘lotrcnz resopance experiments,*»** the conduction and valence
ne extrema do not lie at the szime points in k—tr;nce in germmanium. It wasthere-
fors puzzling that the measured absorption eugv in germanium®® should begin at
an energy ~ -7 eV, i.e. a wavelength ~ 1-8 microns, as this energy con'esponds
to the energy gap between these extrema deduced from conductivity 2nd Hall
constant measurements™ and so is associated with transitions in which the ¢lectron
vector must chunge, This was resolved by Hall, Bardeen, and Blatt*® who

ed out that transitions could be made by the electrons in which their wave

s

inux

vector is changed by *akhg into account the interaction between the electrons and
the lattice vi b ations of the crystal, Trunsitions of this type, involving the simul-
tane u’ intoraction of thP electrons with the electromagnetic radiation and lattice

(RN

o118 t*mv called indirect as opposed to the direct transitions involving only
raction between the electrons and radiation. Transitions of this indirect
type couid clearly ,Ag:m'-n the rise of the absorption edge In gerinanium at an
ELEIRY COITe tc that of the energy 8p. The first detailed comparison
between this f iall, Bardeen, and Rlatt and the experimentally detsrmined
aﬂsnratm a:n’zn"i the absotption edge was carried out for germanium by Mac-

rlane aad Roberts®® who also realized the i importance of the finite energy of the
ia’rtses vibrationsg mvelved in the indirvect transiticns, a2 factor which had been
previously neglected. They were abic to explain the availsble experimental data
by the theory obumlng values for ths energy g2y in germarnium as a function of
temperature and also some information about the lattice vibrational energies in
gerrnaﬂluzr They also carried out a similar study of silicon® and found that
its wx-or{,uoﬁ edge was due to indirect transitions. Similar studies have been
carried out in several semiconductors some of which are given in reference
B8,

Recently, however, the study of the absorptian edge has become a much more
powerful tocl in the mvasagatzon of the properties of semiconductors due to the
devechmmt of means whereby the measurement of the absorption can be made
in much greater detail than was previously possible, This is the result of the de-

. ve*opine'lt of technigues for the production of diffraction gratings suitable for use
in the infra-red region of the spectrum. The use of such a diffraction grating in
place of the pnsx previoﬂsiy used increases the resolving power of the optlcal
i °ystem used In measuring the absorption as a function of wavc.ength around i
micron by about an order of magnitude. The measurement of the absorption
edge in germanium®? and silicon* with this higher resolving power revealed a
wezlih of detailed structure in the edge, previousiy unresolved, and which, when
analysed, gave a greal deai of information about these substances, Having de-
veloped the theory of direct and indirect transitions in Section 2 Wwe shall devote
the remainder of this article to 2 discussion of thiz analysis and the information
obtained from it.

')

2. THEORY

2.1, Direct Transitions
We consider first of 21l the abserption of electromagnetic radiation by a semi-

conducting crystal due solely to the interaction between the radistion and the
electrons in the crystal; and we shall assume that the crystal is perfect so that we
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" can neglect the effects of electrons trapped in impurities or defects. "The inter-
action between the radiation and eiectrons is described by the Hamiltonian

Hmd;-:“..?fagmd o )

e being the electronic charge, m the free electron mass, ¢ the velocity of light, &
Planck’s constant divided by 2w, and A the vector potential characterizing the
radiation. The electronic states in the crystal are characterized by a band suffix
n and a wave vector k lying inside the ﬁrst Brillouin zone such that an electron
whose wave function is the Bloch £ unction Poac(r) = upp(r) exp(iks. r), unk(r yhaving
the lattice periodicity, has energy ¢,(k). The only electronic transitions (accom-
panied by the absorption of a quantum of radiation) which the i interaction (1) can
- induce transfer an electron from a state with wave function Jiy (r) to one with wave

_ function i (r). The probability that such a transition will take piave sgoverned

by the square of the matrix element

| f 87 0) Bt

- R f Brufy r)exp( 1k2 rA. gradu,k‘(r)exp(xkl o {2)

 For radiation of wave vector q and angt.lar frequencyw

ZTkwN
q )

A= Aoaexp(iq;rx IAoP = e (3)

where @ is 2 unit vector in the difection of polanzatlon of the radiation and N is

the number of quanta of radiation of energy fiw per unit Volume. Usmg equation’

i (3), equatxon (2) can be reduced to-

\ e

- ‘eﬁ 2’7) f a"’ruka(r)a graduxk (r) 8k, —k q) e (8

“where Q is the vohume of a unif cell of the crystal and the subscript ¢ on the in-

‘tegration denotes that the integration is to be taken through this volume. The

radiation of interest to us lies in the infra-red region, so that its WaVPiengm is
“much larger than the typical lattice spacing of crystals vhich is a few / pgstrom
" upits. Herice the electronic wave vectors k, and k,, being of the order of the

reciprocal lattice spacing, are much 1 larger than the wave vector g-of the radiation
" of interest. We can therefore neglect q in the §-function appearing in equation 4,
-Thie amounts to saying that the radiation gives 2 negligible mementum to the
electron. Defining :

i) = —lh(zﬂ f 4 <r>grad»«k(r) e

s - 87

Lo



PROGRESS IN SEMICONDULCTORS
we find that

d‘*r#}k \t}LI ‘_GU‘k (1‘) = !iq“‘a pj Eh)b\k kl) oo (6)

S,

the electron wave vector being unchanged by the transition,

It foliows frem equation (6) that the number of transitions occurfing per unit
time per unit volume in which the absorption of a quantum of radiation of energy
?Ew causes an clectron to be raised from band i to band j is given by

izg

=4 J 2 0. i) Blfly) — () ]

v
) @

¢ integration being over all available electron states consistent with the conser-
vation of energy taking into account the two spin states of the electron, This is of
course just the number of qdanta of radiation of energy fcw absorbed per unit
time. We have made the usual assumnption here thai the bandsiand j are essentially
full and empty respectively so that we are not restricted by the exclusion principle.
This will norroally be vaiid at temperatures 7 such that AT is less than the energy
gap of the semiconducior. If we consider the radiztion in the form of a bezm
falling normaliy on to the face of spcrlfpen of semiconductor, the zbsorption
coefficient K of the semiconductor is given by the number of quanta absorbed per
unit titne per unit velome divided by the f fluz density ¢V, / n of quanta in the material
of refractive index ». Thus the absorption coefiicient due to electron transitions
from band ito band j is '

4met 2

i T s | P He B e] .. ()
where we have used the definition of | Ay|? given in equation (3).

For a semiconductor in its ground state wt‘x co“nplet ty filled valence bands and
empty conduction bands, the lowest energy transitions of this type are those in
which electrons are raised from the uppermost valence banud v, usually referred to
as the valence band, to the lowest conduction band ¢, usually called the conduction
band. The energy gap e (k) —e (k) between the valence and conduction bands
will have a miniroum value ¢, at some set of wave vecfors k, which will either be
zerc or a set of points in k-space having the symmetry of the crystal lattice. ¢, is

" the direct energy gap of the material and is the threshold energy for direct elec-
tronic inter-band transitions in the crystal. Let us assume for simplicity that €,
occurs at ky = 0 and at this point the valence and conduction bands have extrema
characterized by isotropic effective masses 7, and m, respectively, so that

72 k2
Ec(k) = ’“C(O)T o (Sa)
e (k) == ¢ (0}~ — , ... {88)
2m,
cn € = €{0)—¢&, () e (86)
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. for k close to zero. Then, from equation (7) we find the absorpdc:a coefficient for
direct transitions in the region close enough to Az = ¢, for transitions {zmv between
the valence and conduction bands to be contributing :

o2 famEs
K= *(";r} e ot a-c )

- “ ’ # 1/ .
where | ] = (2”’) (ka,_rw .0y
- o T Can
‘and . . ffﬁ’ = nim i (11}

* For energies so close to the threshold that we cun expand e p, (&) as

=0

6. Pe(k) = u,pcv(0)+k[f-'a’.pw(k)] S e (12)

_ and retain ‘only the first non-zero term, the complete energy dependence of K can
be found. Two separate cases must be ‘considered: (1) £.,(0)% 0 when the
transitions are said to be allowed; and (2) p.(0) = 0 when the transitions are said
to be forbidden. We find from equafion(Q) that the absorption coefficient K, for
allowed transmons is

D% Zm*; 8/2 - oo .
a = m(—ﬁ;) !“-Pcv(o)fg("w“'fo)}"‘" . (13)
~ and for forbidden transitions is A ‘
A D6 [Dm*\ B2 é , 2
K, = Wc;(”ﬁf) e O R R L

Thus the shape of the absorption curve as a function of egergy is different accord-
ing as the transitions are ailowed or forbidden, this being determined purely by
the symmetry of the electronic wave functions at the points k== in t 1e-valence
and conduction bands (cf. equation (5)).
‘Tt would seem that by carrying out an appropriate f'xper:nent one could
determine from equations{13) and (14) the direct energy gzp <, of a semiconductor
- and distinguish between allowed and forbidden transitions. However, this is not
- the case, as equations (13) and (14) do not contain the whole story and we must now
go back and examine some of the assumptions made in deriving these expressions.
“In the derivation of equations (13) and (14) we have assumed that the electron
' raised to the conduction band was free to move throughout the crysfal unaffecied
by all the other electrons, equzvalent to a positively charged hole, remaining in the
“valence band. However, as we shall see later, the experimental measurements of
~ the absorption in germanium and silicon show features which-can be explained
only if one takes into account the mutual attraction of the electron and hole pro-
duced in the absorptidn proczss, This attraction allows bound states of the
" electron and hole—excitons-—to be formed in the crystal with energy tess than
that of the free pair of particles. In these states the relative motion of the electron
and hole is localized and the pair of partlcles move through the crystal togethe: a
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e place into these exciton states at energies fiw < g and, more-
fHUGHS aosorfjtxoq beginning at g, is modified in shape from that
ons{13)andii4) by: this atiraction. Frenkel advanced the concept
nfz 1 31 and seveﬂﬂy much work has been carried out by Gross® and
hig <o~ WO"‘\:"Y» and by Nikitine?® and his co-workers on the study of structure
“mbutable to excitons in the optical absorption spectra of several ionic semi-

ductors., Wannier® originally formulated a theory of the exciton suitable for
ap p licaiion to 5 em::cnduc,imv materials where electrons and hoies are character-
zed by their band properties. His treatment applied only to materials with simple
band structures but it was extended by Dresselhaus® to cover crystals with
cegeﬁera-_e band edges like germanium and silicon. Elliott?? has given an extensive
discussion of the absorption mechanisms in semiconducters taking into account
exciton effects. We shall not go through the details of his arguments but shall
srosert themn briefly and in such a way that the physical ideas arc brought out.
an electron from a state with wave vector ky in the valence band to a
:--1 band state with wave vector k, is equivalent to producing an electron—
, the electron having wave vector Lz and the hole —%&,. In assuming that
on and hole can move throughout the crystal independently of each other,
he wave function describing this pair state o be essentially of the form

i = exp(—ik,.5)exp{ik,.v,) ' ... {(15)

fJ

o St

i o

where r, and 1y, ave the electron and hele pos iticns respectively. The complete.
pair wave function consists of ¢ multiplied by appropriate functions of the type

w5 (2.} which describe the effect of the crystal lattice on the clectron and hole,
However, these functions de not concern cur arguments here. Defining

T = Iy e {16)

ihe relative posm(m of the pair and -

R=jlktny N ¢ v))

the mean electron~hole position, we can write equation {15) as
¥ = exp{iK.Rjexp(ik.r) ... (18)
where , ' k= 4k o ... (19)
and K= (=k)+k, ... (20)

15 the total wave vector of the pair, The first e expones ntial factor in equation (18)
now describes the motion of the electron—hole pair through the lattice and the
nd describes the relative motion of the particles, its form depending on the
pt?on that they do not have any mutual interaction, More generally, we

can \‘)m e in place of equation (18)

i = exp (K. R} dox(r) , .- (21)
re &,x() is shown by Dresselhaus?® to be a solution of the equation
fo(— IV ko) — iV + K-k + V(o) dalr) = E(K) dux(r) ... (22)

and describes the relative motion of the eiechon and hole when they interact
t_nro'ugh a potential ¥(r). %k and k, are the conduction and valence band extrema
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. in the region of which we assume k, and k; to lie and by e{—1V+3iK—k ) and
e(iV+3K—k ) is to be understocd the expansion of these functions about k,
~and k, up to the quadratic terms. E(K) is the total energy-of the Plectron—hole
pair and s is some set of quantum numbers describing the pair state.
" The expression (6} along with the definition (20} of the total wave vector K of
. the pair shows that in direct transitions only pair states with K= 0 can be formed.
For the case we are considering, k = kv— o» Which we have taken to be zero,
~ and the functions (k) and ev(k) are given in equation (8). Equation (22) then
. _reduces to

[-—’"— Vet V(r)] A =BO-ald® @)

' where the reduced e‘fectxve mass m* is deﬁned in equatlon (1 1). For values of K
close to zero, resseﬂmus shows that

E(K) E{0)+

B2 K2
Zm;+m,)

For Wr) 0, equat.on (23) of course gives ¢, (r)= ¢y (r)=exp(ik.r), in
agreement with equations (15) and (21). Howeve V(r) will normally have the
. form of an attractive coulomb type of potential modxﬁed due to the crystal envi-

_ronment of the électron and hole. We shall find that, for semiconductors like

" germanium and silicon; the electron and hole, notwﬂ:hstandmg their mutual
attraction, have a separation far in excess of the lattice spacing in these crystals.
itis therefore appropnate to take S

‘. .. (24)

&

»’(r*‘y - (25)

the 'cdulomb_ attraction being modified bj'f’the étatic dielectric constant « of the

. material concerned:?® Equation (23) is then just the familiar hydrogen atom

equation with a reduced mass m* and effective charge «~*. It has two types of -

- solutions: onie corresponding to bound states of the pair—the exciton states—and
the other to unbound states. These solutions are well known and can be found in

_any standard text on quantum mechanics.* For the bound exciton states the
energy depends on only one of the set 5 of quantum numbers characterizing the

~ state, viz., n, the principal quantum number which can take any positive mtegral

: _value For simall values of K, by. equatlon (24), ‘

- RK? 0) .
En(K) €0t m T mv) ) ..(26?
brwhreré(' S Eex(O) ?.h“ .. (27

is the binding energy of an exciton of zero wave vector in its ground state—n = 1,
The energies given b}? equation (26) lie in what is normally considered, in the one--
electron approximation, to be a forbidden range of energies. Excitations into
these levels become possible, however, when correlations between the moticns of
electrons in the crystal are taken into account as we have described. For the -
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unbound state solutions of equation (23}, the energy depends on the magpitude
of the wave vector &k of thu relative moticn of the two particles; for smcel} K it is

K ﬁz R2

EfK) = z@;‘;m 5 T

.. (28)

and is in fact the same as the energy of the pair when the interaction is neglected,
The inclusion of the coulomb attraction between the eleciron and hele, therefo ore,
does not charx ange the number of states per unit energy range available to the pair
-of partlcles in unbound states. It does of cousse alter co nsiderably the wave
function of the relative motion in these states.

The scluticns of “qu:ltwﬂ (22) wili, in general, be of two types, one corre-
sponding to unbound pair states and the other to bound exciton states, For the
bound exciton states t}w total energy of the pair will depend on some guantum
numbers, like # in equation {26), iabelling the internai state of the exciton ard the
total wave vector oi the exciton. We cah therefore talk of exciton §
band corresponding to some internal state of the exciton and the shape o
giving the dependence of the exciton energy on its wave vector,
pointed out, however, that care should be takeu in discussing exciton ay
energy bande in coninnction w:ﬂr one sncther as the exciton wné
pession curvesof a pa*r of particles moving wrough the lattice while the éiec{mnic
bands are 2850 cza‘teu wwu ghe n,stzon of single pa mcxm.

states of the pair, we mus# now see hiow fhzs mod"flc“ our af'gu:rwxr in deriving
equations{13)and (314}, In derivi toall

ving these expressions €q ual weight was gi
the possible states of the eleciron—hole pair formed in the absorption process
" regardless of the relative metion of the particles in these states. This was correct
but its signif"'ﬂ*ce was missed due to the snnpxzcxt’f of the result, In actual fact,
when the paix is former .;, the electron and hole must be 4t the same position in the
crystal and so they will be preferentiaily formed into states in which they are most
likely to be together. Thus a final state, in which the wave vector of relative motion
is k, will be weighted b y (1 p?‘obability [ by (0)]? that the electron and bole can

_ be found at the same point in space in that state, K= 0 in the function ¢ since
electron-hole pairs can be formed only with a zero total wave vector in direct
transitions. When the electron-bole interaction is neglected, oy (1) describes a
plane wave so that all final staies have equal weight. Bowever when the inter-
action is taken inte account, the unbound solutions of equation (23) give

T CXP T,

1 2
[¢,(0)] “sinhow

where o @ = J (g"-’:—fg}@) | ... {30

The detailed analysis of Elliott® leads to the expected result in the case of aliowed
transitions—we must weight the integrand in equation {7) by a factor | ¢y (042,
obtaining for allowed transitions at energies Fw cloze 1o ¢

... {29)

/
K, = Zare® g?m l“ Pwﬁg)izE};( }expz (1)
> mmtow B sinn g
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’

'-'w_heré - z—ﬂ/(ki“iogo) o . ’ (32) |

When ﬁw—~so > n*E.(0), the energy put into the relative motion of the electron.
~_and hole is much greater than the bmdmg which the coulomb attraction can
supply, so that the effects of the interaction are negligible and so, as one would

expect, equation (31) reduces to equation (13). When fiis - €4—>0, the absorption
coefficient tends to a non-zero value - '

,;;;M(Zg) [ pei(0)]? E‘!?(?) (33

Y
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Figare1. 4 compamon of the form of the absorptum coefficient due to

allowed direct transitions between simple bands  given by the theory with

and without the inclusion of electron-hole interaction. The cross-

. hatched portion shows the extent in energy of the region of esciton
absorption lines

‘which increases as the strength of mutual attraction increases. Figure 1 shows
the energy dependence of the two absorption coeflicients given by equations (13)
and (31) and we note from this Figure that even at energies greater than ¢, by about’
- one hundred times the exciton binding energy, the absorption given by equation
(31) is still about 35 per cent greater than that given by equation (13). :
" Over and above this continuous absorption due to allowed transitions, absorp-
- tion can also be produced by transitions into bound exciton states, Although each
‘exciton state has a band of energies associated with if, absorption' by direct
transitions can excite only one discrete state in each band, viz., the state with zero
‘wave vector, as we have already seen, We shall therefore have a series of discrete
absorption lines at energies E(0)/n?, n=1,2,3..., below the continuous ab~os*p-
* tion threshold, i.e. below the energy ¢, normally regarded as the threshoid for
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direct transiticns, Absorption into state # will be proportional to | $, (0)|2 which
is non-zero only for s-states of the exciton and then has the value

[m*e?\3 1
(e )

The absorpticn into the exciten states will therefore fall in magnitude as n—2
and will eventually merge into the continuous absorptmn given by equation (31},

Hopfield? has ret,entlv pointed out difficulties in using the normal type of theory
to describe ab&ufpuen into discrete exciton states and Las treated the problemina
more rigorous fashion. However, this does not alter the results but merely the

400 4 yam
200 : | /7
- With e~h interaction //' /
L ‘ >,» y

5 i - / //
290 7
o //

i BN

ithout e—h intercction

o done
Kebo in units of
>
<
T
)

o
b
L
-

hw-~&,
Eoxt®) ‘
Figare 2. A comparison of the form of the absorption coefficient due to
forb;ddm direct transitions between mrple bands given by the theory
with and without the inclusion of electron—hole interaction. The cross-
haiched portion shows the exient in energy of the region of exciton
ahsorption lines

interpretation of the absorption process so that one regards the energy absorbed
in the exciton transitions as resld‘ng not in the exciton states but in energy modes
of the crystal to which the excifons; formed by abscrption, are coupled.

For absorpticn due to forbidden transitions, Elliott’s an‘.lysxs shows that the
absorption into a particular final state characterized by &, (¥} is proportional to
! 0¢. /0r|%_o. For the unbound states, this leads to an absorptxon coeflicient

Zae®  (2m*\b2] 5 /o a®\ expx
= ——— 273/2 Tl -] —_ . 4‘
£ 3um? cw( ) l 3ka p“V(k) ko & © {\1 " g2 ) sinh 2 (4
which tends to the expression (14) for fiw—e, > 72 E(0). For iw ¢,
S dgpe?  [Zm*\5/2] 9 Sz . .
me? (2RO e . (35)
Kf"znmzcw( 752) ok ool @ 33)
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The relative energy dependence of equatlons {14) and (34) is shown in Figure 2.
_For the bound exciton states | 8¢, / Br{, —o is non-zero only for p-states and: then

has the value
' m* g%\ 5 n2~1 ,
72k ] 3and

so that a series of lines co*rcSpbridi'lg to'n=23,4 is observed at energies
ex(O)/ﬂ‘ below €, this series m“rgmg at hw = ¢, with the contmuous absorption
g*ven by equation (34). :

2.2, Indirect Transztscns

Io many semiconductors and in parucular in germanium and silicon, the direct
energy gap € is not the minimum encrgy gap ¢, between the valence and con-

duction bands since the edges of thése bands do not occur at the same points in

k-space. ¢ is the threshold energy for direct optical transitions and one would
not normally expect absorbing transitions to take place at energies less than this
value due to the fact that, in transitions involving only the interaction betwesn the
electrons and radiation, we bave seen that the electron wave vector does not change
and conduction and valence band states separated by less than ¢, must correspond

-to different wave vectors. However, as well as interacting with the incident
radiation, the electrons in the semiconductor will interact with the various types
of defects present in the crystal, e.g. lattice vibrations, impurity atems, dislocations,
etc. These defects can be regarded as sources of momentum or-wave vector for -
the electron systert prow:lmg, hewever, litte or no energy for them. ‘The simul- _
tanéous interaction of the electrons with the radiation and crystal defects provides
2 mechanism by which an electron can make a transition in which its wave vector
changes, most of the energy required by the transition coming from the radiation’
and all the momentum or wave vector from the defect. Such s transition is called
indirect and ¢, can be regarded as the indirect energy gap. It is close to byt is not
identical with the threshold energy for indirect transitions, as we shall see.
presently.

" Cheeseman?” was the first to consider the effects on the abeorpnon edge of the
simultaneous interaction of the electrons in an insulator with radiation and lattice
vibrations and, in fact, he pointed out that this could ‘produce absorption at
energies lower than the direct energy gap for an approprxatb band structure, Hall,
Bardeen, and Blatt!® used these same ideas and have given @ discussion of the
effects of indirect transitions on the absorption edge of a semiconductor with a
band structure like germanium. In presenting the theory of these transitions we
shall basicaily follow their approach and shall begin by neglecting exciton effects.
We shall show how these effects alter the absorption at a later stage.

‘We shall denote by iks',s k1) an electronic state in which an electron with
wave vector k, is present in a normally empty conduction band s and an electron
of wave vector k, is nnssmg from a normally full valence band # i.e. a hole of-
wave vector —k is present in band #. The ground state of the electrons, with
empty cor-du»non and full valence bands, we shall denote by | 0), and the Hamil-
tonian describing the interaction of the electrons with a crystal defect by Hy, We
shall assume with Hall, Bardeen, and Blatt that H; can be treated as a small
perturbation of the electron system so that we shall be interested in the lowest
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order perturbation theory matrix element which describes transitions, due te the
interactions 4 and Hy, from the ground state |0) to some state [k, 5; &,, #) where
k. is not necessarily equal to &, This occurs in second order and using equation
{6) can be reduced io B

o ProeliE ) —

e oI (B 83 Ty, 2| Hy kt,;,ﬁ;kt) £)

me ['4:;0[ €8(ks)"€m(k‘~) ._}_(_, 1 }Z €4

¢ (k, 51k, n|Hy| ©)
v (k) — k) H{— 1)y

7

(k,, 5k, t| M]0) = 4,

o+ ‘t‘: (k,,p k2 IH&! 0)
Lo ) ek —{— 1)Teq

o Pupfles) =

-—-\(ks>5;k ,t}Hddka,s;ks’q) ) . ) .
_Z‘ st(kt):e"(ks)_(“‘ i\léd a.?sq(ks) L (36) ,

a

The surnmations over # and p are over normally empty conduction bands and
these over % and g are over normaily full valence bands. €41s the energy exchanged
between the electron system and the lattice defect, /=20 or 1 corresponding
respectively to interactions in which energy is lost or gained by the electrons. The
only indirect transitions whose effects on the absorption edge have been observed
are those associzated with the lattice vibrations ¢f the crysial and so we shall discuss
egquation (36) with this particular type of defect in mind.

Any particular mode of vibration of a crystal lattice can be considered as being
composed of several basic types of lattice vibration. Each basic type of vibration
is characterized by 2 wave vector K lying in the first Brillouin zone of the reciprocal
lattice and a label b denoting to which particular branch of the vibration spectrum
it belongs. The energy of a vibration of wave vecior K in branch b is 0,(K),
where & is Boltzznann’s constant and we choose to measure energy in terms of a
ternperature 4(%). The dispersion curves of G,(K) as a function of K for the
various branches b constitute the lattice vibrational spectrum of the crystal. The
number of branches is equal to three times the number of atoms in 2 unit cell of

-the crystal so that, for semiconductors of the diamond-type structure like ger-
manium and silicon, there are six branches in the spectrum. There are always
three branches for which 5,(K)—0 as E—0 and they are called the acoustical
branches or modes of vibraticn. “The remaining branches have finite energy at
zero wave vector and are called optical branches. Moreover, in certain symmetry
directions of the crystal, the three acoustical branches consist of two in which the
vibration is transverse to the direction of propagation K and one in which it is
parallel 1o X; these are known as the transverse acoustical {TA} and longtiudinal
acoustical (LA) branches. The three remaining optical branches in germanium
and silicon have the same property, the branches being known as the transveise -
optical (TO) and longitudinal optical (1.O) branches. When the lattice vibrational
field is quantized, then the various basic modes of lattice vibration correspond to
quanta of Iattice vibrational energy and are called phonons. The excitation and
de-excitation of lattice vibrations can then be thought of in terms of creation and
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_T destruction of phonons. When the crystal is in thermal equilibrium at tempera-
ture 7T, the number of phonons excited with wave vector K and belmgmg to
branch b of the wbratxonaj spectrum is :

() = l[:ex ) ] | )

The Hamiltonian Hy,, describing the intarac_tion between an ¢lectron and the
lattice vibrations can be written? as

 Hiu =3 [ &*KE().O4(K)
where A
[ ‘d*‘rz/::;z(r)ob(m ) =

/I

D and ¥ being the density and volume of the crystal. "c;b(K) is a unit vector in the
direction of the lattice dispiacement associated with a phonon from branch b
propagatmfr with wave vector K. With the matrix element of the operator O, (K)

J |27 (K)] {J,kicm L RT/fra(B) + 4 1j8k—~K—K) ... (38)

. “written in the form of equation (38), the operator C;(K) has the property that its

matrix element between two closely neighbouring states of the same band with,
- wave vectors k and k’ is proportional to (i — k'), the constant of proportionality
bemg the appropnate deformnatipn potential for the band® at k. The upper
sign in equation (38) corresponds to the caseof 2 phonon of wave vector — K being
created (I = 0), the lower to a phonon of wave vector K being destroyed (/= 1).
Using equaﬂon (38), equaticn (36) becomes in the case of lattice scattering

(k,, 53k, 2| 0) = Ae AZJ[2DVk9b(k k} Bl B)x
xN/ [nb\_k,—kt)f +“2“1)] . 39)

where

S ~ Bl kt) Is, s]C (k,~k)|mk]e. pmt(kt)
‘Xil:(ks: kt) % b es(ks)—em(kt;+( 1) kﬂn(k kt) .

. _'Zib(k —ky).[5, K, [, — )| 7 K ] . P—.c(kr)
& ek el (- 1Y Ry (k- ko)

+Z a‘Psp(ks) gb(ka _’kt) [P r ks lch(ks_ kt)! t, kt] _
: i) —eple) —(~1 1) kb (ks — k)
_2 a. psq(ks}gb(k kt) {%k lcb(k kt)] l kt]
efle)—eq(ka) —(— 1) £y (ks k)
67 '
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It follows from equation (3%) that the number of quanta of radiation of enctgy fiey
absorbed per unit time per unit volume as a result of indirect transiticns from
band £ to band s is

2 | Xk, k)2
g 3 85
|3 T R,k —Kk,) *

R R
X § ik, — o+ ~——§—v—’- i3, (k,) - C«(Kg} +(-1¥ kgbkﬂs — &)~ Rew]
. /

A

raerzsr into aceo ount the two spin states of the electron. Dividing this by the flux
density of quants 1 vields the absorption ceefficient K, due to these transitions

1;

S

1
K,= Y Kbk . {47
Toa=3r
where
i Vig/ . i*i'('“l)l‘i
b £/ . 1y
X E«:?:k:; i\ ny{l —&,) 5 ;5 X
— 1Y 20, (k,~ %)~ o] . {43)

and is the absorption coefficient due to indirect transitiops from band fto band ¢
in which s phonon belsﬁgiﬂg to branch b of the vibrational spectrum is either -
emitted into the lzttice ({ = 0} or absorbed from the latiice (/= 1), ,
For 2 semiconducior, whose valence band edge is at k, and conduction band
_ edge at k, the lowest energy transitions of this type which can take piace arc those
in which an electron is raised from a valenice band state close to k, to a conduction
band state close to .K,_.. We shall be interested in transitions of this type par*iculoriv
in geunamum and silicon and so we shall carry thrcugh ouir calculations using a
maodel which simulates the band structures of germranium and silicon fairly well,
viz., we shall assume that k, = § and that we have a single isstropic band at this
point whose energy is given by equation (88); we shall assume that & lies at a set
IV, of equivalent points on symmetry directions in k-space ard that close to one
of these points

%9 9‘ . -

() = ek, \4-5”:. (ky—F k)t +é;z~i(kq-~k%)2 . (44)

% :
where the axes {1,2,3) have the 3-axis aiong the symmetry direction and m and
m, are the longitudinad and transverse masses characterizing the spheroidal energy
surface. The principal drawback of this model is of course that it neglects the
degenerate character and not comnpletely isotropic shape of the valence band edge.
However, the model has the advantage that it allows us to carry our analysis
further and gives all the main features of the abserption spectrum correctly,

For absorption clese to the threshold, equation {43) therefore becoemes

p _ et N, B .‘-m(k]..-s:,,‘[zl ( )’)

= Tt D(2n {d"k‘ kT, L;-i”b{k ~e) z

3¢ Sle ) — e, (i) +{ — 1 kb, by — gy —Fes] ... (45)
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wherc. fiew o €. We can expand X%(k .k,) in equation. (45) about k== k and

Chy = 0 and refain only the first non-zero term. As in the case of direct transitions,

' the transitions are called allowed or forbidden accordin: g as the first non-zero term "
Jis X%(k,,0) or not. The integrations in equation (45} are then easily carried out

with the help of equations (8b) and (44) and noting that the variation of B, with

_wave vector is much slower than the variation of €, or ¢,. ‘This latter fact is easily
_seen if we consider a simple caleulation. In germanium, k, liesina (111} direction
‘and, in this direction, the most rapidly varyi ng branch of ;he vibrational speciram

is the LA branch which rises from zero at k = 0 to 320° K at the zone edge. If we

“assume that this variation is quadratic in k then it is characterized by an ‘effective

‘mass’ which is of the order of a hundred times larger than the effective masses of

- glecirons at the valence or conduction band edges. We can therefore negléct the

'

variation of 6,(k, --&,) in the §-functior i inequation (4-5) and replace it by 6,(k,), -
a similar calculation to that described showing that thds is valid for silicon as well

“as germanivm. The integral in equation (45), therefore, reduccs in the sase of

gliosved trafsitions to  sum over all possible final states of the electron-tiole pair
formed in the travcition, consistent with the conservation of energy. This} integ~
ration is easily carried out and leads to the following expression for the dbb()l ption
coeflicient close 1o .h:e3hc1d

-4 AL c S {ZM* a2 /ZM /z*i S‘ i db_(&._:,_?}_!zx
Tt BaDamton h2 \ A e

x { (k) _,L-ﬂ%——)‘}'[m gy (TP ROEIP ... (46)
Y & ) - . o

Cwhers | = (mmys | 7

and the- prﬂne on the summation over b restricts it to those branches: for which -

- the transitions ate allowed. The main features of this expression for the absorption

coefficient are best dius mted if we use equation (37) and write it in the form

o IXPE,0F o
Z keb(kc) {1 exl) [ Gba{»)lg'!] [hu)""Sg-m keb(kc]j -l ]
[XE (5,0

A .
exp [Bo{k. ST e S L (48)

Nv pe{,ﬂ*m ):l/? . N
4-771) o i

For tmbmdeu transiitons, the expression for the abaotptmu coefficient has th‘,

where - o A=

same structure as equation (48). The Xz ore replaced by their first derivatives, the .

sum is over branches for which the tramz.lons are forbidden, and each term

‘depends on the cube and not the square of the enesgy. The general level of the

- absorption i€ of course lower than in the case of allowed transitions.

-Itfollows, therefore, that for incident radiation energies around €gr the abgarp-

“tion e;'gec‘l:rum comsists in general of several pairs of components, there b‘*m;r as
_many pairs as branches in the vibrational spec trum. The two comiponents in cach

pair have the same energy dependence, each component rising from some iirsshold
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as the square or the cube of the snergy above this threshold according 2s the
transitions associated with the pair are allowed or forbidden. The two thresholds
associated with any given pair are equally spaced above and below ¢, by the energy
kB, (k )required by the phonon emitted into the lattice or given ug by the phonon
absorbed from the lattice. Moreover, the absorption spectrum is quite strongly -
temperature dependent in contrast to the temperature independent absorption
_coefficient corresponding to direct absorbing transitions which we obtained in our
analysis in the previous section. (This remark neglects any movement of the
entire absorption curve with temperature which is not due to the absorption
mechanism butto the temperature dependence of the eDergy gaps € ande,.) As
the temperature is decreased, the component of each pair associated w:th the
transitions involving the absorptmu of a phopon graduaily disappears as the,
number of phonons present in the lattice decreaseq and at very low temperatures
only components asscciated with the cmission of phonons are present. At any
temperature 7T, the relative magnitude of the two components of any pair at the
same energy above their thresholds is given by

component with phonon emission exp [0k, (49
component with phonon absorpti(m o= L T - (89)

_ 128, 0))
|2k 0)1?

Z% being equal to X% for allowed transitions and to its first derivative {or for-
bidden transitions, and similarly for Z22. We see from equation (40) that the only
difference in Z% and Z2 is in the phonon energy contribuiion to the various
energy denommators In most cases, the phonon energy forms a nsgligible part
of these denomninators so that Z% and ZI¥ are efféctivaly equal and their ratio in

equaticn{49) is unity. However, an exceptional case arises in germanium which
we shall discuss in detail later.

In both germanium and silicon, k, lies on a symmetry direction of the crystal
s0 that we can talk of transverse and ongitudmal modes of vibraticn, Morsover,
the transverse acoustical modes are degenerate as are the transverse optical modes,
so that one should expect to see only four pairs of components at most in the
abzorption spectrum of these materials.

These are the features to be expected of the absorption due to indireci transitions
when éxciton effects are neglected, We must now consider how these features are
modified by the inclusion of exciton effects. We shall find that the mml“)er.
temperature dependence, and relative magnitudes of the COmpUREnts
altered but that their detailed shapes and the interprefation of their #

. enay ;7}
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THE ABSORPTION EDGE SPECTRUM OF SEMI\,ONDUCTOR‘%

for the present, with Elliott, that the conduction band is 1sntropic around its edge
and take the effective mass of electrons near the edge to be m,, ¢, x5 (r) then
satisfies an equation identical in form to equation (23}, whose solutions we have
.. already discussed in the previous section, but with ¢, replaced by e, and E{0) by
~ E(k.). For absorption producing unbound electron—hole pairs due to allowed -
- tranmtlops, the energy dependence of a component of the absorption coeﬁiment is
therefore given by

mcexpmcs[ K ﬁzkz

il 32,78
fddemhmc M 2"'=

(= 1)’k0b(kc) Tiw} 60

bfor fiw = €. In this expression, a is given by equation (30) with F“(()) replaced by
" Eg(k.) and we have used '

M—m+mv ’ )

as the total mass of the pair, Equatlon (50) reduces toan expressmn Whlch apart
from some constants is : .

A : ’
- Bk [ \/(A—z) o .
= —dx ..
ot 1““-*’(“%)
:wher‘e A= 2Eex(k){m° . (- 1)’k9,,(kc)] o L5
- Forfaw"’eg, equauon (52) yields v
' 2B .
- ﬂgi(ikc)[ﬁw-—eg—-( 1)’k0b(k el (59

so that the component rises from its threshold as the three-halves power of the

energy above this threshold. Although equations (50) and (46) are not valid

physically when %iw > €, we know that analytlcahy they should become identical
_if we assume the same band parameters, etc., since in this regmn the mutual

interaction of the electron and hole becomes neg!xgzble In this region equation
(52) certainly has the correct energy dependence it reduces to

1 V .
o L 161,-87;,‘,[’79.’“%“( 1) Ry (k)] )
We can therefore take g » _
S _ 7N, R [2m¥\¥2 (2m )\ IXéi(kc,O)P

R T

. e k

X [ﬂb(kg)-}- +(2 1)] _ V(A 2’)2 d -,.(56)

11— exp( \/)
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®

which becomes identical to equation {46} iu the high energy limit. For energiss

3
fion 2 . equiation (56) gives

which is the absorption coefficient near threshold for allowed indirect transitions
when exciton effects zre taken into account. By forcing equation (56} tn be identical
to equation {46} in the high energy Hmit, we have ensared that the anisotropy of
the conduction band edge has been taken correctly into account in summing over
the final states. Equation {57) is, of course, still based ont | 5 -5, (0)}* sppropriate
to isotiopic bands. This, however, shouid not produce any significant error in
equaiion (57).
Absorption can also take place into bound exciton states and in this case the

absorption coefficient has the form

1S T ORKR E k) : N
s td {: g 3 i . I\ i VT SUEE AV V2 s PR 3 ) 3
- Zfl"¢"k°‘ﬂ)' {f 1&5‘%-}- sr (= 1) R, (1) ﬁah ... {58)

which ieads to an expression of the form

1 «

2

\x i8

17 Bk) . e
o, e 1yzg )

]
&

m

3

n2

i 8
NES
/!

1!

The absorption into exciton states due 10 indirect transitions thus gives 2 centin-
uous absorption in contrast to the absorption lines produced by direct transttions,
This is due essentially to the fact that, by absorbing or emitting phonons of the
appropriate wave vector, transitions can be made to any point of an exciton band
30 that the summation over sll pos sibie phonon wave vectors implicit in equation
{58)1 ) leads to 2 continuous abgorpiion. :

rur forbidden hdnfﬂhons, the energy dependences given by equaticns (57) and

39} are modified, For transitions to unbound electron—ho}e gtates the absorption
ri.i rise as tlm 2 power of the energy and, for transitions to exciton states, it will
ise as the § }:(:vvcr
We can summarize this discussion of exciton effects on the indirect absorption
n the fo U wing way. For incident radiation energies %w the absorption
coefficient is given by :

v-g:-;r
‘)

!

d

g7

- B 128,02 .
o= § ity i€, 4+ g I fk V1
B ..[/)_‘ { —exp[-- O, (k, )/f” Folfior e Ealiee)—kiplke)]+
w/k O\llz ) 4
. ___—__ c’v\ b A 1} N ES %1 (r")i'-_f\'
f—i“ pi d, (‘k )/T[__ ‘-I'J € ,,‘«aX(M,_.) + bhdibh}) s (0N

where 7 is a constant. The functional dcpu‘denc‘* of the functions F,{&) en the
energy I depends on whether the transitions asscciated with the phonons from
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' bra.nch b are allowed or forbidden. In each case F(E) consists of a series of
_contributions each one increasing with energy. These contributions begin at a
series of energjes, the lowest one corresponding to the onset of transitions into the
lowest available exciton state and the highest to the onset of transitions producing -
- unbound electron~hole pairs in the lattice, this being idéntical to the threshold

of the component given by the sxmple formula (48). For allowed transitions, each -

~ contribution except the hxgh&st rises as the square root of the energy above its
threshold and the highest nses as the § power. For forbidden transitions, the
correspondmg power laws are § and §. Also the contributions due to trapsitions: .
into the various exciton bands are weighted relative to one another. by 1/n? for

allowed transitions and (n%— 1)/nfor forbidden transitions, » = 1 corresponding to' -

the exciton ground state, so that the main exciton contribution comes from the
lowest available state, n = 1 in the allowed case and z = 2 ini the forbidden. Thus,

for an allowed transition, Fy(E) will rise from E = 0 as E¥2, and at an energy several
times the exciton bmdmg eneigy will be rising almost as the § power.of the energy

. For a forbidden transmon the initial rise will be as E%/2 developing into 2 § power
law, A

So far we have been dlscussmg 1nd1rect transitions between band extrema lying -
at different points of k-space so that the phonons must supply a significant

" amount of momentum to the electrons making the transition. However, phonons
of all possible Wave vectors are available so that in fact indirect transitions can be
made between any two band states regardless of their separation in k-space.

- Dumke® has pointed out that, for a substance with conduction and valence band
extrema at the same point in k-space giving rise to.absorption by direct transitions,

~as we have discussed earlier, indirect transitions can also take place between these
extrema. In these transitiqns, the electrons must emit or absorb phonons of

- essentially zero wave vector and the absorption will consist of components equally
spaced in pairs above and below the direct transition threshold by the energies of
phonons of zero wave vector. -Since absorption by indirect transitions is much

“weaker than that by direct transitions, indirect absorption above the direct.
threshold will not be' resolved, only those components of the indirect absorption
which begin at energies below this threshold being seen. These components are

" due to transitions in which optical phonons with zero wave vector are absorbed,
these being the only phonons with finite energy at zero wave vector. This absorp-
tion will therefore appear on the dlrect absorptlon edge as atail w}uch vanishes at

. low temperatures. S .

3. EXPERIMENTAL METHODS

‘The measurement of the absorption coefficient of a semiconductor in the reglon
of the absorption edge can normally be carried out by measuring the transmission
. of samples of known thickness for radiation of a series of different wavelengths.
‘The apparatus consists essentially of some source of radiation and a spectrometer
to produce a nearly monochromatic beam, some device for accommodating 2
specimen whose absorption is to be measured, and a detector for measuring the
intensity of the radiation beam. As an example of such an apparatus, a diagram
of that used by the R.R.E, group in making the measurements on germamum and
silicon'* is shown i in Fxgure 3. kg and yare the intensities of radia ation Fa]jmg
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on the aetector with the specxmen réspectively in and out of the beam then the %

ab.,orption »oeincnn* is given by the-formula

I, (1~Ryesp(—Kd)
t~—~ = Reexp(—2Kd) .._.(61\

§ thre disthe mxcareas of the specimen, R its reflectivity, and £ the transmission
" ratio. This expression takes into accournt multiple reflections inside the specimen
but is an approximation to the correct formula given by Stratton®® which includes
interference effects among the multiply reflected beams. The approximation
implicit in equation (61) is normally valid; it assumes that the specimen is many
i wavelengths thick and that the radiation beam is never truly monochromatic.. The

only situation in which equation (61 Yanay not be valid is when very thin speclmens :

. are used and when in fact interference fringes appeai. However, such thin speci-
mens are only used in measurements of very high absorption coefficients and then

Absorption
cell

. Double
. monochromator

Figure 3. A diagram of the experimental appamtus used i making

" the measurements on. germaniom and silicon discussed in s arsicle. D.

is the source, N the detector, S the specimen, S; and S, the exit and
entrance skits of the monochromator, and My=M; sairrors

the denonunator in eguation {61) is eﬁecm‘ely unity; the beam only passmg
through the specimen once so that interference effects are absent.

In the apparatus shown in Figure 3 the source used for the measurements on -

germanium and silicon was a tungstéii-strip filament lamp and the detector 2 lead

sulphide cell. To exploit fully thé temperature dependence of the absorption
_ edge, the specimens were mounted in ar absorption cells? so that they could be

“held at any desired temperature normally lower than room. tempetature. The. - :

spectrometer was one devised by Roberts® to give 2 higher resolving powerthana
-normal Leiss double n‘onochromator by replacing the second prism of such @

monochtomator by a diffraction grating which couid be rotated independently of.

the forf*-prxsm Used in conjunction with a lead sulphide ceil, such a menothro-
_ mator can give & maxirum resclving power of the order of 104 in the | wavelength
region around the germanium and silicon ahscrption edges which is an order of
magrnitude better than the resoluiion obtainablie using a normal monochromator
with two flint glass prisms. In the measurements of zbserption one canuot cperate

at this maximum resolving power; tbl.: is due essentiaily to the lowering of the -
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ransmitted beam i intensity. However, in the measuremems on germamum, the

resolving power never fell below 2 x 10¢ anid was higher inmany regions. Thatsuch
aresclution is required to observe structure in the absorption due to exciton forma-

- tion is ‘easily seen from 2 rough calculation of the exciton binding energy to be .
. expected in germanium, Using some mean values for the effective masses at the
_conduction and valence band edges, we find from equation (27) the exciton bmdmg, .

energy to be of the order of 102 V. To detect structure lying within an energy
range of this magnitude around 1\¢V therefore requires a resolving power of the

- ordes used.

To obtain values of the ab.,orptton cueﬂicxent rangmg over several orders of
magmtude, one must use 4 series of specimens cut from high-purity single crystals

_ and of virying thicknesses, the thickness of the specimen required to measure the -
" absorption around some value K being such that Kd =~ 1. The lower limit of the

absorption which can be measured with any particular specimen is set by one’s

N ab:hty to measure the difference between the value of ¢ taken at some wavelength
and the almost constant value :

. J1=R
°*“1+R

to which ¢ levels off at longer wavelengths, and which is used to fix the value of R
for that speciraen. As ¢ anpmaches t,, the absorption coefficient becomes pro-

e (62)

" portional to the différence (£,~#) which can be found only with an accuracy much

less than that with which # and t, are measured in the region of £ & #,. This limita- .

‘tion is not vsually severa as the absorption in this region can be obtained from -

measurements on a thicker'specimen, However, there is normally some limitation

‘on the thickness of specimen which can be accommodated and hence a lower limit

to the level of absorption which can be measured by any apparatus. Moss and

. Hawkins3* have recently obtained a measure of the absorption.to much lower

levels than would normally be possible with a specimen by ¢ssentially using the
specimen as a detector and measuring the photoconductive current induced in it
as a result of the absorpfion. An upper limit to the absorption measurable with

- any specimen is set by the fact that it must transmit a detectable amount of
. radiation.

T'o prepare specimens for the medau‘remem of absorptton up to levels of the
order of a few hundred cm presents ne great difficulty. However, for bigher
absorption levels the specimens required must only be of the order of some microns

* thick.  Measurements made on evaporated films of germantum and silicon of this

* thickness indicated to Dash and Newman® that the absorption obtained in this

way was.not. characteristic of the bulk smgle-crystal material, As a result of this,

- they developed a technique for producing thin specimens from a siugle crystal by :
* a difficult and painstaking method of gnndmg and polishing. They were able in-

this way to study the absorption in germamum and silicon up to levels of 105 cm-1

by preparmg specimens as thin as (-5 micron, The thinnest specimens (less than

- 2microns thick) prepared by this technique of Dash and Newman are permanently

. .stuck down on to some backing material. This backing material is usually glass.

“Recently Roberts and Quarrington® have prepared thin specimens both backed

and free from any backing. Measufemenis on these specimens®>¥ have shown

- that as the temperature is lowered the difference in the expansion coefficient of a
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backed specimen and its backing can produce considerable strain in a thin speci-
men. This has two effects. Since the energy gap is altered by stressing the
material, the position of the absorption edge will change. This amounts to as much
as (- 007 eV in germanium. Secondly, the application of a stress can alter the band
edge if this is normally degenerate and so produce additional structure in the
edge.?"38 Care must therefore be taken to mount any thin specimen in a strain-
free manner so that values of absorption characteristic of the normal material can
be obtained. In this connection, care must also be taken in comparing the results
of different experiments to ensure that the specimen conditions are similar.

4. THE ABSORPTION EDGE OF GERMANIUM

We shall now discuss the information which can be gained from a detailed study
of the abserption edge of germanium, this discussion being based on the work

—~ . ..
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2~ i /,———-Li
ok ist — -
T 3_1:2 RS et
1 i =
% L 25 I e L’3
: =
31 - I~ P
o = [-2
4_
o L—{L4
) -
- L
- I, e el
0~ ;
0 37

Wave vector, k =

, Figure 4. A diagram of the band structure
of germanium in a {111) direction as it is
currently accepted. The irveducible represent-
ations according to which the electron wave
Junctions at various points in K-space trans-
form are shown. The notation used here and
elsewhere tn this article for the representa-
tions of a diemond-type lattice is that of
Herring (J. Franklin Inst, 233, 525 (1942)).
Except for the energy gaps e, and eg, the
energy scale should be comsidered as only

approximate -

described in references 1-3. The main features of the energy band structure of
germanium will play an important part in this discussion and so, for convenience,
we give in Figure 4 a diagram of the energy bands along a (111} direction in which
the conduction band minima lie. We see from this Figure that the conduction band
has a secondary minimum at k=0 and, as a consequence, the direct transition
threshold occurs at this peint. We shall break the discussion of the absorption
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edge into two parts. Firstly, we shall examine the region of low level absorption
(K <10 cm™) where the absorption is due to indirect transitions producing
electron-hole pairs, the electron being associated with states around the principal -
minima in the conduction band atid the hole with states around the valence band
maximum, We shall then consider the region of higher absorption (K ~ 103cm™?)

~ which we shall find is due to direct transitions between states close to the valence
and conduction band edges at k = 0.

4.1. The Indirect Transmon Region

"The experimentally determined absorptmn curves close to the begmmng of the
absorption edge are shown for a series of different temperatures between 4:.2°K
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Figure 5. The absorpuon edge at low levels in germanium at various
tmtperatwres The inserts indicate the accuracy with winch the experi-"
: mental points deﬁne the curves

and room temperature in Figure 5 where, for convemence, KW is plotied as a.

- function of the absorbed radiation energy. Bearing in mind the features which

“we showed in sub-section 2.2 are to be expected of the absorption due to indirect -
‘transitions, an inspection of these curves shows that they possess many of these
features. At the lowest temperatures, for example, the zbsorption appearsto con- -
. sist of two components, one beginning at an energy of about 0-75 ¢V and a second

~ beginning at about 0:77 ¢V. As the temperature rises, two other components
appear beginning at lower energies than the two which persist down to the lowest

- temaperatures and, of these four components, the outer pair appear to have the

.- same general shape, as also do the inner pair. At 77° K, the four components

_ appear to begm at roughly energies of 0-705, 8-725, G- 745, and 0760 eV In.
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terms of mdn'ect tra_usmons, one would interpret the two low temperature eom-
ponents as being due to transitions in which phonons of two different energies are
‘emitted into the lattice and the two  components, which appear as the temperature
rises, as being due to transitions in which phonons of these same energies are
absorbed from the lattice. At still higher temperatures, further absorption begins
at energies lower than that at which these four components appear. ,
~ To obtain the maximurn amount of information from the absorption curves,
~one must follow up these indications of the composition of the curves, which can
be ebtained merely by inspection, by a detailed study of all the curves, examining
and comparing the shapes, magnitudes, and positions of their several components,
‘This can be done by methods of curve extrapolation and correlation and, although
~ basicaily simple, the analysis of a set of curves like that of Figure 5 can be a long -
‘and painstaking job in which one learns much by experience. The details of the
methods used can be found in the original descriptions of this work" % and we shall
net discuss them here but merely present the results. In presenting and discussing
. these results, we shall work in terms, not of the absorption ccefficient K, but in
terms of & = Ko, 56 that the energy dependent factor iro always appearing in the
denominator of expressions for X will not trouble us.

The absorption curve at any temperature is found to consist, in general, of four
pam of components. We shall denote the two mmpcnnents of the ¢'th paxr
(= 1,2,3,4) by u;, and «;,, the subscripte a and ¢ denoting the components associ-
 ated with transitions in thch a phonon is respectively absorbed or emitted. The

threshold energies of i and u;, will be denoted by ¢, and ¢;, respectively, and
theirmean value! by &. . Tt folfows from the discussions following equations {48) and
{60) tha (g;,~<y,) is twice the energy 6; of the phonons absorbed or smitted in
the transitions associated with the components o, and o, and that &, is the energy
gap less"the binding energy of the excitons formed in the transiticn. We shail
associate larger phonon energies with larger values of £ so that §; < 834, and conse~
quently e > €y, and ¢, < €44, Table 1 gives the values of the threshold
energies and the conetxpcmdmg phonon temperatures found from the analysis of
. the curves given in Figure 5, and some measurements at 363° X and 416° K not
shown %m e, We see From this that most of the festures of the curves shown in
Figare § are due solely 20 trawnitions involving the two lower energy phonons with
temperatures 90° K axd 320° K. The two omponents comprising the curves at
- the dowest ?cmpc,ramres are due to transitions in which these two types of phonon
are ersitted and the other two components, appearing at lower energies as the
tenvperatues is inevesssd, are due 1o iransitions involving the absorption of thes
whanyw The clnge agreement between & and &, at each temperatyre and the
conetancy of 4 and 8, with tempermire are convincing evidence of the correctness
of the analysisc and s interpretation. The additional low level absor ;_mm: appear-
iry =i the highse temperatures vather ke 8 il to the %, component is in fact
composed of two Components gy, and e, associated with the absorption of phonons
of temperatures 330° X and 420° K. The snalysis of the absorption due to these
two components is difficult due 1o the low ahworption fevels. One might hope to
overcorce this by eaising the temperature and increasing the number of ‘phonorne
ilable to assist in the. transttions. However, as the setaperature i3 raised more
and movs free carriers are generated and one then runs inte difficulties due 1o the
3 trae arnount of free carrier absorphicn present which is not easy 7 to subiract out
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with any great accuracy. 1t may seem surprising that no values of e, and ¢,, are
given in Table 1. However, a rough calculation shows that, from the magnitudes -
of oy, and oy, dg. and ¢4, would not be expected to show any detectable effect
when added to x;, and «,,, and this is boroe out by 2 detailed examination of the
absorption curves.

In discussing the shapes and magnitudes of the components, little can be said
about the shapes of the components ¢y, and o, due to the low absorption levels at
which they appear. The twe components ¢y, and «,, are found to have the same
shape at each temperature where they both appear, as one would expect, but this
~ shape changes slightly with temperature, This change takes the form of a general
smoothing out of the shape of 2 component as the temperature rises and is found
to be due to s broadening of Gaussian type whose magnitude can be characterized
by a half-width o which increases with temperature, We shall have more to say
about this broadening later. At present, we merely note that the value of o at each
temperature is given in Table 1. If¢, is the threshold energy of the component «,
associated with either phonon absorption or emission, then the basic shape of «,
is made up of three parts and is given in form by

oy = @l — g2+ bifico— e;— 0+ 0010} Y2 4 cffbew— e — 0-0027)9/%] ... (€3)

where b and ¢ are constants, a is a function of temperature, and we ate measuring
energies in electron volts. The shape of oy, and &y, at any temperature can be
obtained from equation {63} by applying to it a Gaussian broadening whose
magpitude is determined by the value of o in Table 1. The energies of 0-00610 &V
and 0:0027 eV appearing in equation (63} are of course determined from the
experimental absorption cuives and have estimated errors of +0-0001 eV and
1+ 0-0004 £V respectively, The values of ,, and e,, given in Table 1 are these
required in equation (63) so that, after broadening, «,, and w«,, derived from
equation (63) fit the components obtained from the abserption curves. ey, 2nd g,
therefore, do not correspond to the energies at which the broadened components
. actualily begin but to the energies at which the associated basic shape begins. At
any temperature, the ratio of o, 10 6y, should be given by expression (49) and
since we know the phonon teinperature, ,, we can find the value of g, associated
with transitions involving phonons of this energy. It turns out that p, 2 2, this
value being independent of temperature as one would expect. This does not
agree with the results quoted in reference 1 where g, is implicitly given as unity.
" This is due to an unfortunate error which was made in the analysis at that time
whes the components oy, and a,, were neglected due to the lack of good enough
experimental data. This had the effect of increasing the magnitude of ¢y, and so
decreasing p, to what appeared to be unity, so that the significance of this factor
was missed.

The same remarks regarding the shapes of the components ¢, and «;, hold as
do for the components o, and ay,. At any temperature they have the same shape,
but this changes slightly with temperature due to broadening. The basic shape
2y, associated with o, and o, is found to be

oy = a{fio—e )2 L (64)
N 1 b /

€, being the threshold energy and 4’ an energy independent but tempera-
ture dependent quantity, The ratio of gy, to ¢, and the value of §;=90° K
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is found to lead t a value frorn equation (49\ of pr=1-01+0- 005 at all
temperatures.

Having presented all the data which has been obtained froma detalled analysis
of the absorption curves in Figure 5, we shall now proceed in the following section
to discuss what information can be deduced from it about various properties of -

germanium. .

4.2. Interpretation of the Indirect Absorptlon Curves——Bzmd Struﬂture,
Excitons; and Phonons

We shall first of all discuss the interpretation of the shapes of the various.
componer'ts bearing in mind our remarks about these shapes at the end of sub-
section 2.2. From these remarks, the interpretation of the form of the components
®gq and e given in equation (6”‘) is clear. The initial rise as the square root of the
energy is due to allowed transitions into the ground state of the exciton. The

 contribution from the second térm is due to transitions into probably the first
excited state of the exciton lying 0-0010+0-0001 eV 2bove the ground state.’

, Absorptlon into higher excited states of the exciton is negligible, the third term

_arising from allowed transitions producing unbound electron—hole pairs in the

crystal. The threshold for these transitions is 0-0027 +0-0004 eV above the

threshold for transitions into the exciton ground state, so that thisenergy difference

- is equal to the binding energy of an exciton in germanium with a wave vector equa‘i
to that of the conductmn band Immma, ie.

k) = 0-0027:£0-0004 €V .. .(65)

By increasing the values of &, gWen in Table 1 by this value of Eex(xc) we obtaina
* highly accurate set of values for the indirect energy gap e, as a function of tempera-
‘ture. We shall have more to say about this energy gap in sub-section 4.3, when ~
it will be compared w1th the direct energy gap It is shown as a function of
temperature there in Fi igure 8.
The produc*xon of excitons in the abaotptmn procass is also ev1dent from the
: photoconductwe spectrum., From a knowledge of the photoconductive response
of a specimen as a function of the absorbed radiation energy and the corresponding
~absorption coefficient, the photoconductive current J per unit quantum of radi-
. atlon absorbed can be found. Atlow absorption levels when the radiation intensity
-is practically uniform throughout the specimen, any variation of J with energy
-must be attributed to a variation in quantum efliciency. Now, if each quantum of
-radiation absorbed produces an unbound electron-hole pair, the gquantum
- efficiency should begonstant with energy in thisregion. The fact that themeasured
. photoconductivity! leads to a value of J which falls rapidly just at those energies
at which the absorption rises abruptly, indicates that in these regions the absorp-
tion cannot be comple;ely due to processes producing free current carriers.. The
= productmn of excitons by the absorption process can clearly account for this:
"The simple rise as the three-halves power of the energy from threshold of the
components oy, and o suggestsihat no exciton producing transitions contributes
‘to these-components at all. However, it would follow from this that the values of
. & in'Table 1 should be larger than the values of & by the binding energy 0-0027 eV
-of the excitons but this is not the case, the values of &, and &, disagreeing at most by
o 0 0007 ev. The wrtual equality of & and &, forces us to conclude that exc1ton
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absorption je preseat in &y, and . It m;gbt therefore, seemn that the absorption
in e, and o, is 'iue to forbidden transitions and that the separate contributicns
from shsorption into different exciton states and unbound pair states has not been
resolved by the d ysna.

Having de ermmei accurate valuss Gf the energy gap €, ds a function of tem-
peratuve, these can be used in the expression giving the intrinsic carrier
concentration #2; as a functien of temperature; this is :

= 482 1B Tmfm2 N P exp (e f2kT) ... {66)

whers @& is th c-mb;sed density-of-states effective mass of the valence and
eonduction baed edges. For mmpP bands with effective masses 7, and m,,
7= {mgm Jv? but for germanium the exprﬂsszop is more complicated due to the
spheroidal and degenerate band edges. Lax and Mavreides® have developed an
expression for # in germanium and using this in conjunction with the valence and
conducrion band parameiers ucre“mmed from cyclotron resonance experi-
menis®® 42 carsied out at 4+2° K, one finde thet 7 o 0275 #2 at this temperatare,
The intrinsic carrier concentration has been tvund by Morin and Maital® to be well
represented over the temperature rangs frorm 258° to 500° X by the expiession

; = 176 102 5% o (0785 .?«T) ... {67}

Comparing rxpraqmom {66} and (67} in the temnperature range swhere both are

valid, it turns out that N, {Rf=)® must incresse with temperature 2bove 250° X
If the conduction band minims in germanivm are assum_ed to lie inside the first
Brillouin zone, then, cince they Le ln {111 directions, Nc == 8, With this value
st originally decrease as the tempera-

('»

r‘f N, one ﬁnd s that the ¢ ‘iﬂ,twe mass #
iure rises from zero axxd pass through 2 minimum value before rising to a value of

>0 20 # at voom tempera t re, which is lower than its value at 4-2° K. On the

other hand, if the conduction band minira are assumed to be at the zone edge,
then N, = 4 and # is found to increase with temperature from 4-2° K, having in-
creased by about 15 per cent by the time room temperature is reached. This
“menotonic incresse of 7 with temperature is the more acceptable temperature
dependence and we take it to indicate that N = 4 in agreement with other work
on germanium.*2—%t It is interesting to note in connection with this discussion
that, if we consider the exciton bmcms energy used in calculating <, to be 2
variable, then vmh N, =8 a binding energy about four times greater than our
value must be assumed o produce 2a effective mass 7 increasing monotonicaily
with temperature. This would be in vislent disagreement with the calculated
binding enevgy which we shall discuss later. Furthermere, with N, =4, a non-
zero value of the exciton binding energy must be assumed to proauu: a suitable
temperature dependence for M which cas be taken as further evidence for the
correctness of our interpretation of the absorption compenents.

It foliows from this that the phonous assisting in the indirect transitions have
wave vectors at & (111} direction zone edge and we can identify the temperatures
90° K, 320° ¥, 35¢° K, 2nd 420° K with the energies of the TA, LA, LO, and TO
phonons Yespectively, at this peint. These energies are in excellent agreement
with the values found by Brockhouse and Iyesgar®® from neutron scattering
experiments for the phonon energies coriesponding to this wave vector. The
determaination of the temperatures 50° X and 320° X of the TA and LA modes?
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- gave the first indication that the lattice vibrational spectrum of germanium could
not be explained in terms of the theory dev"e.oped by Helen Smith* for the
vibrations of a diamond-type lattice, assuming that each atom had an appreciable
 interaction only with closely neighbouring atoms. This has been pointed out even
" more convincingly by Herman?? who has shown that the interactions hetween
- each atom and up to at least its fifth nearest neighbourfs must be included before
the phonon dispersion curves determined by Brockhouse and Iy ngar can be

fitted. Tax® has auggcsted that the long-range interactions which are apparen&y
present are due to the importance of quadrupole-quadnupole interactions in 2
diamond-type lattice and calcmatxons on the basis of thxs suggestion are curr ently

. being made. . :

~ Wearenowina pcsmon to dxscuss the selecﬁon rules governing the mchrect
transitions in germanium, i.e. the determination of which transitions are allowed
and which are forbidden, and the intermediate states principally used in these
transitions. The transitions were defined to be allowed or forbidden according as
X%(k,, 0), defined by equation(40), is non-zero or zero and this can be detérmined
by group thecry from a knowledge of thi transformation procert:eu of the initiai
and final state electron wave functions and the operatoss &, and p describing the

- interaction of the eléctrons with the phonons and electromagnetic radiation. For

- phonons with wave vector lying at a (111) direction zone edge, the operator Gb

_ transforms as the irreducible representations Lg, Ly, L, and L of the group L

" for phonons of type TA, LA, LO, and TGO, respectively, and p transforrus 2s a

) polar vector. The irreducible representations for which the electron wave

functions forn bases are showr in Figure 4 for k = O and lyingata <1 11} direction

. zone edge for the valence and conduction bands and several neighbouring bands
- which can provide suitable m..ermedla te states. The initial electron state—the
valence band edge—transforms as I'y; and the final state—the conduction band
edge—as L;. We can nieglect the spin of the electron in this dacu ssion as neither
of the operators s O, or p operates on spin, = .

 As was originally peinted out by Eilioti®, trans'tlons mivolving the a’*-sorptlon o

- or emission of optical phonons are forbidden. This is a consequence of the fact ™
" that both the groups I' and L contain the inversion operator so that the wave

-, functions for states at the conduction and valence band edges have weli-defined’

~ parity as also do the operators Ob and'p. The initial and final electronic states both
have even parity whereas the electrie dipele radiation absorbed in the transition
- and characterized by the operator p has odd parity. Thus the tsrmsin squation
-~ {40) contributing to X2 will all be zero if the phonons involved in the transition

* “have even parity and are therefore optical. This explams why the compenents in
the absorption curves associated with the two optical phonons are waak zelative
. “to the other components. Unfortunately it has not so far proved possible to obtain
the shapes of these components from ezperimental measureruents so that this

- could be more accurately verified.

Transitions mvolvmg acoustical phonons are allowed since xrte:medmte states
* can be found which give a non-zero contribution to X 2. It is found that tran
takmg place through the intermediate valence band state with gyrm;etry I and
- the intermediate conduction band states with symmetry L, and £, are forbidden
for all types of phonons. However, transitions through me intermediate states
thh symmetry Iy, L, and Ly are allowed for both TA and LA phenons but
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those through the intermediate state with symmetry T, i.e. the conduction band
atk=0,arz aﬂovmi only for LA phonons We can now understand the values of

py==1-01 and py =2 absocxated with the transitions involving the TA and LA
p‘*omns respectively. Tt was mentioned in the discussion of the theory of
indirect transitions that the phonon energies will normally {form only a smail part
of the energy denecminators appearing in equation (40) so that p will have a value
of sbout unity, However, this is not the case for transitions proceeding via the |
conduction band state iu germanium at k:=0. This is an intermediate state of
the type #2 in equation {40 'snd the energy difference between it and the fina! state
at the conduction band edge is only ~0-15 eV. This is only about five times
grezter than the LA phonon energy which corresponds to a temperature of 320° K.
Mot only th at, butitis comlderably sialler than any of the other energy denomin-
ators appearing in the expressions for X ﬁv. so that we might expect transitions
through this state to predominate when these transitions involve the LA phonons,
If this were the case, we find that p, =~ 22, whereas transitions th.rough any other
of the possible intermediate states would lead to values of p, < 1-2. The value of
g2 deduyed from the absorption curves thercfore confirms ’fhat transisions
u;vol.u_o' the LA phonons proceed principally through the conduction band at
& = (. The situation with regard to the components oy, and e, due to transitions
involvirg the TA phonon is not so satisfactory. p, = 1-01 indicates that the con-
duction band state 2t &'= 0 is not predominating as an intermediate state so that
it would seern that the transitions are proceeding through the other intermediate
states and are therefore allowed. This does not agree, as was pointed out with our
garlier supposition that these transitions are forbidden, deduced from the energy
dependence and thresholds of the components. This difficulty remains to be
cleared up.

" Note added in proof

It ‘has recently been pointed out by Kane that the symmetries given by
Elliott,® and quoted in this article, for transverse phonons with wave vectors
lying at the zone edge in a (111) direction are incorrect. These should be inter-
changed, the operator Gy, transforming according to the irreducible representa-
tien L, for TA modes and L, for TO modes. Thus, for transverse lattice vibra-
tions with this wave vecter, the two atoms in the unit cell vibrate in phase in the
optical modes and out of phase in the acoustical modes in contrast to the relative
motion in optical and acoustical modes with zero wave vector.

This observation clarifies the interpretation of the indirect absorption region
in germanium to a great extent. In particular, the previously unexplained shape
of the components o, and ¢, associated with T'A phonons can now be under-
stood since transitions involving these phonons are forbidden. Presumably the
shape of the component o, associated with TO phonons if it could be determined,
would correspond to allowed transitions. Some preliminary calculations have
been carried out by Elliott and the suthor principally to investigate what appears

at first to be the monaiousl; Iarg: macmtt.de of the components associated with
the forbidden TA phoson trags 1(: fmmd that the relative magnitudes of
the components associated wztb t s of phonon are all consistent

with the appropriate non-zerc matriz elements ¢f the elmtf*o“—phuncm interaction
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i being of the same order of may gnitude but with the matrix elements associated
with transverse phonons being a few times larger than those associated with the
longitudinal phonons. This greater effectiveness of the transverse modes at
scattering is also seen in the absorption in silicon where, although group theory -
- gives no forbidden transitions, the absorption components associated with
longitudinal phonons are not observed and somust be about an osrder of magni-
“tudé smaller than those associated with the transverse phonons.

The magmtude of the components of the absorption dus to indirect transmsnb
can be used t6 obtain valyes of the quantmes.X 5 or their derivatives zccording as
the transitions associated with the various components are allowed or ferbxagen
These in themselves are not of any great value as the X [} defined in equation (40}
‘consist in general of many terms arising from trans1txons through different inter~
mediate states. However, as we have just shown, the transitions in germanium

'in¥olving LA phonons proceed virtually excluswely through the conciustmn band
 stateat k =0 so that we have ‘ '

ELA(kc) [c, K, !CLA(kc)‘c’ O a. Pcv\g)
XD = e () ka8

" In the following section, where we discuss the direct transitions in germanium, it
_is shown how a measure of [p.,(0)|? can be obtained from the magnitude of the
- absorption due to direct transitions in which unbound electren~hole pairs are
produced, This takes into account, in a simple manner, the degenerate nature of
- the valence band edge and gives a value of | p.,(0)|? in excellent agreement with the -
~ value of this quantity deduced from cyclotron resonance measurements by
Dresselhaus etal.® Using this value of |p,(0)|?, the effective masses at the valence
“and conduction band edges and the binding ¢nergy of an exciton with wave vector
k, given in equation (65), we can reduce the expression for the absorption co-
efficient®® Kj , due to indirect transitions involving the emission of LA phonons'
at low temperatures to ‘

RoKus = 154 1'b~14[c,k .}cLA(kg| :, 0]2[kw-eg—k0ﬁk(k; e .. (69)

, ‘where ¢ energies are. expressed in electron volts and lengths in centimetres, From »
- an analysxs of the absorption curve at 42°K we find that '

oKy & 2600 —e;— ki AP 70y
- which probably is correct toj + 10 per cent. Thus
[e, k. |Cralk,)] ¢, 012 =~ 1-7x 10 V2 cim—2 CL (71

In discussing the theor of indirect transitions we remarked that, for k~k,
(c,k|Ck—K')|c.k) is e 2! to (—k') times the deformation po’rentxal of band ¢
atk. Let us extend this 1 :larionship and put

[ [Crall,) 6, 0] = (o, & IQLM ¢, 0)k, N3
| " |



PROGRERSS IN SEMICONDUCTORS

where (¢, EJepale 6) is some eort of generalized deforma tiﬂ 1 poiential for the
conduction band; then we find that

=

(g, Jerale,0) ~ 1:3 eV (73
“We can compare this with the value of the deformation potentia! which character-
izes the scattering of electrons with wave vectors close te k, by long-wave LA

phonons, a}ong_t"ze ¢ i ect on of k.. In the notation of Herr*ﬁg and Vogt,® this
deformation potential is just (8, + &, } which, according to their resuits, has a value
of about 13 V. This, of course, should not be the same as the quantity in equation
{73} but on the other hand shoma not be vastly different from it. The relative
magnitudes of the two quantities are entirely reasonable.
The broade mng suffered by the basic shapes given in equations (65) and {64)
can be studied in most detail in the components «,, and &, die to the sharp initial
¢ise as the square root of the energy. The values of o é!%n in Table 1 were
ined from a study of the broadening of this initial rise and so apply to the
ton-producing transitions. The slow rise of the absorption due to fransi itions
thound pair states is not sensitive to smail varjaiions in o. From the
: - We can fir;uucr: relaxation times r = bfo for the excitons formed in these
frans m s, 7 is found to have a constant value around 1-5x 18- see ar low
emperatures WHC"‘ begins to fail roughly as T2 arcund 100° X rzaching a value
of 2:15 1 sec 11616“ :
uefO"" discussing the excitons forined in the indirect transitions it is convenient
0 examine the 2 sn\‘ﬁhon at higher levels. We shall find that this is due to direct
iransitions and thatexcitons are formed in theseas well asin the mdx ect transitions,
These we shall call direct excitons in distinction to the indirect excitons formed by
_indirect transitions. We.shall discuss both types of excitons in sub-se

into the 1

B

4.3, The Direct Tra .
In Figure Swes }x t}‘ e complete absorp‘rxoq edgein ge;
up from measurements on 3 series of specimens of severa

5 microns. It is simnilar i but contains more detail than bsorptiop curves

7% ¥ and room temperature by Dash and Newman®® The
» indirect transitions we have just been discussing, Hes in the
% sod is due to transitions between states close o the valence
id edges. As the abserbed radiation energy increases, this

towly and is due 1o indirect transitions between valence and
vther and further away from the band 2dges. It is seen
o shownin Tlgmre 4 that as the energy incraases 2 point will
mong:z energy is available from the radiztion to produce

sheorp

tenergy gapatk =93, The abwcvpt!on witl then increase
5 pm:mce" by divect transitions. This rise is seen w0

argy of about §-885 ¢V frome ~ 100 cr? up to ~3,0(
ses 10 a peal, ¥ .,ivg 1tly, and then continues to rise more
cadened line due te direct transitic 58 inte an exsiton
the further absorption at higher energies srises from tran-
bound electren—hole palm.

fue to these direct transiticns has been studied in more detail®
The transitions producing this absorption between
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Figure 6. The absorption edge in germanium at 20°K
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Figure 7. The wvariation of absorption Kd with
absorbed radiation energy ai wvarious lemperiuves
_in germanium in the direct transition region. The points
are the experimentally observed values and the full
curves have been obtained from the sheoretical expression
(31); using the values of Eex(0) given in the text. ke
data at the various temperatures have beer aligned in
energy using the value of g associated wiih each cirve
and each set has been given an arbitrary vertical dis-
placement. Thegeneral level of absorptionin sach curve
s around 3,300 cm™1. At room temperature the data
have been plotted using & horizontal scale reduced by a .
] Jactor of 2 from that shown, :
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states of symmetry I';; and I} are allowed and so the absorption into the unbound
- pair states should have an energy dependence of the type given by equation (31),
By fitting this expression to the experimental points one can deduce the value of
the direct energy gap €, at each temperature and also the binding energy E (0
of the excitons produced.- £ {0} must be such that it scales correctly in energy
the shape given by equation {31} and is also equal to the energy difference between
€, and the position of the exciton absorption peak. Figure 7 shows the success with
which this fitting can be carried out at different temperatures. The values of
£ (0) found were G-0012 eV 2t 20°, 77° and 90° I, 0- 00610 eV 2t 185° K, 3-0CG11
eV at 249° K, and 8 -0009 eV at rooin temperature where the results of the fitting
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Figure 8. The direct and indirect energy gaps as a
Junction of lemperature in germanium

are less reliable due to the virtual disappearance of the exciton peak as a result of
considerable broadening. The exceilence of the agreement achieved between the
experimental points and expression (31) is better than perhaps one should hope
since expression (31) really applies only to simple band edges and not to the type
of degenerate valence band edge encountered in germanium.

Figure 8 shows the variation of the direct energy gap ¢, found from this
analysis, as 2 function of temperature and on the same Figure the variation of the
indivect encrgy gap e, with temperature. Both energy gaps have a similar tempera-
ture dependence but the difference ¢y—e¢, decreases by about 0-007 eV as the
temperature increases from zero up to roomn temperature. This change in ¢y--z,
is consistent with the increase with femperature of the mass associated witi
conduction and valence band sdges found earlier from the indirect transitions 2.
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' the decrease in the conduction band mass at k=0 as the temperature increases -
found by Zwerdling, Lax, and Roth.5* The agreement between our value of ¢,
“at room temperature and that obtained from measurements of the_oscillatory
magneto-ah-orption® is cxcellent. However, as the temperature decreases the
agreement breaks down, the values obtained in the two expenments differing by
as much as 0-007 eV at low temperatures. The disagreement is explained by the -
- specimens used in the two experiments being under different conditions. In'the
magneto-absorption measurements, the specimens were glued to a glass backing
. 80 that, as has been shown,* on lowering the temperature they were subjected to
a consxderable strain accompamed bya correspondmg change in the energy gap.5
The Specimen used in the measurements shown in Figure 7 was free from any
backing and mounted in as nearly as possible to a strain-free manner, We there-
fore take the values of the energy gap deduced from these measurements as
characteristic of normal germanivm.

We have so far been conce- 1ed only with ﬁtt.ng the shape given by expression
(31) to the experimental points. However, by comparing the absolute magnitude
of the absorption with an expression of the type (31) one can find*® the magnitude

“of the momentum matrix element p.(0) between the bands at k = 0, which is

" closely related to the oscillator strength of the transitions causing the absorption.
We say an expression of the type (31) since in this expression simple valence and
conduction bands were assumed; in discussing the magnitude of the absorption
in germanium we must modify expression (3 1) to account for the degenerate naturé
of the valence band edge. We do this in the_ followmg way. With spin—erbit

- coupling taken into account, the valence band edge i is four-fold degenerate, the

- four states having Bloch functlons su; = $3 -4 -4 transformmg as the four

: components of angular momentum. The conduction band edge is two-fold de-
generate, the two Bloch functions 1 transformmg as the components of angular’
momentum 3. Deﬁmng

" Po= _m‘z”) f drutre) S uya(r) B ¢

we find that,‘megiecting the electron—-hole interaction (cf. equafion (13)),

- 3/2 - ' L
K-'_=4-_4-4x10"‘3 2 (Z_m) pcv(?‘m, )2 . o .. (75)

amicew \ BE

The numerical factor in this expression comes from the effective masses of the
_¢onduction band® at k = 0 and the light and heavy hole valence bands?® 4! whose
fluting we have neglected. For simple bands our discussion in sub-section 2.1
shows that, to take into -account the electron-hole interaction in the unbound
 states, we merely replace (fiw—e,)/? by nEY%(0)expz/sinhz. We shall assume
.- we can make the same replacemient in this case which cannot be a'bad assumption
- considering the agreement which we obtained between expression (31) and the
- experimental points. We then find that at iw = o the absorption coefficient has
- the vajuc

4etx 10022 7;(2;

e 12, e
72 P 2m Eex (©) R 15

nm*ceg
&
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The most %mfablﬁ quantity to work with is the oscillator strength ¥ defined by
Dresselhaus, Kip, and Kittel®® which in terms of p,, is given by

N

',
!
|

Using this in equation {76) along with the value 0-0011 eV for the exciton binding .
energy, the absorption coeflicient at %iw = ¢; becomes
~1167E - o (78)
' B
The absorption level at fiw = ¢y at 20° K is 3,256 cm2, which is correct to
+ 5 per cent. This value is lower than those given in references 2 and 3 but should
be regarded as the better value. The earlier measurements were taken on z
specimen which was in fact wedge shaped so that the actual specimen thickness
through which the radiation was passing was difficult to assess. 'This uncertainty
in thickness does not influence the shape of the absorption curve but does. influence
the abeorption level, Indirect wransitions clearly contribute a negligible amonnt
to the absorption at fiw =, so that we can compare this value of 3,250 cm~%
" directly with equation (78). This leads to

f«:-zxoi - o A9

which should be compared with the value obtained from cyclotron resonanca®® of
—28-6 B?/Zm. In making this comparison, cne must consider the effects of the
- exchange potential in the Hamiltonian describing the electrons which we have so
far neglected, This has been discussed recently by both Kane™ and th{}ips.‘%
Formally, ail the momentum matrix elements appearing in our expressions for the
absorption cocficients should be repzaved by the same roatrix ‘elements of the
commuiaior :

f;’i: (Hel: 1‘)

where H; iz the one-electren Hamiltonian. This operator has, of course, the same
tragsformation prSpertxes as p. Furthermore, an additional term is introduced
into the expressions for the effective mass which results in the F obtained from
cyclotron resonance measurements being not necessarily the same as that obtaine
from opiice! sbsorption, the difference being a measurs of thé strength of the
excch&‘ge poteatial. However, as Kane has pointed cut,® the excellent agreement
between the reasured vaiue of the conduction band effecuvc mass st k=0 and
that CJ } tted from the vﬁ'ae { F obtained from measurements of the valence
band effective m ass‘w indicates that the effects of exchange are negligible. Thisis
furthers 9}\, ted by the value we obtain for 7 from the absorption measurernents
being essentially equal to that obtained from the measurements of effective mass,

4 4, The Direst and Indirect Excitons in Germmanium
We have f ound evidence in the absorption edge that excitons are preduced by
both direct and indirect transitions, The excitons formed in the direct transitions

Q0
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. have zero ‘wave vector and have a. binding energy of 0-0011+0-0001 eV. The
indirect excitons have awave vector lyingat a (111 direction zoneedgeand havea
. binding energy of 0-0027 + 0-0004 ¢V with anotherlevell, 'ng§-0010 + 0-0001 eV
above the ground state. Measurements of these same exciton energy levels have
. also been made by the Lincoln Laboratory group,5657 using the techniques of
_ magneto-absorptxon discussed by Lax.5® They obtain a binding energy for the
 direct exciton Iarger by about a factor of 2 than the value found by our analysm
For the indirect exciton, they also find two levels split by 0+ 0010 eV with the
binding energy in the lowest level §:0033 +0-0004 V. "The agreement in the
. indirect exciton levels found from the two experiments is quite satisfactory, the
levelsplitting bemg identical in the two cases and bmdmg energy agreeing to within
the errors. The situation with regard to the direct exciton is far lese satisfactory,
however, and is at present unexplained. However, the binding energy of 0-0020-
0-0025 eV found from thé magneto-absorption measurements would seem, on the
. basis of a simple calculation, to be abncrmaﬁy large. This follows from the fact
’ that for any two particles interacting via an attractive potentiai, 2n upper limit
to the binding attainable is obtained by taking the reduced mass of the pair equal
.to that of the lighter particle. In the case of the direct exciton, the electron has the
’ smaﬁer effective mass—m, = §+037m—and thisgives an upper lirait to the binding
energy of 0-0020 €V.- One would expect the true binding energy to be considerably
lower than this, as the light hole has a mass not much greater than that of the elec-
~ trom. This is borne out by a more exact calculation which we shali see, gives a.
binding energy of 00014 eV for the exciton.
The two indirect exciton levels in which transitions are observed shomd not
be thought of as two different hydrogenic type levels but rather as the splitting of
- ove level of this type. This splitting has been discussed by Zwerdling et al.%.and
by McLean and Loudon.® In simple terms it is due to the degencrate nature of
the valence band edge and to the fact that the conduction band edge consists of
four minima in k-space. The degenerate valence band will lead to degenerate
~exciton energy levels. This degeneracy is retained in the case of the direct exciton
_for which the electron is associated with the single conduction band minimum at
k = 0. For the indirect exciton, the electron can be associated with any one of four
- ‘minima and this has the effect of lifting some of the degeneracy, splitting the
exciton level inte two separate levels. Indirect transitions involving. acoustical
. phonons are allowed into both of these levels® and it is su:h transitions whieh are
| seen in thie 2bsorption. .
 'The problem of calculating the energies of the various exciton levels is very
" similar to the calculation of the energy levels of shailow impurity levsls. The
calculation of these impurity levels, carried out in the effective mass zpproxima-
© . tion, is fully discussed by Kohn.# These calculations have been very successful-
especially when applied to excited states of the impurities of p-type syinmetry.
" Theytend to break down when apph“d to the s-type ground state for two reasons—
the electron orbit is smaller than in the excited states and the wave function is
“non-zero at the 1mpunfy atom, whereas in the excited p-states the wave function
vanishes at the impurity. For both rezsons the efectron in the ground state pene-
trates much closer to the i lmpunty atom when in the ground state and so spends an
appreciable time in.the region where the assamed coulomb interaction between the
- electron and impurity breaxs down. -For simple hydrogen-type levels, the orbit
: 9 : - .
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radius varies inversely as the binding energy so that one would expect the mean -
electron-hole separation in an exciton in germanium to be about ten times the

orbit size in a corresponding impurity state, For this reason and also the fact that,

in the exciton case, there is no distortion of the lattice by an impurity atom causing .
the coulomb interaction to be modified, one might expect that the effective mass
approximation should provide a good estimate of the exciton energy levels. Cal-

culations of the lowest direct and indirect exciton energy levels have been carsied

out® in the effective mass approximation taking into account all the complexities of

the valence and conduction band edges and using 2 variational procedure developed

by Schechter® for the calculations en shallow acceptor levels in germanium and

silicon. These calculations give a value of §-0014 eV for the binding energy of the

direct exciton and the two lowest levels of the indirect exciton binding energies of

0-0035 eV and 0-002% eV. In each case, the mean electron-hole separation is
equal to many lattice spacings so justifying our comments in connection with

equation (25). The value for the binding energy of the direct exciton is in fair

agreement with the value obtained from our analysis. The situation with the in-

direct exciton is less satisfactory. From the two experimental values, the lowest

level appears to huve a binding energy of about 0-0030 eV compared with the

calculated value of G-0035 eV; both experiments give a splitting of the two levels

of 0-0010 eV compared with the calculated splitting of 0-0006 eV, A disturbing

feature of all these results is that the calculated energies are greater in all cases

than the measured values. Any improvement in the calculations by way of slightly

better trial functions or a-modification, of the potential for close distances of

approach will not decrease the calculated energies and so will tend to break down

~what agreement there is at present.

5. THE ABSORPTION EDGE CF SILICON

5.1. The Indirect Transition Region

Figure 9 shows the experimentaliy determined absorption curves of silicon®4
close to the beginning of the absorption edge for a series of temperatures from
4:2° t0 415° K., In this case we have chosen to exhibit « = Kliw as a function of
the absorbed radiation energy. An inspection of these curves shows that they have
a structure very similar to the corresponding curves for germanium shown in
Figure 5. The analysis of this structure has been described previously? and we
shail not repeat it here but merely state the results. These show that the absorption
in this region is due to indirect phonon-assisted transitions, confirming the beliefs
which the similarity with the germanium curves in the indirect transition region
arcuses. In giving these results, we shall use the sarne notation as we used for
germanium. :

Apart from the low-lying absorption tails which appear at the higher tempera-
tures, the curves are found to consist in general of four components corresponding
to transitions involving the absorption and emission of phonons of two different
energies. At the lowest temperatures, only the two components involving the
emission of these phonons, of course, contribute. These are clearly seen from the
Figure to rise from thresholds at about 1-175 ¢V and 1-210 V. The threshold
energies €, €10, €24, a0d &y, of these four components are given in Table 2 at the
various temperatures where measvrements were macde along with the temperaiures
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4 and 02 of the two types of phonons assisting in these transxtlons, deduced from
‘the difference in the thresholds corresponding to pbonon emission and absorption
processes. The close agreement between ¢, and &, at éach temperature and the
consianey of 6, and 6, as the temperature varies aré again convincing evidence of
the validity of the analysis of the curves and its interpretation. Furthermore, and
- consistent with our interpretation, the shapes of the components oy, and «,, are
found to be the same at any one temperature; this shape changes slightly with
temperature because of a gradual smoothing out of structure as the temperature
rises. However, as in germanium, the shape at any temperature can be derived by
2pplying a broadening cf Gaussian type and of an appropriate magnitude to a basic
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Figure 9. The absorption edge at low levels in silicon at various tem-
peratures. Theinserisindicatethe accuracy withwhichthe exb:nmental —
pomts define the curves

shape., The basic snape oy assocxated thh the components %a and o4 and nsmg
froma threshold & is . :

ozl . a[(ficw— e1)1/2+ﬁ(hw & ~0-0055)] .. (80)

‘where B(E) is 2 functmq rising initially from zero as EV/2 and eventually takmg up -
a more or less $-power dependence on the energy, and we are measuring energyin
electron volts. The magnitude of the broadening to be apphed to this basic shape
to obtain the shape of the components at.any temperature is agam characterized
‘by a half-width o which is tabulated in Table 2 at the variots temperatures at
. which measurements were made. The shapes of the components ot,, and &y, have
" the same properties and can be derived from the basic shape :

oy = agf(fiw—ex)2+0-41 ﬂ(ﬁw-egeO 0055)] ’ .“..(81)'
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 the magmtude of'the broadening required at any temperature bemg the same as for

the components oy, and ;.. The magnitudes of the various components at each.
temperature taken along with the phonon temperatures of 212° and 670° K in
expression (49) yxeld values for p; and p;.of essentially unity at each temperature
The absorption in the tails appearing at the higher temperatures is difficult to-
analyse due to the low absorpuon levels with the consequent etrors introduced °
into the experimental points and the increased amount of smoothing out of
detailed structure which occurs at these temperatures. The tails appear to consist -
of two components rising frém thresholds with something like a quadratic energy
dependence. The two thresholds lie at epergies lower than & and &, by equivalent

.temperatures of 1,050° and 1,420° X. These components were originally®4

 thougbt to be due to transitions involving the absorption of phonons of these two

temperatures but subsequent determination of the phonon dispersion carves in
silicon® has shown this mterpretauon to be incorrect. We shall bave more to say
about this fater.

5.2, Interpmtamm of the Indu‘ect Absorptzon C*urves-—-B:md St:tucture,
Excitens, and Phonons

The components which account for most of the structure in tne absorp’uan

.curves are due fo transitions involving the absorption and emission of phonons
“with temperatures 212° and 670° K (cf. T'able 2) and have essentially the same
~ shapes; given in equations (80) and (81). From our discussions of the theory of

_indirect transitions, we interpret the two contributions te these componeénts tising
-~ from thresholds (-0055 eV apart as the square root of the energy as being due to

allowed indirect transitions into the two lowest lying exciton levels which are

. separated by 0-0055 eV. The eventual § power dependence on energy of the

function ﬁ in equations (80) and (81)is due to the predominance at h.igher energics

of transitions producing unbound electron-hole pairs. It has proved difficule
“to analyse the function § to obtain an accurate value for the threshold energy for:

these transitions.  The best result to be obtained is that t.he threshold lies some-
where around 0-01 &V above the Iowest exciton threshold. If we assurne that the
splitting of 0-0055 eV is between the two lowest hydzogenic levels we find a

" value of 0: 0073 &V for the bmdmg energy However, this is probably not a good
estimate of the binding energy since, as in germaniuim, the two lowest indirect

exciton levels in silicon are formed by ‘a splitting of a degenerate level by the

_syminetry of the conduciion band edge.®® Assuming a splitting proportionate o
that in germanium leads to 2 binding energy of (015 eV which seems larger than

. that which can be reconciled with the function 8. ‘The uncertainty in the accurate

value of the exciton binding energy produces a correvpondmg uncermmty in the

- value of the indirect energy gap ¢, deduced from & and &, Fxgure 10 ehows a piot

of & and &, as a funciion of tcmpemturo This graph can be regar ded as giving the

temperature dependence of the indirect energy gap ¢, but with all values too low
by an energy of the order of 8-01 eV. Calculations of the lowest indirect exciton

energy levels in silicon have been carried out using the effective mass approxi-

. mation®™ and tamng into account the complexities of the conductien and vaience

band edges. They give a binding energy somewhere in the region 6-013-0-014eV
depending on the magnitude of the contribution to the exciton wave function of

. hole states in third valence band split off from the other two at k = 0 by spin-orbit
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coupling. The splitting between the ground state of the exciton and the next level
is found to lie somewhere in the range 0-0006 to 0-001 eV, much smaller than the
observed splitting. The agreement between the calculated binding energy and
that estimated from the absorption curves is fair, but the calculated splitting
between the first two levels is much smaller than that which is apparently observed,
One wonders if the second level seen in the absorption curves does not correspond
to some higher level of the exciton and not to the one whose binding encrgv was
calculated, ' o

A calculation, similar to that described for germanium, can be carried out using
the temperature dependence of €, and the intrinsic carrier concentraticn values
found by Morin and Maita,® Herlet,% and Putley and Mitchell® for temperatures
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Figure 10. Theindiréct energy gap less theindivect «
exciton binding energy(~ 0-01 eV) as afunction of
temperature in stlicon

above 250° K. Again one finds that N (7/m)® must increase with temperature
when 2 binding energy ~0-01 eV is taken for the exciton. With N, = 6, which is-
now a well established value for silicon, the conduction band minima lying inside
the Brillouin zone in (100) directions, cne finds that 77 increases over its value®¥-4
of ~Q-45 m at 4-2° K by about 30-40 per cent as the temperature rises to 400° I,
“"This is a substantial increase in effective mass and its effects should be significant
in other properties of silicon, e.g. in the mobility as a function of temperature,
Agsix, as in germanini, the broadening suffered by the absorption components
can be interpreted in tevms of a relaxation time 7 == Afo for the excitons, since the
aiues of o quoted in Table 2 were obtained from s study of the smoothing out of
2 1 absorption rising as the square root of the energy and corresponding
exciton states. "The termperature dependonce of the relaxation
to that in germanium, being eonstant up to about 100° K and
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then falling with i mcreasmg temperature roughly as 72, However, the actual
relaxation times in s1hcon are about a quarter -of the correspondmg times in
germanium,

The discussion of the phonon spectrum in silicon .vhmh was ongmaliy given®4
has proved to be incorrect in the light of the neutron scattering measurements of
‘Brockhouse.® The phonons assisting in the indirect transitions in silicon must

. have wave vectors lying on a {100 direction 0-85 of the distance out to the edge

“of the zone, this being the position of the conduction band-minima% and the .
valence band edge being at k= 0. It is clear from Brockhouse’s- megsurements.
. that the two types of phonons, of energies 212° and 670° K, assxstmg in these
transitions are TA and TO respectively, the two energies being in excellent

# agreement with his values at the appropriate points in k-space. With this assign-

" ment, one is forced to interpret the two components forming the tails at the higher-
temperatures in terms of indirect transitions involving the absorption of two
phonons, We have ‘not discussed indirect transitions of this type so far but -
obviously they can take place prowdmg the total wave vector of the two phonons
absorbed equals the difference in wave vector of the valence and conduction band
edges. Similar transitions lnvolvmg the emission of two phonons or the absorption
of one phonon and emission of another can take place providing the phenons
satnsfy the necessary requirements on conservation of wave vector. These different
‘types of two-phonon processes will have different thresholds and temperature
dependences. ‘The threshold energies of the two components, of which the tails
appear to consist, lie at energies equivalent to temperatures of 1,050° and 1,420° K,
below &;'and &, They are therefore consistent with transitions involving the
absorptmn respectively of two phonons coming from the TA branch somewhere

*in the outer half of the zone and from an optical branch around the centre of the
zone where the phonon energy is 730° K and with two optical phonons, one from.

" around the zone centre and the other from the TO branch somewhere in the outer
 half of the zone. Evidence for similar two-phonon- processes has been found by
Clark$ in the absorption edge of diamond.

. Brockhouse’s results show that his earlier suppos&'aons“8 are correct about the
similarity of the vibrational spectra of germanium and silicon, viz., one can be -

. obtained from the other by a simple scaling factor. Long range forcesare therefore
required to explam the vibrational spectrum in silicon just as in germanium,” - -

The mogt surprising feature of the silicon absorption edge is that there appears
to be no contributions to the absorption from transitions mvolvmg either the LA
‘or LO phonons which at the appropriate wave vector have temperatures of 500°
and 610° K respectively.®® The absence of contributions from these phonons is -

“not consistent with the selection rules governing these transitions, To see this, we
notethat for the phonons required in the transitions the operator O, (K) in equation
- (38) transforms as the irreducible representations A;,-A;, A,, and A; of the group-
A for phonons of type TA, LA, LO, and TO respectively. Figure 11 shows the
band structure of silicon in a { 100) direction and the irreducible representations
for which the electron wave functions form bases at the various parts of the zone
for the valence and conduction bands and several nexghbourmg bands which can
. provide suitable intermediate states for the indirect transitions. The initial and
final electron’ states transform as I'y; and A, respectively. Using these trans-
formauon propert es of the various quantities appearing in the matrix elements
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contributing to the XE‘? » one finds that there are no intermediate states through
which trans sitions involving enly transverse phomons are allowed. The rmost

important infermediate state, on the grounds of the magnitude of the asscciated
energy denominator, is the conduction band at & = §; through it transitions in-
volving TA, LA, and T'O phonous are allowed. Transitions through other states
are allowed for either one of the | fongitudinal phonons or for both of the transverse
phonons and either one or both of the longitudinal ones. There is no selection ruje
forbidding transitions involving any one particular type of phonon regardless of
intermediate state as there is for the optical phonons in germaniwm, This is
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Figure11. 4 diagrass of the bard structure in
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essentially due to the lack of inversion symmetry in the electron wave functions
and phonon operators associated with a point on 2 (100> direction within the
Brillouin zone. Itis, therefore, difficult to understand the jack of any evidence in
the absorption curves of transitions involving the longitudinal phonons, Even
assuming that the conduction band minima are at the zone edge—-a point with the
symmetry of the group X——does not resolve the difficulty.

Spin-orbit coupling in silicon is fairly weak. The splitting of the degenerate
valence band edge caused by this coupling® is enly 0-05 €V so that one might
expect to see evidence in the absorption edge of transitions involving the excitation

of eiectrons from the lower valence band as well 2§ from the two bands which form
the' normal valence band edge. The absorption curves were examined with this
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: very much in mmd but no evxdence for these transitions frdm the lower band was
found

53, High Absorption Levels

Measurements of the absorption edge in silicon were carried to levels-around

- 5% 10% cm by Dash and Newman.® Their measurements extended over a
radiation energy range from around 1 €V to 3-2 €V, i.e. from the infra-red through
the visible to the edge of the ultra-violet and were ma_de at room temperature and
at 77° K. More recently these measurements have been repeated™ using higher
optical resolution than was available to Dash and Newman. The rise of the

- absorption edge to the higher absorptlon levels is considerably different in silicon
than in germanium, a fact which is clearly shown in Figure 12 wheré the edges in
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Figure 12, A comparison of the absorption edges in

- germaniym and silicon. The curve for genmanium is

based on early measurements and les skightly low
. at the highest levels .

germanium at 20° K and silicon at 77° K" are shown so that the absorption in the
indirect transition reg'ons are superimposed as well as possible. We see that the
germanium curve rises abruptly to the direct exciton peak, wheress the silicon
curve continues to rise quite smoothly with energy. Empirically, the rise in the
silicon curve follows quite accurately a quadratic dependence on the energy abave
1-193 eV from levels of a few cm~ up to-about 2,000 cm— when it begins to rise
slowly above this dependence. There is certmnly no evidence of an abrupt rise
in absorption comparable to the rise in the germanium curve at the onset of fhx st
- transitions, Dash and Newman’s measurements show a small sharp rise in the
: absorptxon at 77° K at an absorbed radiation energy of about 25 eV and they
- suggest that this is an indication of the begmmr- g of the direct transition region.
However, the more recent. measurements using hlgher resolution show no sign
. of this rise, as is seen in Figure 12 where the increase in absorptxon is qmte smooth
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vy to encrgies of 27 V. These measurements have ia fact been extended to

3 -6 eV and still show no sign of the onset of direct transitzons. ThJ direct energy
gap is usualiyessamed 1o be at k = O insilicon and 1o have a value of 2-5 &V based

o the sl yise 2t this energy in the cﬁ)enrp-mn curve of J_)ash and Newman at

TOE apiete absence of this rise in the measureruents of Roberts and
Q‘lar?“ng?on casis some doubt on this value for the direct gap, and tu fact from
their measiremen

...«

S

ts it would seem that ¢, > 3-0 &V, Furthsrmore, the conduction

ears to decrease: as i increases from 656 out aleng 2 (100> direc-
g to a negative effective mass. The m:mtuze of this mass is
act that it is negative raises the possib 1ty of the direct energy
1OB-ZEr0 vai of k. The direct gap Iy nging r*gi- 1 of negative
roating possibilities in the stwudy of the direct
‘*Zgaue,, of this high level aks Jmtzm region of the

& SUMMARY AND DIBCUSSICH

mony Giscussicn of the a”{*sgrpﬁan edges of germaninmand silicon
howacon ls amount of i information sbout the pmf‘*em'ea ofasemiconductor
can be dedaced i am the e‘np\,, structure, and maghnitude of the sbsorption inits
SO =, This information concerns not only the elecironic states close ic
4 valenge band edges and the Interaction hetwesn electrons and
due ts oo rn:’wur; affects in the totion of the wany electrons
ics vibrat QM Spef‘ﬁ"df‘i of f‘ne semic onductor. Ingour
and uncertainties
hﬂuﬁd be, b it on the vther hand it
noeal the considera } sucesss which can he achieved
retation of the absorption eége. -
osen ic df agass the ar y&s only of thoss absorption curves
i siticon with mg 1 vegolutise ”roh which energy gav
faa shtained and also values of the energies of the indi
he absorption processes, progress can and has been
iges in cther sernjconducters A ired in most cases
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h-as examined the edge in dlamond . He can acoouat for the
3 of indirect transitions in wmsh both excitons with
v =01 eV and urdound electron-hole pairs ave :;::;f}uc#d Braun-
; ;"‘rmf Hlermen™ have carried out an extensive study of the germanivm-
*ez.swm:r the abeorpticn sdge i a !age,nuz:;;;er of alloye
ing lative arcounts of germeanium and silicon, Their measure-
mes 11\, and zpaiyses are similar to those in the original work of Macfarlane and
Roberts™® 2 on ge_rnanium and silicon where the reschution used was not great
eaough to stew ap 211 the structure in the edgs. The indirest wansition region
appears ¢ consist of only two components in gensral, each having a quadratic

3 @c;;é@ﬁcc; they are associated with transitions in which an ‘average’
phones is either emitted or absorbed, A value for the energy gap accurate ceough
for many purposcs can be obtained from this, and slso a measure of the mag-
nitude of the vibrational energies 10 be associated with the lattice. Messurements
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and anai yses of this type have now been carried out on several semiconductors,
- some of which were mentioned earlier.>~7 However, there is much to be gained
. by studying the absorptlon edges in these matenals with a resolution oompa.rable
- to that used in germanium and silicon, :
‘Finally, we should mention the work of Haynes, Lax, and Flood™ in studying
-the spectral distribution of the rddiation emitted from germanium and silicon due
“to the recombination of electron-hole pairs. "This is really the inverse experiment
- to that of measuring the absorption coeflicient and it consequently ylelds the same
. type of information. The recombination radiation spectrum consists in general
- of several paits of components, each palr corresponding to indirect recombinations
involving the absorptlon ‘and emission of a phonon with appropriate wave vector.
“Each component in the emission spectrum can be associatéd with a corresponding
onein the absorption and its shape can be obtained from the absorption component
" by multiplying by the usual factor exp(—Aw/kT ), appropriate to the energy and
- temperature range we are cons1dermg The ernission components consequently
- do not continue to rise with i mcreasmg energy but rise to a peak and fall again as
the energy of the photon emitted increases.. The emission spectrum, therefore,
~ has the form of a series of peaks whose relative magnitude changes with tempera-
ture. At the lowest temperatures, only peaks associated with transitions involving
the emission of phonons aré of course observed, but in contrast to the absorption
_ curves these peaks occur at energies lower than the energy gap since in this case 2
- certain amount of the energy available from the recornbination is given up to the
- “phonon. The results of the analysis of the emission spectra of germanium and
- silicon®® 72 are in very good agreement with the correspondmg results obtained
~ from the absorption curves. :
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"I‘HE CHEI\’iICd.L BOND Il\ SE VHCO DULTORS

' 1, INTRODUCTION

Coher and Heine? in the introduction of a paper on the elecironic band structurs
of morovalent metals make the following observations: * Concerning the theoretica
side, a band structure calculation is lengthy and subject to technical difficulties and
considerable errore. Moreover, it has often focused attention on a single metal
- when what is needed is an understahdmg of svsten"at: variations from metal to
metal’. Ifin this guotation we replace the word ‘metal’ by ‘semiconductor’ we .
" have admijrably expreswd the reasons for: etudvng the chemical bonding in semi-
conductors since it is by this means that we can gam information on the band
structure of semiconductors without actually carrying out bzad calculations. In
addition to aveiding invcived and cumbersome computations, 2 discussion of the
chemical bonding permits 2 gualitative appraisal of many semiconducting materials
simulteneonsly and thus aliows the establishment of much needed rules goveraning
systematic trends in the properties of semiconducters,

The chemical approach to semiconductivity is not new. As e‘.r‘v as 1925, at a
time when no band caleuistions were avaﬂable, Friederich? discussed electronis
conduction in solid inerganic compounds and concluded that h_gh electrical
conductxv*ty occurs in compounds in which not all of the valence electrons are
* involved in the bonding, Friederich aléo noted the absence of an apprecisble
-electronic conduction in melecular crystals. Nineteen years later, when Meyer®
reviewed prdblems connected. with electronic conduction in selid compounds,

Friederich’s basic guestion, namely, what are the necessary and sufficient con-
ditions for the ovcurrencs of electronic conduction in compounds, was still not
 rigorously answered. However, by this time 2 wealth of experimental data was.
available and Meyer, systematizing these data, was able to draw the following
conclusions: - , .

'

(1) The value of tbe electrical conductivity ofa soLd compaund is rela;ed to the
electron configurations of the component atoms,
{ 2) Semiconductors and insulators ase normal valence compounta, Compoum.q
. which do not adhere to the valence reles and ccmpounds with compositions-
" deviating from stoichiometry are good (mefallzc) conductors.

.+ Meyer’s findings could very well have served as 3 guide in a search for rew’
sémiconducting materiais. However, it so happened that by the end of World
War II the attention of scientisis was drawn to the two Gmup 1V élements silidon
and germanium, ‘whose technology is relatively simple, Extensive programmes
for their experimental and theoretical investigation were undertaken and the pus-
- suit of these programmes proved very fruitful indeed, belw x:ro*vned in 1948 by
the discovery of the transistor.
The boom of solid state deviczs which followed the d;scover of the transistor
-created an urgent need for new semiconducting materials suitable for a variety of
- different applications and it was only natural that at this stage the chemical ,
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. ‘ THE C‘IEMILAL BOND IN SEIVI"COI\DU:‘TUR

2 THE SEMICO"ID!JCTING BOND AND ITS APPLIC ATION.
“TO THE PREDICTION OF \E‘\”ICG\DC CTIVITY |

In his discovery of the semiconducting properties of the A¥IXY compounds,

Welker* was guided by their chemical and structural similarity to the Group IVB

elemeats. Subsequently, similarities of this type led to the prediction of 2 number
of other semiconducting compounds. Thus Goodman and Douglas in 1954 pre-

dicted and found semxcondacung properties i the chalcopyrites of composition

ABIXYT which crystallize in a tetragonally distorted suoeriattxoa of the zinc
blende structure (seealso Glazov, 'V{lrgalovgxaya, and Peirakeva'®), On the basis

of the work of Welker and of Goodman and Douglas, Feiberth and Pfisters Jater

predlcted the existence, the structure, and the semiconducting properties of a
serfes of compounds of composition A'BIVXY (see also Austin, Goodman, and

Pengelly;* Goodman'®). Independently of V ’elker, and at-about the same time,

Russian scientists also noted the chemical and structural similarities between the

AXY compounds and the Group IVB elements. Their work has been summar-

ized by Nasledov.!® If, finally, we mention the compound indium teiluride, which
has a defect zinc blende type structure and whose semiconducting properties were

found by Appel ¥ wre have a fairly complete list of the materials whose semicon-

ducting properties were predicted or suspected from their chemical and structural

sunﬂantles to the Group IVB elements :

2. 1 The Valence Bond Description

A number of qualitative criteria which are very useful as a guide in the search
for new semiconducting materials has beea discussed by Goodman.® However,
in order to develop more general means for predicting semlccﬂductwﬁy, it was
desirable to find a criterion which applies to all semiconductors and gives sufficient
and necessary conditions for the occurrence of semiconductivity. Such conditions
were given by Mooser and Peaxsons’ in their discussion of the bonding in
semiconductors. .

Earlier, Pauling” had shown tha" the bonds in metals are e:.swttally covalent
To account for the metallic conduction and to explain the high co-ordination
numbers found in metals, Pauling introduced the concept of unichibited resonance
and showed that this resonance is possible only if some of the orbitals—the metallic

. orbitals—in the valence shells of the atoms remain empty. The meiallic state,
therefore, i8 characterized by covalent bonds which lead to partial filling of the
-valence orbitals of the atoms. Since the boads in semiconductors are also pre- -

“dominantly covalentf (cf. Krebs and Schottky,? Krebs,® Tsidil’kovskii,® Garlick,
Hough, and Fatehalley®), it was to be expected that-the correspondence between

+ By predominantly covalent bonds we undersiand erectron pair bonds that lead to but
small effective charges on the component atoms of a sofid. This definition conflicts with the
definition of purely covalent bonding which has recently been applied in estimating the
_perceritage of ionic character of the bonds in compounds (cf. ]eﬁxey, Parry, and Mozzi ;%2
Wolff and Broder®). According to this latter definition the bonds in cadmium teilunde
for example, have 100 per cent covalent character if two electrons are transferred from each
_tellurium atom to a neighbouring cadmium atom, so that Cd?~Te** describes the covalent
valence structure of this compound. Since Cd®+Te?~ on the other hand describes the ionic
valence structure, we see that uncharged constituents would correspond to 50 per cent ionic
character of the bonds. In our opmwn this is a rather unreaixstxc picture and we therefore

. do not adopt it here. :
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the partially filied baads and the partially filled atomic orbitals, as implied by Paul-
ing’s treatment of metals, should be paralleled by an analogous correspondence in
semiconductors, Asurveyof thehnown semiconductors shownd that th sisindeed
the caseand it was, therefore, possible to define a specific semiconducting bond as
foflows: The bunds in semiconductors are predominantly covalent and they form
a network which runs continucusly throughout the whole crystal structure. 3y
sharing electrons in forming the bonds, all atoms in elemental semiconductors
acquire filied valence subshells. In semiconducting compounds only the most
elecironegative atoms {i.e, the ‘anions’) need achére filled subshells. If empty
orbitals ocenr on the slectropositive atoms {the ‘cations’) then any bouds that
might form betwesn these atoms alone must not rya continuously through the
crystal,

Thus, the difference bc*wnen the two types of sithomc conductore—metals

and semiconductors-—~aan essentially be attributed to a differerice in the degree of
fling of the velence shells of the component atoms. The difference between
semiconductors and insulators is less clear cut, Rough!y speaking, one can dis-
tinguish betwesn two. classes of insulators, namely fonic crystals and molecular
crysiels. Ropresentatives of hoth these classes mnay, under certain conditiens,
show electronic conduction. Howsver, under thermal excitation this conduction is
- neglighbly sroal! so that the above ¢ c‘fﬁLﬁ’Lﬁ of the semiconducting bond, which
- excludes solids with predominaatly ionic bonds and moieculm solids, is per-
wmissible,

The existenceofa currespcns_eﬁre between the ﬁ.img of atomic orbitale and the
flling of bands, which is irsplied in our definition of the semiconducting bond, can
Me»ddv be demonstrated by a simple molecular crbital treatment (see sub-section
2.2 which also emphosizes the importance of the shors range order in semicon-
ductore. Provided that the l‘ondmg in a solid is directional, and this seems to be

_the case in alf semiconductors, the short range order allows the deduction of the
likely valence states of the component atoms, and hence the possible valence
structures of the golid can be determined (see also sub-section 3.2). If all these
valence structures lead 1o filled subshells on'the anions then zzccordmg to the concept of
she semiconducting bond the solid is a semiconductor. In estimating the relative
impestance of he different valence structures help can be obtained from the
interatomic distances (relative bond strength) and the electronegativity difference
{relative importance of ionic and covalent structures). Sometimes, in compounds
contaisnng transition elements and rare earths, a third factor, the magnetic pro-
perties, can be used. Moreover, it should be remembered that resonsnce can only
weour among valence structures which have the same number of unpaired electrons
{cf. Pauling®),

The general character. of the conditions for semicenductivity as set bp in the
semicondictor bond concept is readily recognizable from the fact that all other
ceiteria used for the prediction of semicondnctivity can be derived from it. Thus,
the criterion of chemical and structural sirhilarity which we discussed at the
beginning of this section obvicusly derives from the similarity of the bonds in these
materials.  Meyer's statement {see Introduction) that all semiconductors are
norraal valence compounds is closely related to the filling of subshells in the anions.
This statement has been expressed in different forms, Goodman® shows that an
ionic formula can be assigned to each semiconductor. Mooser and Pearson®® give
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; a forzmﬂa govemmg the number of valence electrons in serciconductors in which
the valence 5 and p orbitals on the anions are filled (see aiso Busch™). Making

allowan for -the possxble formation’ of wﬁon—cahon bonds and in this way

generalmng the o*igma. formula we can vitite: S

+b ——b e ' SR ¢S

- where ne is the pumber per formula anit of valence eloctsone not ceunfmg any
unshared electrons on the cations, #, i the pumber of anions per formula im:t,
b, is the average numnber of anion-anion: bonds formed by eaeh anion, and &, is
the average number of cation—cation bonds formed by each cation. T his fomm:a
has recently been discussed in some detail by Suchet.™

As illustrations let us consider the compounds silver antimony sulph:de '
(AgSb8,),? cadinium antimonide (qub),” and galliven telluride (GaTe)® In
the first of these compounds; the antimony atomsact as cations having two unshared
electrons, In thesecond, 2ach anion forms a bond with a neighbouting znion, and,
in the third, catxon—catlon bonds occur. The corresponding #,; #,, &;, and 3,

| Tablet
._”e LY 53 bs : (”’e/f';a)“g'é’s”"é’c' 7
AgSb8, | 143+2x6 [ 2 | 0 [ 0 '8
CdSb C 245 i i 190 8
H 3

“GaTe 3+6 |10

valuesare Jsted in Table 1 and we see that the three compounds do mw:ed adhere

to equation (1\

- It shouid be pointed out here that the majonty of known semiconductoss are
characterized by filled s and p orbitals. They ali contain Group IVB to VIIB

anions—and this is another criterion used for predicting ssm:wﬂéumw*y—-f

because only these anions can fill their octets by electron sharing. The original

definition®Yof the sem_conductmg bond; therefore, called for ﬁ!_cd sand p Sehitals,

~ The present less-restrictive version accounts for the existence of some semicon-

ducting hydrides in which the hydrogen atoms complete their 1s orbitals and it

- also aliows for anomalies such as are observed in boron and some of its compounds.

1t seems that in these latter materials the filling of hybrid subshells coutai..lng only :

~ part of the valence p orbitals (e.g. sp? hybsrids) is sufficient to give rise to semi-

. conductmty ‘Moreover, the sericonducting propertws of caesium duride (Ushu)

reported by Spicer and Sommer?® would suggest that in gold compounds the ﬁllmg

‘of the 6s crhitals on the gold atoms can also produce semijconductivity (see also
Goodman?®), A list of (pai'tly hypothetical) semiconducting cempounds in which

-only the s shells of the anions are wmpleted has recently been mmpﬂed by
Hulliger.™

. Itis of interest to note tbat the ionic formula criterion {Goodman*®) does not set.

. up; sufficient conditicns for the occurrence of semiconductivity. Thé reason for

109 =



PROGRESS IN SEMICONDUCTORS

this is that ionic formulae which can, for example, be attributed to metallic com-
pounds such a8 indivm bismuthide (1’131 j and copper ragnesium antimoenide
{Lub" TS need not correspondinanac fuelvz.lem‘*swucrureofthesecomgounds
Unlese the valence siructuves described &y the {onie formuiae are warvanted by the -
short range arf’e., semcoenduciing properties do ot resulf. "The importance of the
short range order in assigning ionic forplae to compounds is clearly brought out
in compounds such as iron disulphide and cadmiur antimonide, which at first
~ sight seern not to adhere to any valence rules. Inspection of the short range order
shows that in these compounds ionic formulse of the form Fe*™(S-8)*- and
2C4 '“‘(Ss— by m‘:quat {Guod manm} We have already seen that in
sguatien (1) ihw situation is taken care of by the terms b, and b, which clearly are
determined by the ¢ Hrr range order.

22. A ';Ei‘i?.‘;’,)? Molesulsr Orbital Description

The postulated corrsspondence betwaen the filling of bands and the filling of
atomic orbitals is possi ible niy if there' is a close \,01respondence between the
bands in 2 semiconducior and the energy levels of the component atoms. A simple

molecular crbital ireatment shows how this correspondence is brought 2hout by
he particular s hort range order in semiconductors and thus affords a theoretical
1 iconductor bond concept. s
f s let us bf";f‘ﬁy review the results obtained from a mole-
cular ocbital treatment of diziomic molecules { {sce, for example, Coulson®l), Let
yip and g be twe orbitals at the atoms A and B re pectwely and let E, and Ey be
the corresponding energy levels, We form the Hnear combination

b= fa+Afy =
in which the parameter A is chosen so as to minimize the integral

fratpan

—————«j e |

where £ is the Hamiltonian of the molecule and dr is the volume element. This
linear combination represents a good approximation for one of the orbitale which
are found in the molecule AB if iy and g fulfil the following requirements:

{1) They must show a considerable overlap;
{2) Their ':ymme‘fry with respect to the molecular axis must be the same; and’

{3} Their energies &, and By must be nearly equal.

7

If in particular the atoms A and B are identical and if, moreover, the atomic
orbitals i, and i are of the same type (i.e. if thev are both either 1s, or 25, or 2p,
or ... so that B, = Ep) then by symmetry [A| =1, and oo forming the molecule
AB we find that the two orbitals; ,L a and ¢rp now give rise to two molecular orbitals
in+ g and g, — . The energies E, and E_associated with the orbitals i, + iy
differ by an amount which is essentially given by

]

#ap = ,{ YR g dr
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‘Inalicasesof interest tous H#p < Oandhence £, < E_, lr, therefore, i and i
were originally occupied by oné electron each, then the mglecaiar orbital iy +ifg
which can accommuodate two elecirons will be completely filled, ,

- It can be shown that the occupation by two elecitons of the ﬁﬁvtai z[rA+zpB
. results'in an atirac cue wmrh holda the atomb Avand i B rogether, This elec-
tron conﬁgurati'\n i : ad the orbital
fat /fBL.ca Hed abondin : bital i — g
by two electrons, on the other hand, mdl.cee 2 repuis' foree hetween A and B
and this orbital, the:
- These results can
has to remember th
whether [A] <1 or ,
concentrated on atom A or atom B, res pﬂct'ively 'it fowws that A is
the heteropolarity of the bond formed between A and B. Unfortunately, A cannot
as a rule be calculated from first principles so that one has tc rely on empirical data
to determine the ionicity of the bonding. One of the most converient means of

fecuies. One only

y rneasuve for

estimating bond icnicities is the electronegatlwty scale and we wiil make extensive .

. 'use of this means in Sections 3 and 5.

" In a homosuclear molecule, correspondmg bonding and dnt gmwimg orbitals
both_ correlate with the same atomic energy level Es = Ey. In"z hewronuclear

molecule we find that if Ey < Ej then the bonding level correlatés with £, while.
the antibonding level correlates with By, As'a consequence the enepay diference
between two corresponding bonding and antibonding levels is nosinaily higher in

C

5; depending on .
s b }W‘B are more -

4.

a heteronuclear molecule th.an in the isoelectronic homonuclear molecule, and we

-will see that this is of importance for the size of the energy gaps in semiconductors.
- 'The reason for discussing in some detail the molecular orbital description
_ of diatomic molecules is that, in applymg it to solids, we can 2s 2 first approximation
form linear combinations with the atomic'orbitals 5, ¢35, ... of a central atom A
and with those g, fic;, ... of its nearest neighbours B, C, ..., and n nge\.t all inter-
actionsbetweenthe orbitals iy =ty o + Aybp, Yg =1 at Agilics, .. . (see, for example,

" Hund; Krebs and SchottkyS). The results found above are thes still valid since

under these circumstances the electrons in the solid occur in pairs, esch pair being
* completely isolated from the other. This approximaticn correspsnds to a corn-
plete localization of the bonds. - ,

So far we have assumed that on forming a molecu_ﬂ the s and p orbitals lead to

different molecular orbitals. This assumption is not necessarily jasmﬁed insolids,

Thus, the tetrahedrdl neighbourhood of the carbon atoms in diamond, for
example, suggests that on forming diamond one can regard cach atom as being
- first excited into a(virtual) valence state in which the s and p orbitais are hybridized
“so that four equivalent sp® orbitals result. Using these orbitals to fcim Linear
combinations i, = s+ Aytbg, Pha=ea+Asc, ... (A0 =Xl =...=1} and
neglecting interactions between orbitals i, i, etc., one is led to the following
energy scheme for d.amond (this description of dxamond nas been discussed in
more detail by Krebs and Schottky$): The electrons of the K shell of each carbon
“atom are internally p.nred and the K shell, therefore, is completely filled. The s

:“and p orbitals of the L shell are hybridized and they produce two energy levels,
- one bonding, one antibonding, Because each atom has four sp® orbitals, each of =

these two levels is 4]‘\ -fold degepezate N being the number of atoms in the
a 111
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arystal. The eight electrons involved in the four bonds ﬁxt.,nding from each atorn
st suffice to fill the bondin g levels cou.,pset oly and the antbonding levels remain’
empt‘-.f. Hnow v silow for interaction between the orbudls ’:,,z,'" a « - both bonding

2 antibonding levels will broaden inte bands, However, gince at the observad
ifi?mtorﬁzc distance thess interactions are smaller than those between corrs-
sponding atomic orbitals iy, and dig, s, and ..'l‘n etc. 2 the band widths are smalier
than the me‘ gy difference between the originsl bonding 2nd antibonding levels.
The final result, therefore, is a completely niied valence band which is separated
from the sext hi igher ¢ g;cwl ¥ exapty conduction band by a finite energy gap.
Thus, we cap pot only see how in dismond the energy ban nds corselate with the
atomic epergy les but .ai,o that the COI‘.‘.ptuf.f)"l of the actets through the forma-
tinn of electron pair bor,da, as postulated by the valence bond treatment, corre-
sponds in the b am‘ medeitoa :;cmccndacto; band structure,

o i

fnergy

interatosmic dnstcncc

Figure 1 Band stmcmra of selentum {(schematic).
The m.mb:,’!s indéeaic how many stedes per atom each
bend mtams :

 Let us next look at hexagonal s.eiem'um. From its short rauge order—each
seleninm atom is joined to its two neighbours by two honde which are approxi—
tnately at right angles o each ofh\,r»-we deduce-that the atomic orbitals give rise
v the bands shcvrl in Figave i, No sp* hybridization is 6bserved here, the 4s
slectrons of each atom being eaz:'::d mternaily. However, we meet a non-bonding
Land which arises from t‘aat 2 orbital of each atoin which is perpendicular to the
two bonds formed by the atom. Since the interaciion between twe of these p
fs‘z‘bif:; is on neighbouring stoms is small we deduce thet the non-bondiug band is
w and that ou the energy scale it is not shifted away 4pprec.1ab1y from the

poa t1 : of the original atomic p jevels. The band sequence indicated in Figure 1

#nd the separation bstween the filled nun-bo‘ldmg and the empty a.ntxbbndmg
bands are, therefore, warranted (see Gaspar;® also Reitz*) and we thus again
arrive at a semiconductor band strueture,

As 2z third exemple we consider the compound semiconductor magnesium
‘stannide {(Mg,Sn). In this substance, the tin atoms are surrounded by eight mag-
nesium atoms sitting on the corners of a.cube and the magnesium atoms are
tetrahedrally co-ordinated by four tin atoms. These co-ordination configurations

12’



THE CHEMICAL BOND IN SEMICONDUCTORS
“canbe mterpreted as arising from a resonance among two valence structures which
are both characterized hy sp? bybnas on the tin and magnesmm atoms. In the
. first valence structure, the four bonds formsd by each tin atom point towards four
tetrahedrally disposed corners of the co-ordination cube of each tin atom; and the
two bonds going out from each magnesium atom point towards two corners of the
- co-ordination tetrahedron of each magnesium atom. In the second equivalent
valence structure the bonds are directed towards the other corners of the co-ordin-
ation polvhedra These valence structures are compatible with the band splitting
outlined in Figure 2. Since the anion, tin, is more electronegative than the catxon, :
magnesium, the sp® levels of the tin atoms lie lower than those of the magnesium
atoms and the bonding band, therefore, correlates with the tin levels while the
“antibonding band - correlates with the magnesium levels, This. example shows
' Why, for t‘hﬂ cccurrence of semiconducting propcrtlc;u in compounds, the bond
picture enly requires filled subshells on the anions: the valence band arises from the

Energy

_ Intergtomic distance k .
Figure 2. Bend structure of magnesium stannide (schematic):
The numbers tndicate how many states per formula unit each
band’ corztazm . .

-

anion orbitals andif they ave filled the valence band will also be filled. As in selenium,"

we find a non-bonding band which here correlates with the two empty magnesmm -

orbitals and therefore remains. unoccupxed
. It should be emphasized that in establishing qualitative band structures for
diamond, selenium; and magnesium stannide we have made use only of the short
- range order of these ma'teriafs Sinte the above treatment is readily applicable to
- other semiconductors'as well, it follows that /e main qualitative features of the band
structures of many if not all semiconductors are determined by the short range order and
this is the reason why it is at all possxble to define & specific semiconducting bond.
- The molecular orbital treatment in the form used-here is a very crude approxi-
- mation of the actual situation, and in determining the exact band structure of a solid
(band shapes, state densities, energy gaps, etc.) the knowledge of the full crystal
symmetry is indispensable. If; however, one js interested only in predicting semi~
~ conductivity, ‘the above treatrunent as well as the bond treatment are entirely
sufficient and their application to the discussion of the occurrence of semicon-
- ductivity in solids is certainly more economical than full band calculations,
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The band structures der 've(i ﬂb' ove show semiconductor characteristics enly
the bands arising from the ato oru*ms do not over;ap Anov erlm between
bonding and ﬂntil ond:
properties. The ;
directional prog pa“t es a‘ as a consequence
atorms would chan; ge i favour of a short range order ot the
directionally bonded p} {see also sub-section 3.2). Suck (*nmw i

un "

1

observed in the Gro its on gf)mg from gf—n,_amum (diamon
ture) to lead (close pack: ). Tin, lying between ”'ﬂﬂla( um and

tionally and non-directional
ond straciure is stable but at high tw Ipers-
sucture of metallic {(white) tin is favoured. It is of
niar orbital trea rment accounts for these changes,

lead, marks the border betw
phases: at low temperaiur
tures the higherco-arc
interest to show how th
As the principal gquantum nurmber 7 of the valence shell incre

diamond to »== 6 in lead, incressing parte ';wf the valence orbitals fall 1

.

Energy
Enerqy

“~ Bonding band

e 5§

Interatomic distence
(a}

Figure 3. (a) Band Sf:i"/c"

atomic cores, The overlap of the valence orbitals of neighbouring atoms, therefore,
decreases and so does the energy difference between bonding and antibonding
levels, At the same time the interaction between different bonds going out from
the same atom becomes more and more important so that the widening of the
levels into bands, swhich results from this interaction, becomes more pronounced
thelarger thevalne ofz, Bc»t}ﬁ of these effects act to reduce the gap between bonding
and antibonding bands with increasing # until finally at #> 5 the bands overlap,
producing the changes discussed above.

Since most semiconductess are characterized by completed octets on the anions,
we deduce that the separa-:cn on the energy scale of the atomic s and p orbitals
from any higher orbitals is normally large enough to prevent the bands corre-
sponding to these higher orbitals from overlapping with the valence band. There
is, however, evidence of such an overlap in some solids containing Group VB to
VIIB atoms only, and according to the above discussion this overlap should be
reflected in the short range order of these materials. Antimony may serve as an
example. In its structure, double layers are formed in which each atom acqui
three nearest neighbours. Figure 3(z), therefore, is an adequate illustraticn of
the splitting into bands of the s and p orbitals. However, the distance between
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nelghbourmg double layers is considerably shorter than would be ex:pectf*d if these
layers were held together by van der Waals’ bozids only, so that in addition to its
three neatest neighbours, each atom has three more neighbours at an only slightly
longer distance. "According to Mooser and Pearson® % this co-ordination con-
figuration is brought about by an appreciable interaction between the d orbitals
of the antimony atoms in nelghbourmg double layers, the corresponding band
being wide enough to overlap the bonding p band. Taking the dlevels into account
we therefore obtain the barid structure sketched in Figure 3 (b) which explams the
semi-metallic properties of crystalline antimonyf Nevertheless, the semicon-
ductor band structure of Figure 3(a) is realized in nature: amorphous antimony
consists of small flakes of the double layers met in the crystalline modification.
These flakes are randomly arranged with respect to one another so that no inter-
action between the'd orbitals occurs. In deriving the band sttucture of amorphous
antunony one can therefore peglect the d levels, bemg led at ence to the situation
outlined in Figure 3(2). Amorphous antimony is, indeed, a semiconductor. We
should add that in the discussion of selenium given eartier we have neglected the
intéraction between neighbouring seleniuim chains, The shortinterchain distances
suggest that this neglect is not warranted and Figure 1 should therefore be cor-
pleted by taking into account the dbands. Many of therather anomalous properties
of hexagonal selenium can then be interpreted in terms of a small band overlap 3536
As it stands, Figure 1 represents the band structure of amorphous and hqmd
selenium.

Finally some comment should be made with respect to the band structure of
magnesium stannide. The short range order in this compound leaves little doubt
‘about the correctness of the band scheme outlined in Figure 2. However; a tetra-
hedral co-ordination of the tin atoms in conjunction with a digonal co-ordination
of the miagnesium atoms would give rise to a similar band splitting' Thus it follows
‘that the relatmnshlp between the short range order and the splitting of the atomic
ievels intd bands is not necessanly unequivocal. However, this ambiguity is at
least partially removed by the following postulate (Pauling?): If, in some atoms of
a-solid, empty orbitals are found (e.g. the empty sp® orbitals wh.ch in magnesium
'-stanmde constitute the non-bonding band) then pwoial resonance of the bonds can
occur and the co-ordination numbers of the atoms in the solid con exceed their
valencies, Unfortunately it seems nnpoes‘ble to prove this postu ate wﬁhm the

T‘a‘bleZ
Metal]ic properties - . Semiconducting properties
Umnhibtted resonance - No resonance
completelv delocalized-bonds - completely localized bonds
. Synchronous and -
pivotal resonance .
* partly delocahzed bonds

1 The degeneracy of the atonnc dlevels is actually removed in the crystalline field $0 f“‘&
like the p levels, the d levels give rise to a series of different baads. “For our quatitst tve
discussion it is, however, suﬂicxent to consider only the lowest of these bands.
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_ PROGRESS IN SEMICONDUCTORS ,
framework of a one-electron treatment {see also Krebs and Schottky®) although it
is well supperted by a wealth of empiricai data.

In this connection we should mention that a criterion for semiconductivity can
be given in tarms of the resonaunce forms which oceur in solids (see Choquard,
]anﬂer and Ascher®?). We have already seen that unirhibited resonance pmduces
metailic properiies and that péivetal resonance such as is observed in magnesium
stapnide does not destroy semiconducting properties. A third form of resonance, .
namely synchronious resonance (Pauling”), is alee pt:rfmtt°d in *emv‘onductora.
These findings are summarized in Table 2. :

CRYSTAL CHEMISTRY OF SEMICONDUCTORS - )

If now we pwcecd to study the crystal chemistry of semiconducters we-do so for
the following ressons, First, there exists a large ;Mrdy of semiconductors whose
structures are closely related to one another and it is possible to develop a classifica-
- tien of these structures which further lluminates the role in semiconductors of
short range order and stoichiometric composition. Secondly, since the short rmge
order gives reliable information on the valence structures of solids only ifthebonds
are directional, it is of importance to investigate the uependeqce of the directions!
properties of the bonds upon the chemical composition of valence compounds,

3.1. Structures Based on Ciose-packsed Arrays of Avions
The sermz‘onﬁucung structures which we ave to classify here are ali characterized
by close-packed anion sub-lattices, the cations being located in the interstices of
thess anion sub-lattices. Let us therefore first look inte the geometrical properties
of close-packed structures. One can think of any cloee—pac_lzed three dimensional
array of equal spheres as bf-mg built up of clese-packed plane layers, Let A be the
set of nostasls to such a layer drawn through the cenires of its spheres, There are
two different ways in which a second identical Iayer can be brought into contact
with the firet one such that each sphere of the second layer touches three spheres
of the first and vice versa. Let B and C be the corresponding sets of normals. If
to arrive at a three dimensional « lo%«nacmg wmore and more layers are stacked
‘on T.Cp of each other, onc can characterize the stacking by mdlcaung onwhich of the
sets of normals, A, B, or C, the spheres of each iayer Thus the sequences
ABCABC. .. and ABABAB... aorrespon" re:ﬁ:ecttve?y to r*ubfc and hexagonal
cioseug;gckﬁg. Next, if the centre of each sphere is joined to the centres of its
nearest neighbours by lines, paly hedra are formed, the smallest among thera being
tetrohedra and octahedra. There are slways twe tetraliedra and one octahedron
per close pac cked site and these fill space completely. Allowing one cation o be
accomiedatzd in the centre of each of these polyhedra we therefore have the
> ‘”BS‘ZI’!UIT‘Q condition for our structures:

Z.c,-f_’.ff

where ¢, is the ﬂumbt,r per anion (per close-packed s1te) of cations of the dth kind.
In Table 3 2 list of the known structures of this type is given and for each structurs
the fractions of filled tetrahedral and octahedral holes are indicated. As is sesn
from the Tabie, not all possible degrees of filling occur. The main reason for this
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s that most of the solids and certainly all semiconductors crystalhzmg in these . -
structures are normal valence compounds adhering to the octet rule (1) which if -
" ab,=b, --Ocanbewrttenmtheform -

Tev=8-N S ’(14)."

. Where ¢; i3 defined as aboy ve, v is the ;aleracy of the cations of kind 7, and N i is the
Group number of the anions,
. 'The filling patterns of the anion sub- ttices are further restricted by the par-

) ticular arrangement in these gub-lattices of the tetrahedra and octahedra (seee.g. -

Flgure 4. The.arrangement of the tetm-
- “hedra:(a) In close-packed cubic and {b) in
close~-packed hexagonal arvays.  The
" arrangement of the ociahedra: (¢) In close~
packed cubic and (d) in close-packed
: heocagonai arrays :

Wells®). Thus in the cubic close-packmg, neighbourmg tetmhedra share edges .
‘only (Flgute 4(a)). Their centres, therefore, ars far enough apart to allow all the -
tetrahedral interstices to accommodate a cation, the resultmg structure being the
antifluorite type. In the hexagonal close-packed structure, however, the tetrahedra
“appear in pairs,.each tetrahedron sharing a face with its partner. (Figure 4b)}.
This close proximity of neighbouring tetrahedra prevents the filling of more than
half of them so that no hexagonal anaxogue of the antifluorite structure exists, -
‘Concermng the octahedra the situation is similar. Inthe cubic packing neighbour-
ing octahedra share edges, whereas in the hexagonal packing they sha*e faces.
(Figure 4(c), (d)). However, because of the larger size of the octahedral holes -
* complete filling is possible in each case, although in the hexagonal packing the .
- cations must have low effectwe charges if all octahedra are to be filled. Cample;e -
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Tzble 3. Structures with Close-packed Anion Sub-latticest

Kind and frac-
tion of heles
occupied by

the cations

Sequ

ence of close-packed anion layers

Tetva-{ Gete- 1 agap ARCASC... ABAC... Other
hedral | hedral
+ o Salg (D1 ©
’ %‘ 4] ;‘ﬂgBi‘s
I Hgl, (C13)
BiS, (C42)
3 ] B-Ga,S, «-Ga,S (B3)
(Superlattice of B4}
3 8 ZnALS, (H.T) o-AgHel, (B3)
{B4} CdALS, (E3)
Cdin,Se,
3 o ZnS (B4) Zn5 (B3 SiC IIl (BS) | SiC 1T (B6)
{wurtzite) (zinc blende) 8iC I 37
‘ CuTe -
CuyAsS, (25 AglnSe, (1)
Cu,FeSnS, (H2,) o
i Y Mgyhs, (D33)
Zn Py (D5,)
{D55)
i G Mg Sn (CH
LiMgSh (Ciy)
1i,AIN, (B%)
LisGeP, (C1)
0 3 =WCl ‘ -
0 ¥ Bil; (DO;) CrCl, (D0
0 & Cdl, (Co) CdCl, (Ci9) HgBr, (C24)
) Ti0, (C5) Hg(l, (C25)
- (anatase) Cdl, (C27)
0 3 2-A1,0, (D5)) Bi,Te, (C33)
LiShO, :
6 1 | NiAs (B8) Nall (Bi)
MnP (B31) HgS (B9
GeS (B16)
SuS (B29)
% 3 Mg,Si0, (H1,) MgALO, (Hiy
(olivine) {spinel) -
3 3 CogSs (D8y)
3 ¥ Cu,Te; (38)
1 $ | MgBi; (DSY) T
3 1 Cu,Sb (C38)
(2/3) CuyTe
1 i LigBi (D0,)
Li,MeSn {D0,)

+ Compounds with deformed close-paclked anion arzays are also included. Moreover, in all the listed
structures the enions occupy only close-packed siies and they fill them completely.
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- filling of the octahedral interstices in cubic and hexagonal close-packed sub-lattices

-leads to the rocksalt (B1)} and the nickel arsenide (B8) structure types respectively.
The first is found in both covalently and ionically bonded phases, the second only
in covalently bonded ones (the ?afgest electronegativity difference found in nickel
arsenide phasesis Ax =1 correspopamg toa relatively small ionic character of’the

~ bonds). - '

. Ofthe phases ct rstalhzmg in tne structures listed in Table 3 only those obeying
- equation (la) are of interest to us. It is possible, therefore, to partition them
according to the numbers ¢; and valencies v; of their cations and in-this way to

- arrive at the classification outlined in Table 4. A similar classification has been-
derived by Goodman® from a consideration of the possible substxtu.‘aons in the .
diamond type structure, ,

It can be shown® 40 that - phases armno from a ﬁ’hrw of the tetrahedral holes in

a close-packed anion sub-lattice and satlsfymg equation (14} automaticaliy fulfil
the conditions for semiconductivity given in sub-section 2.1. Table 4, therefore,

- is very useful in a search for new serhiconducting materials. Phases fozmed by
filling the ‘octahedral holes, on the other hand, are not all semiconductors even if
their compositions are such a3 seemingly to satisfy equation (1«). The reason for

1 Strukturbericht type.

Table 4
By =8—-N
Ty Ty -
i 2 3 . 4
1 1 | Agl (B3,B4)
NaCl (B1)
o1t ' 2 _ Li,S¢ (C1)
. ) [CQSTG] )
2 Hg12 (C13) ZnS (B3, B4)-
Cdo

€8 | §Nio L B
: Cd(,!a (C19) | PbS

HeS (BY)
HgBr, (C24)| GeS (B16)
EigCl, (C25)| SnS (B29)
Cdl, (C27) | [MnTe (B8}

114 N B f@oo

“ 2 . - g . LiMgSb (Cly) -
e o o |[[Cu,Sh (C38)]
R - 1 CeCly (DOy) |- . o InSb (B3)-

, | B, 100y InN (B4)

[Ceds (B1)]

e o : [NiAs (BS)]

I B ) [MnP (B31)]
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Tabie 4—continued

EL‘,’ U = 8—~N
o Zo;
i 2 3 4
1,1,1,1 4 . ,
1,1,2 a-Ag,Jis1, Li,MgSn (D04}
(B3)

2,2 CdZnSs, (B3) Mg.Sa {C1)

PbSnS, (B29)
1.3 AginSe, {E1,)

AgBiS, (B1) -
4 Snl Y ey (8058, ey SiC (BS,B6,B7)

il fPh) g () [2:C (B1)]
Ti0, {C5} [PSn (B8]
{PiGe (B3]
L,i 11 6
1,1,1,4,2
1,1,2,2
2,2,2 Zn.Fe3, {~B3) Nig.As, (D5;)
Zn Py (DS,)
Mg, Bi 3
- Zolg.Sb, £ 052

1,1,1,3 Cuy{Sh,As)3; {~B3) ! Li;AIN; (ES4}
1,2,3 a
3,3 Al,Brg 1 Ga,Sy (B3, B4) GalnSh, {B3)

Bi, Te; (C33)

«-Al,0, {D3,)

y-Al O, (Hiy
1,14
2,4 ZnGePy (E1,)
1,5 Li5bOg
6
Higher
dertvatives .
2,3,3 8 CdAlLS, (E3)

Cdin,Se,

MgALO, (Hiy)
1,1,2,4 3 Cu,FeSn3,
2,24 8 Mg,S8i0, (Hi.)

Wi,Ge,; (H1)
1,1,1,5 8 Cu AsS, (H2;)
171)1»1)1y4 9 LiﬁGCPS (Cl)
1,1,1,2,3,4| 12 Cu,Fe,5r:8, (B4
1,3,3,3,3,3| 16 LiALG, (Hip

i6 fCOQSs]

Square brackets indicate ther the representatives of the cosresponding family of compcunds are not
necessarily semiconductors. .
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il



THE CHEMICAL. BOND IN SEMICONDUCTORS

thls is that octahedral co-ordination need not only result from the formation of
saturated covalent, i.e. directiopal, bonds. Indeed, octahedrally co-ordinated
atoras are very frequently met in metallic and ionic, i.e. nonédirectionally bonded, -
materials. It is-of interest, therefore, to discuss here the main types of covalent
_ bonds which lead to.octahedral co-ordination. Thus the p orbitals of an atom can
readily be nsed to form up to three electron pair bonds directed along the axesof a .
 rectangular co-ordinate system. If these p bonds undergo pivotal resonance the
~central atom acquires an octahedral neighbourhood. p bonds are formed by the
atoms listed in Table 5 which tend to keep their s electrons unshared. Since,
according to Pauling,” at least one of any two atoms linked by a pivoting bond must
contain empty orbitals in the valence shell and since in semiconductors the anions .
complete their éutermost subshells, the empty orbital must occur on the cations,
It therefore follows tha‘r unless an electron transfer occurs, pivoting p bonds are
‘only met in semiconductors containing the Group I1IB and IVB cations of Table
5. The best known representatives of such semiconductors are those of the lead
su]phlde family. To account for the octahedral'co-ordination of Group VB cations’
whlch is neverthpless observed i in many semicenductors, Mooser and "‘ea.rsorﬁ6

Table 5
1B IVB VB -VIB | VB -
a
As Se Br
B 51 Sb Te I
™ Pb Bi -

sugge:ated that in these cations the p and d orbitals of fhe va!ence shell are hybrid~
‘ized. Thus the p3d® hybrid orbitals which extend towards the corners of a
trigonal ant 1pnsm (distorted octahedton) fit very well into the octabedral co-
" ordination of, for example, the bismuth atoms in bismuth: teliwride.f When there
are not enough valence &Igctrons availahle to form six bonds such a hybridization
- provides the empty orbitdls necessary for rescnance. Since the tendency to keep
" the s electrons unshared is less pronounced in the lighter atoms of Table 5 one
k mght also expect these lighter atoms to form octahedral @3d3 bonds in certain
compounds. Indeed, the cadmium iodide (C6) structure met in silicon ditelturide
- (SiTey), tin disulphide (SnS,), and tin diselenide (SnSe,) is readily under-
stood if one assumes silicon and tin to form resonating’ pd? bonds. Lead,onthe
" other hand, in which the tendency tokeep an unshared pair is well deeloped does
not form- dmh’llcooemdee Nevertheless, there exists a jead comipound which
. erystailizes mthce‘a(.mw.m indide structure, namel',uf’addn adide(Pbl,). However,
- 1in this compound lead is divalent, forming two resonating p bonds,
Bonds involving 4 orbitals are of particular itaportance in compounds containing
_transition elements, Thus, it would seem. that a transitional atom could readily

+ In contrast to tms, Drabble and Goodman® assume that sp°d® bonds form in bismuth
telluride. I—Iowever, their bond scheme seerus to account less satisfactorily for the obeerveu

: mtemtomnc dis tdnces
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form 425p? bonds when located in an octahedral hole of a close-packed anion array.

However, short range order and even = mgnetm properties do not as a rule permit
unequivocal determination of the valence states of these atoms in solids, The
knowledge of how many d electrons and orbitals are involved in.the bonding is,
therefore, in genera} lacking. There is evidence that in the nickel arsenide phases,

for exampie, at Jow axial ratios (cfa 5 1-55) cation—cation bonds form which run
throughout the whole crystal, thus producing metallic properties (Pearson®?).
Mevertheless, there exists no really cleas~cut criterion for predicting which of the
nicke! arsenide phases are metaliic 2nd which are semiconducting. Some progress
in this direction has recently been made by Halliger.” For a review on semi-
conductors containing transition elements, the reader is referred to the recent
article by Moriz. % '

" 3.2. The Directional Character of Covalent Bonds and ﬂze Composition
of Normal Valence Compounds

The classification discussed above shows how & great number of seiniconducting
structures can be derived by putting cations inte the interstices of f‘hse~packed
anion sub-lattices, It does not, however, staie which atoms actuaily lend them-
selves to the formation of these stractures. The empirical relationship betwees the
directional character of the bonds in solids and some suitably chosen parameters of
the component atorns?® representis a step fowards the solution of this problem.
Buch a relationship is all the more impmtant since, ag was shown in sub-section
2.1, the very consept of the semicond seting bend rests on the intiraate connectivn
between the short range order in semiscnductors and the valence states of the
constituents. This connection is Hmited ta divectionally bonded phases, The
structures of —non-a’zmrmm”v bonded phases are goverzwd by geometrical p:inv
ciples®® which state that such structures tend towards the best possible filling of
space and the highest symmetry, and that the networks formed by the links
between nearest neighbours tend towards the highest dimension. The short range
order found in these structures is therefore no longer related to the valence states
of the component atoms, and it becomes of interest to study the changes in short
range order and structure which occur in a series of chermnically similar solids on
going from the directionally to the non-directionally bonded ones.

It was pointed out by Dehlinger®® that the principal quantum number # of the
outermost occupied shell of an atom measures the directional character of the
bonds formed by this atom with atoms of the same kind: as # increases the bonds
gradually lose their directional properties (see also sub-section 2.2), To extend
thiss eiatzo*zshxp to compounds we mtraduce asuitably averaged principal quantum
num DC
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THE CHEMICAL BOND IN SEMICONDUCTORS.
. between the electronegativities of the anions and cations, and in order o be able :
to discuss compounds with more than two components we deﬁne

Ax = |&,— %,

where #,and %, are the arithmetic means of the anion and cation elec ronegativities.
(The electronegativities listed by uordy and Thomas?*’ are used throughout our
.discussion.) .
If various chemically similar compounds are plotted-in a 7 versus Ax dlagram
* thenaccording to the above discussion it is expected that covalent, i.e. directionally
bonded phases, occur in'a region of the diagram where 7 andfor Ax are small.
Non-dlrectlonally bonded compounds on the other hand, are expected to lie in

~N

y NN

6 AN -
o0 Ne® %6 © o T
5——0—-0. - vieee P
p 4
o OMde o vee egew ©
o] o N\s . |
4k PREPY SPEPUR SEPONI N
.00 \e®
- 00 @ s ®d o0 &
)
3
o b » o )

/-

Average principal quantum’ number, 7 —_—

<

05 1015 20 25 30
Electronegativity difference, 42 =

@ B1, Octahedral co-mdmanon
0 B.% B4, E1, Tetrahedral co-ordmauon

Figure 5. Normal valence compounds of composition AX
© with tetrahedral and octahedral co-ordination

the region of large 7 and/or Ax values. Such expectations are borne out to a rather
pleasing extent for normat valence compounds of composition A;X {7, =1,2,3).
‘Thus, if in Figure 5§ we plot the AX compounds formed by non-transitional ele-
ments in their normal (highest) valence state which crystallize in the B1, B3, and
B4 types of structures we see that a sharp separation occurs between the tetra-
hedrally and octahedraily co-ordinated structures. {The chalcopyrite phases of
composmon ABX, are. also.,plotted in Figure 5 because their E1, type of structure
is essentially a superlattice of the zinc blende structure.) A more complete account
of the 7, Ax classification of AX compoundsis given elsewhere.# Here we should
add only that the separation between different structures is further amplified if the
electronic configuration of the component atoriis is taken into account. Thisis seen
in Figure 6 where we have plotted normal valence compounds containing A Group
- cations only. The 7 versus Ax diagram is now partmoned into different regions
each containing one of the followmg structures: zinc blende (B3), Wurtthe (B4),
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rocksalt {B1), and caesium chloride (82). 1tis noteworthy that the arrangement of
the regions is such that at any value of 7 the structure with the higher Madelung
constant always occurs at the higher Ax value,
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Next, discussing anfon-rich compounds of composition AX,, AX,, and A2,X,
we find that, with the exception of the rather complex lead chioride (C23) and
uranium trichloride (UCl) structures, all structures to the right of the solid lines -
in Figures 7-9 are based on close-packed arrays of cations whose interstices are
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ﬁlled up to varicus degrees by anions(Table 6}, Because the anions outnumber the
cations the filling of the cation sub-lattices is high, giving rise to densely packed
structures which comie close to fulfilling the requirements of Laves'® geometrical
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“principles. This is exactly what would be expected of the structures falling into
the non-directionally bonded region (high 7 and/or Ax). Because the tetrahedral
interstices are twice as numerous as the octahedral ones (sub-section 3.1} mos: of

* the anions occupy tetrahedral holes in the cation sub-lattices.

Structures in the directionally bonded region (i.c. lying to the left of Lhe soiid
lines in Figures 7-9) are, on the other hand, characterized by close-packed arrays
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THE !"HEMICAL BﬁND IN SER /HCON.)UCTORS

structure while the A X compounds favour eitber the anti-D0, structure or the

DOy, structtre which is essentially the antitype of the DO, structure. Finally, in
the A;X, compounds we meet almost exclusively the anti-DSz, the anti-D5,, and -
the closely related DS types. Because of their dense packing these structures are
‘expected to be stable even when the bonding is. non-directional and, as shown
for example in Figure 10, the C1 phases ate scattered over the whole 4 versus Ax
diagram. Similar plots are obtained for the A,X and A;X, compounds but,
because of the more stringent valence rﬂqmremems the scatter is somewhat Ia,s\
extended in these compounds.

In some ternafy compounds of r‘ox‘-lposmon ‘ABX which crystadi?e inan
ordered fluorite-like structure, the anions do not occupy the close-packed (calcium) .
sites. Consideration of the bondmg Ied to the prediction and subsequent discovery
of the metallic properties of these compoun ds.® In contrast to this, semiconduciing.

“l ‘C B R ]
B ot GO - <
000 | - . . .

v o ¢ . : o
96 a‘ o o . o

R r————. —
Average principal quantum number, 7
g& pl pal q A *
AN
L]
)

0 05 10 TR 20 25 0
Electronegativity difference, 47 -~ we-ms=
- G Non-metallic {1, Clp & Metailic CI, C1p

o ’ Figure 10. The antifiucrite type phases
4 S 4 2

prcpeftleq were predxcted and found in the ABX. r‘a'npounds in which the anions
- are clese-packed. Ttis interesting to note that the metallic ABX phases onl; yoccur
-at high 7 and low Ax values (Figure 10), i.e. in a region where the bonding is
ey;}ec..ed to be metaliic,

4 THE SURFACE STRUCTURE OF ¢ uLLCLl‘"ONDUCTORS

The constiutmn of semiconductor surfaces is of considerable interest tosolid state

pfxysmxets because many electronic processes in semjconductors zre controlled by

. the deviations from peuodtuty of the crystal potential near 2 surface. Thus we

know that charge carrier traps and recombination centres exist in semiconductor

surfaces and phenomenological theories have been developed to describe the

_ influence of these traps and centres upon the properties of semiconductors, Never
* theless, our knowledge of the actual structure of semiconductor surfaces is rather
- Jimited. By means of low energy electron diffraction, information can be gained
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about the spacings between surface atoms and about the structure of clean surfaces
and its modification on exposure to various gases (cf. Farnsworth and Schlier®® 4
Studies of crystal habit, microcleavage, and etch pits can give a wealth of informa-
tion on surface energy, surface structure, effeciive charges associated with surface
atoms and with atoms in the bulk, and on the effects of chemical agents on the
structure of a clean surface (cf. Wolff and Broder,?® Pearson and Wolff%%}. Such
_information is of considerable help in understanding the nature of the chemical
bonding in semiconductors and for this reason it is appropriate to consider some
- of the experimental results which have been obtained sc far.

In substances which crystallize in the diamond or zinc blende structures, whose
interior atoms, therefore, are tetrahedrally co-ordinated, two kinds of surface atoms
are found: (1) those lying on a 111 face (or any Akl face for which & > [}; and (2)
those lying on a 001 face. Surface atoms of the first kind have three neighbours in
the bulk; those of the second kind only have two neighbours. All other surfaces
are made up of atoms of these two kinds. The properties of a surface of these
crystals then depend on the type of atoms which lie on this surface and on the
electronic and chemical processes which occur te saturate the broken bonds. Thus
it is found that in the clements silicon, germanium, and grey tin, the valence s and
p orbitals of the atoms on a 111 face for instance are no longer hybridized. The
surface atoms acquire an octahedral neighbourhood by moving into the bulk of the
crystal by 1/4 of the length of the body diagonal. This can readily be understood
if one assumes the surface atoms to form resonating p bonds.. Since the s orbitals
of the surface atoms contain only ore electron each the surface atoms act as
acceptors, giving rise to the P-type surface conduction which has beén observed
insilicon and germanium. Inmercury selenide (HgSe), mercury telluride (Hg'Te),
and, somewhat less pronounced, also in cadmium telluride(CdTe), similar deform-
ations are found which in these compounds lead to rocksalt type surface layers.

‘It is noteworthy that in Figure 5 all the zinc blende type compounds in which this
rocksalt type surface structure occurs lie near the borderline between the tetra-
hedrally and octahedrally co-ordinated phases.

The clean surfaces of a semiconductor can also, and generally do, attain stability
through chemical reactions with ambients so that further information about the
constitution of such surfaces can be gained by subjecting them to the etching
action of various gases, solutions, and liquid metals. The reactivity of a particular
surface is found to depend on the valency of the ambient. Thus, monovalent atorms
(halogens) prefer to become attached to surface atoms of type (1) while divalent
atorns (oxygen, sulphur) show a preference for atoms of type (2). Moreover, size
effects play a role, so that surface attack by large iodine atoms can differ appreciably
from that by the smaller chlorine atoms.

The optical examinations of microcleavage patterns reported by Wolff and
Broder? are cf particular interest in connection with the subject of this article
since they give information on the nature of the surface and bulk bonding in
solids. The cleavage patterns of zinc blende type compounds for instance are
influenced by the effective charges on the component atoms: because of these
charges all zinc blende type compounds cleave on 011. However, if the charges are
very small, cleavage on 111 is also found. The ratio of 111 to 011 cleavage, there-
fore, is 2 measure of the ionicity of the bonds and the results obtained so far indicate
that in these compounds the effective charges on the atoms are less than unity.
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The relative strengths of the bonds in ternary ¢ompounds can also be estimated .
from examination of micro-cleavage patterns. In chalcopyrite (CuFeS,) and in
enargite (CuzAsS,) chains of the type cation-anion—cationy; are found to. be
~ considerably stronger than chains of the types’ cation—anion~cationy and cationyr—
_anion—cationyy. In particular it is found that in chalcopyrite one of the bonds

. (probably that between Fe and S) is much stronger than the other (Cu-S).
We have indicated some of the ways in which information on the surface struc-
ture of semiconductors can be gained and how this information leads to a better.
, understandmg of the surface and bulk bonding in semiconductors, Moreover, our
' discussion would siiggest that a rigorous apphcauon of the bond treatment to the
-.description of surface phenomena might well increase our, at present rather

limited, knowledge of the rﬂlatxonshlp between surface structure and surface )
states. Some of the problems met in the physics and chemistry of semiconductor . -

‘surfaces are akin to those arising from the  presence in semiconductors of phymcal
defects such as vacancies and dislocations, It is expected, therefore, that in this
ﬁeld too, the bond approac‘x Wvll prove to be of interest.

5. ENERGY GAPS AND LHARGF CARRIER 'VIOBILITIES
AND THEIR DEFENDENCE ON BONDING .

Eoilowmg Welker’s discovery of the sexmconductmg properties of the AmXV
compounds the chemical approach to semiconductivity as outlined in Section 2
rapidly provided us with the necessary means for predicting and classifying semi- |
- conducting materials. Little progress has, however, been made so farin predlctmg
and cak,ulatmg such fundamental parameters as band gaps and charge carrier
mobilities of semiconducters, The reasons for this are manifold. First we note .
that present—day electron theories cannot cope with this problem in a general way. -
.‘Indeed, rather than preducing theoretical values for band gaps, accurate band
calculations make use of the expenmentally determined values to derive the preper
energy-momentum relationship in 2 semiconductor. -The theories dealing with
 charge carrier mobilities often cannot even give the right temperature dependence -
. of the mobilities 2nd the situation is worse as regards absolute mobility values.
Moreover it seemns that in low mobility semwcnductors the very concept of charge
carner velacity becomes meaningless. 5 .

Under these circumstances, at best one might seek for empirical relatmnshlps :
between the semiconductor parameters and some suitably chosen parameters
. characterizing the component atoms and possibly the crystal structure. - If these
relationships are to be of any value, they shouid not only hold for the energy gaps
and mobilities of known semiconductors, but they should aliow the properties of
- new semiconductors to be deduced by extrapola.tlon or interpolation. Even this
* ernpirical approach is, in the case of the charge carrier mobilities, severely limited
because the expenmentaliy determined mobilities do not necessarily represent
intrinsic propemes but may be affected by deviations from ideal composition |
- and by crystal imperfections. The dependence on the date of measurement (!)
_ of the electron and hole mobilities in germanium clearly reflects this unfortunate
state of affairs (Shockley?). Moreover, while in a comparative study of energy
*gaps one can readily extrapolate to the valies at absolute zero, such an extrapola-
tion is not warranted in the case of the mobilities and normally one has to compare
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some arbitrary temperature (ie.roomtemperainre). Suchaprocedure

3

s'm.zs.f.'y asts doubt upon the usefulness of the L,sustmg relationship.

1 gpite of ali these comiplications and uncertainties we now discuss some
pts at relating the valuss of energy gaps and mobilities to the chemical
pomposition and structure of se'mconductom We do so because however dubicus

I ‘z“.r.mpta may be, they are, nevertheless, often very helpful to the mperk-
. Moreover, most of the recendy @stabhshd refationships are based on
ad treatment and thus afford further insight inte the merits and short-
!;om'ngs of this approach.,
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For completeness we should first of all mention some of the earlier established
u}.a...mnohxpa. The temperature dependence of the electrical conductivity o of
many semiconductors in the extrinsic range is given by

= Aexp—(AEIZRT)

Arcording to Meyer and Neidcﬂ,*’v the energy gap AE in this formula is related to
~8 -

the constant 4 by 2 logarithunic law:
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Here 7; is haif the distance between neighbouring atoms in the crystal and #, is
the av\,r?g of tie positive ionic radii of the constituents,
Welker’s vules? on the other hand do at least afford a gualitative interpretation.

These n1 Ess. czn he summarized as follows:

wl structurally similar semicondactors the one with the
mally has the highest band gap and the highest electron

equal conditions the semiconducior with the largest lonic
onding normally has the highest band gap and the lowest

Theoreticu! interpretations of these rules bave been given by Seraphin,® Hey-
id Heraphin,® Gubanov,® and by Adavi.® Rather than reproducing the
:1936; anthors we sheunid GUJVC out here tha *b simple melecular
ven in sub-section 2.2 affords 1 qualitative Interpretation of

3 *-uTn: thcn elafe 128 f:s:e size of ¢ I'e en rgy gaps. Thus, one
b semiconductor-—and Wel-

(D

thess——-becw&en bondis
atence and conduction b ¢ largrst when the bonding
heteropolari g of the Londing we have pointed out in sub-

xpected to produce a jarger sp

oiitting between bonding and
: hc m €cula" urbfia; e hmm wou Ed aiso suggest that in
( wieopyrites) in which A-X
A determined by the
ondin
15, Tinally, we note
adin ng bands also form
remf.zma sp,bem eenbon o-reﬂg‘P
i .d evistions from Welker's
of semiconductors,
ever—‘heles‘s. great
: 1'30 carrier
21 ad are not
rules v .rious authors,
Tmeters. Starting from the
e ;grix and bnxm ngth as estab '; wed by Pammg,‘*‘*
&1 p AR of oup IVE elements
hr- th“r' assumes Lnat

=
[

Pt

ralues wou X X gw‘,z_ in } zguu i4sot ":at any devi-
?tmﬁ, LE,, ean be attributeii to rhs zomm; of the bonds, Geodman is sble to
relate A%, to the charge carrier mobili’cies found in the AMXY compounds.
Urfortunately his treatment only covers the energy gaps and mobilities of a few

zinc blende type semiconductors and acomparison between Figure 14 and Figure

rand antibonding levels, and

ing tu the weaker -

3

1Z would suggest that relationships between the energy gaps AE and structural

parzmytcrs such as 4 and 4 are quite accidental,
The heat of formation has been used as a measure for the strength of the bonds
emiconductor and a relationship between heat of formation 'md band gap has
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and Gerritsen® (Figure 15). These authors also
gap< of ionie compounds from the heats of
e 16). Zhuze,% on the other hand, related the
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heat of formation of 2 semiconductor to the electron mobility and in the case of
some rocksalt and zinc blende type. compeunds his relationship seems quite satis-
factory ("‘lg’; cs 17 and 18). Tzking the difference Ax between the anion and

cation slectronegativities as a measure for the bond ionicity, Zhuze also shows the
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mﬁaence of anionic bond ccmponent upon the size of the electron mobﬂfv {Figure
19). Ormont® criticizes the use of the heat of formation as & measure of bond
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strength and suggests that dissociation energy Qand surface energy e are better
- ‘suited for this purpose "He proposes relauonshlps of the *gijuvmc form:

’ . ' AE =" N, 'p L Q
S = ()
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where N, and IV, are the numbers of valenee electrons of the anion and cation
respectively, p is a constant, and C, M, I, and ¢,m,7 are terms gauging the relative
sizes of the covalent, metallic, and ionic components of the bonding, respectively.
C and ¢ are both taken as constant, M and m are taken to be either proportional to,
or an exponential of the sum of the atomic numbers, and finally  and ¢ are assumed
to be proportional to Ax. While Ormont’s formulae reproduce the energy gaps of
many semiconductors fairly accurately they réflect but little of the original sim-
plicity of Welker’s rules. It would therefore seem that not too much significance
can be attached to the interpretation of the parameters C, M, I,¢,m, and .

The original work of Weliker® as well as the interpretations of the Welker rules
show that the influence of an ionic component in the bonding upon energy gap and
mobility is mostly due to the difference of the depth of the potential wells of the
aniops and cations. Clearly this difference is not determined by the electronega-
tnuty difference alone as hasusually been assumed. To explain the trends observed
in the sizes of the energy gaps and mobilitie$ of the A'XY compounds Folberths3
{see also Folberth and Welker®®) therefore -introduces a polarization which
accounts for the asymmetry of the charge clouds associated with the bonds in these
compounds. The way in which Folberth arrives at this polarization is, however,
open to criticism and, indeed, his treatment seems to be restricted to some of the
AYXY compounds only.

The dependence of the energy gap on the principal quantum number 2z (sub-
section 2,2) and the successful application of the parameters 71 and Ax in classifying
the structures of normal valence corfipounds (sub-section 3.2) has resulted in yet
another interesting relationship. Inarecent paper Pearson™ finds that for the iso~ .
electronic series 8i; AlP (7 = 3); Ge, GaAs, ZnSe, CuBr (7= 4); and Sn, InSb,
CdTe, Agl (7 = 5); empirical equations of the form

AE—-AE, = ¢ Axb

hold (Figure 20}, where AE, is the energy gap of the element of each series and ¢
~and b are parameters depending on 7. Pearson uses these equations to construct
lines of equal energy gaps in a 7 versus Ax diagram. Realizing, however, that the
effect of the pelarization as discussed by Folberth is not fully accoynted for by Ax
alone he intreduces a third parameter, namely the ratio 7./r, of the tetrahedral
radii of the cations and anions. Projecting the lines of equal energy gaps on tc the
curved surface on which the above compounds lie in a i—Ax—7./r, diagram
{Figure 21) he finds that the band gaps of the remaining zinc blende type com-
pounds lying on this surface are predicted within an average accuracy of 3 per cent.
Compounds lying below the surface (i.e. with smaller r./r, values) have larger gaps
than would be expected from the lines of equal gaps, and the band gaps of com-
pounds lying above the surface are smaller. This behaviour can be explained by
discussing the dependence of the polarization 6n 7.f7,. As compared to the rela-
tionships meutioned above, his treatment hds the advantage of accounting for the
_energy gaps of all the zinc blende type semiconductors for which % = 3.

Most of the relationships mentioned above are limited to series of structurally
and chemically similar seiniconductors. Attempts have been made by Goodman®®
and by Cornish? to systematize the experimentally established trends and thus
to arrive at more general relationships, However, it is obvious from these attempts
that, at present, any generalization can be gained only 4t the expense of accuricy.
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resent discussion of the brave bui enly par*ia‘;ly successful attempts at
ag ..,:;ev'gy gaps and mobilities o some & tomic and structural parameters as
¢ the character of the bonds, should not be concluded without mention
ma-ic of the serioa cr“f'sism voiced by Herman.” According to him the
: ¢ mnobilities in semiconductors of the same structure
£an !;%:j.y b:, expiameu in ier'ns of changes in the bonding if all these semiconductors
have the same type of band structure and in particular if the band maxima and
minima gl occur in the same location in momentum space. Unforix ~na‘e§_y, thereis
sirong evidence that this is uot even the case in the relatively simple zinc blende
type \efmconducfcrs :

§. CONCLUDING REMARKS

is conclusion it can be said that systematic studies of the chemical bonding in
niconductors have Jed to the rapid discovery of a large number of new semi-
‘-*N“g tnaterials, This dscovery, which is of considerable practical interest,
was made possible by the concinsion reached from the bond approach that all
nxilti-component semiconductoss are normal valence compounds. This could not
hsv: beer reached from the band calculations which are available at present since
calculations tend to put emphasis on the symmetry of a crystal rather than

an lts chemical composition. Moreover, since it is readily y pessible to introduce
chenudal information into 2 bond discussion, such a discussion is well ad apt ted for
simu Eta*wﬂ:_s surveys and comparative s;udies of many semiconductors. Ins ptt‘*
:f thi wpenmentally observ“d trends in the energy gaps and charge carrier
04 5@23 ties of series of chemically and structurally refated semiconductors b

up to now, defied any rigorous interpretation and the future of the bond appro,,,ck
will depend on whether ornot it can succe::sfx_‘liy sclve this problem. Instudies of
the structure and chemistry (adsorption, catal yﬂ* action) of Je\mconauctmg gur-
£,

"

ces considerations of chemical bonding wiil continue to play an essential rols.
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THERMAL CONDUCTIVITY OF SEMICONDUCTORS

1. INTRODUCTION

Thermal conduction belongs to the equalization p.roceéses. Tt arranges the

" equalization of energy, therefore thermal conduction means the samé as energy

transport which occurs when a temperature difference is applied between two
points of a crystal. In this paper we want to get inside the physical elemental
processes concerned with heat conduction in semiconductors and will formulate

~ the corresponding mathematical principles for the entirety of these processes.

In 2 homogeneous isotropic crystal the heat current flows in the direction of the
temperature gradlent which should be small: »

W= —ygrad T . ()

The pfoportmnallty factor x is called thermal conductmty Tte dimensions are

gwe'x by the international system of measuring (W cm—2deg.K-%).

The phenomenological theory of equahz.mon processes and, therefore, also
that of thermal conduction belongs to the intricate thermodynamlcs of irreversible
processes. Therefore, in thermal conduction as well as in all transport processes,

-the time derivate of entropy produced within the system by irreversible processes
-~ isof great tmportance Onsager! was the first to recognize this fact. Some ideas of .

his theory resulting in. symmetry relations between transport coefficients, named

. - after him, will be dealt with in Section 2, Furthermore, we will examine the

influence of crystal symmetry on the conductivity tenscr, In Section 3 the first
step is taken for treating the problem in the framework of statistical mechanics,
By disregarding all interactions the eigenvalues of those Hamilton operators are
determined which are obtained for the motion of electrons and lattice particles,
i.e. atoms, ions, nuclei, etc.- After introducing intetactions the stationary non-
equilibrium states are examined. The transport coefficients can be formulated by

-~ means of knowa distribution functions of the perturbed state. This is stated in

Sections 4-8 for various interactions. According to Krumhansl,? the transport -

- processes may be subdivided into two groups. With the first one, low exéitation

energies are of i importance: electrons, phonons, photons, With the second one,

“higher excitation energl& are necessary: free electron-hole. pairs and excited

. electron states, called excitons. Finally, in Section 9 a practical’ apphcatmn of

thermoelectric effects is pointed out wherein thermal conduction is of some
importance. . :

2. PHENOMENOLOGICAL THEORY

2. On the Theory of Onsager

* "The irreversible transport phenomena may bh represented to 2 ﬁrst approxx-
mation by phenomenologtcal equations of the general form

.

- 3 Ia% (=12.00) -
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These linear equations define in 2 suitable manner the generalized ‘forces’ X,
and the conjugated generalized ‘currents’ J;. The Ly are the phenomenological
transport coeflicients. When regarding L, as components of a second-order
tensor, then i1s diagonal elements according to -

Jt'":L:‘iXi (i'=1,2,...,7l) ) .(3)

are the usua! transport coefficients. These are, for example, the diagonal elements
of conductivity tensors. They specify one current component caused by one force
comporent. When two or mote transport processes of the same or of a different
type take place simultaneously, cross-phenomena occur and non-diagenal elements
of equation {2} are not equal to zerc. Inany case, with a proper chozce of currents
and Bows, the sy mmetry 2 relations

Lap=1ILy (GE=12..,%) (@

d by the Ly, values, The L, values form a symmetric tensor which is,
ing o ¢ quafim (5), positively definite, The symmetry relations {4) express
stions between transport coefficients on simultaneous occurrences of
several irz'cvem I iransport processes.

By the proper cheiced of currents and forces the definition of these conjugated
vz:iﬂ‘bies is 1o be understoed in such a way that the ‘internal’ entropy producuop
rate can be written in the simple form

45 < a8 <
$=z@£=zﬁ&>0 e (5)
§e=1 Poogi=1

The time variation of a thermodynamic state variable «; is the current or flow J
the conjugated force X of which is 85/0a;. A general proof of Onsager’s theorem
(4) car: be found in a book by de Groot® It is given by the theory of fluctuation
phenomena, having microscopic reverﬁlbility of elemental processes as ity funda-

- mental ass ion, Thisassumption is jostified®in thai the fundamental equations
of mechznics are invariant with regard to time inversion. Therefore, in thermal
equilibrium each elemental process takes place as many times as the reverse, In
quanturn theory this means that the transition probabi!ities are reversible. This
results quite generally from tbe hermiticity of Hamiltonians.

A fundamental difficulty is to understand from the time reversible equatxonq of
motion, with which one is concerned in mechanics and quantum mechanics, the
irreversibility of macroscopic transport processes, e.2. thermal conduction. These
difficultiss have been examined thoroughly in recent years by several authors.?

el

2.2, Ons of Onsager’s Reciproeal Relations

By way of example a short derivation of the relations between two therme-
electrical effects shall be given, the Seebeck effect on the one hand, and the Peltier
effect op the other. Thelatter is of practical importance for thermoelectric cooling
{see Section 9). The time derivative of entropy for a two-conductor circuit, which
has in one of its avms either an electric voitmeter or a voltage source, has been:
calculated by de Groot. As shown in Figure 1, the soldered junctions 1 and 2 and
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~ every point of both conductors is in contact with a heat reservoir of 1arge heat
capacity. Wxth the equat:on of Gibhs :

TdS = dU—pdg , . (6)

where p = electrical potential,
’ = electric charge,
U inner energy, . v
the author finds for the entrepy prﬂducuon of the total s y<+em
‘ d8 dUAT dg Ap

& @Tar RN

Figure 1. .Seebeck effect: Temperature
difference - AT generates a _thermodlectric

*  current and if the two-conducior civeuit s
interrupted, the thermoelectric voltage Ad
occurs, Peltier effect: A batiery of voliage
Ad generates a divect current leading fo a
temperatirs dzﬁerence AT between ihe two
soldered junctions (for definition of 8igns see

Louts®®

This expfeésion, invelving products of the currents dUJ/d, dg/d# and the cénjm S
- gated forces, is 2 specific case of equatien (5). Accordingly, applying equation(2),

Ae , AT -
71 = ~Ly ; Lag g : v (82)
: Ay - o
2= —Lm“:,‘wgfllzsﬁ -+ (88}

In order to anderstand the physical statement of the On:,a!rer relation L1 =Ly
two cases snaH be exammed The first is

T AT#0\8p Ly ,
S J,so}ﬁif‘ -oT 9

" Ap/AT represents the differential thermoelectric power Qofthesystem. Equation . R

~ (9) describes-the Seebeck effect. The second case is

AT=0\J; Ly . :
Jlaao}Jl L, " T B
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il represents the Peitier coefficient; it measures the heat produced or destroyed
on passage of current at 3 soldered junction per unit charge. An Unsager relation
between the Seebeck and Peltier effect is therefore given by the equatien

Ja¥) Ii
aEY

"This is the first equation of Thomson. It chows that both effects are energstic
reversals of one and the same process.

.On the foundation of statistical mechanics Sendheimer® proved exactiy the
relation {11) for the ccupled system electrons-lattice,

r —_ b 5
fogy T by 2

2.3. Anisotropic Crystals
Forthermal conduction in anisotropic crystals, equation (1) tmust be generafized:

3
i

Wy = - oy
. i EEJIXlek

(=123 V)

The matrix (xz) of this equation system is called 2 tensor. Below we want ¢
examine what relations result betwesi: the nine tensor coraponents with regard ic

(1) Onsager’s theorem;
{2) The crystal symmetiy.

(1) According to equation{12) the thermal conduction may be regarded formaily
as a superposition of three irreversible processes, each being assigned ic s co-
ordinate axes direction. This seerus to be a specific case of the equation system {2}
‘with Lg = ¥z, In fact, an examination by Casimir? reveals that this is not exsctly
the case; rather the Onsager relations lead to the expréssions

1 3,"5){;'&. Oxai) C 14 a
72 G a) =0 G=123

PN
o
e

3
¢ =1

The physical statement of equation {13) is that antisymmetric components of the
thermal conductivity tensor do not add to the divergence of heat flow, divw, and
therefore cannot be observed. Therefore, it is permitted to equate the anti-
symmetrical compoenents to zero, Then applies ,

Xie = xp GHE=123) ) LY

hi i 50 results from equation (13) provided it 13 agreed that each
This equation also results f; tien (13) gree

ponent y; disappears in vacuum and the value of yz in the crystal is independens
of the shape of the specitnen. When inner or outer surfaces are important for the
transport mechanism, equation (14) is not valid any more because the assuinption
of microscopic reversibility for scattering processes on surfaces is nof warranted.

To deduce equation (13) Casimir starts from the fact that heat fow components w; in
anisotropic crystals are nof time derivatives of thermoedynamic state variables ; s is the
case for the hest current [w| in an isotropic conductor. Besides, the heat current in aun
anisotropic crystal cannct be defined uniquely, because onliy the divergence of the heat 8ow

. Bw, dw,  dw, .
éi'&'W:,—! "—3+*"3 . coee £
gx;  Oxg g
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THERMAL CONDUCTIVITY OF SEMICONDUCTORS .
Cdsan observable quanu’ey. For this reason the heat flow W remains unchanged when addmg
" to the y;» values a term p,k, s0 long-as the correspondmg divergence
9 oT : .
Ea, (p,kaxk) =06 - -G

This equation iy always satisfied if
bip = —pp and E‘——=0 R <. (1D

The addition. of an antisymmeu'ic tensor to the y;z has no physical meaning, provided
equation (II) can be applied. Accordingly, the Onsager relation must not necessarily yield
Xik == Xzi- Casimir’s paper explains more closely how to find the exact symmetry relations
(13) when starting from local entropy preduction caused by temperature ﬂuctuatmm ina
“suitable definition of generalized forces and currents.

(2) According to equatlon (14) the thermal conductivity tensor is symmetnc

The Onsager relations reduce the number of independent components from nine

- to six. Also, generally, these six components are not independent of each other. .

Because of the crystal symimetry,? linear relations between them may exist. - The

crystal symmetry is described by non-trivial symmetry operations of the lattice.

These are transformations arranging the crystal because of its symmetry into an
identical posztmn to a fixed co-ordinate system.

The symmietry of each perfect ctys'ral is characterized by & group of symmetry operations
" of the lattice, "These are motions bringing 2 crystal oz an unbounded space lattice to an
identical pmition with regard to a fixed co-ordinate system. The entirety of symmetry
opetztmnw is called space group R of the crystal in question. The elements of the mpuce
groups, the symanetry operztions, are apart from the primitive translations, proper and
improper rotations {the latter include the ordinary reflections as well as the inversicn), sud -
~ operations due to screw axes and glide planes, The two last symmetry elements, which
" cotrespond to non-primitive translations followed by a proper or improper rotation, sre
omitied in the so-called simple or symunorphic spate groups, so that these consist of 2
translation group T and a crystal point group P as sub-groups. 'The transiations permute
with the elements of the space group, therefore fortiing an invariani sub-geoup. "This applies
2lso to nox-syrmorphic space m'oups, as, for example, those being assigned to the diasmond
-Iattice. . 5
‘The operations to he cons:dered for determining the independent tensor compc:n:mf sarc :
those which leave invariznt any pomt of the crystal. These operations form the ‘site group”
. L.* By raeans of group theory this is defined as follows:
If R is the finite spice group of a finite crystal and T the group. of inherent prlmitive
. translations with one-dimensional repzesem:aﬁons exp(2wikt), k therein | ne,ng a vector in
. the re‘..proaal fattice (Section 3) and £ a transiation of T, then only the factor group F fromy
RtoTisof major interest. This one is isomorphic to one of the 32 crysial point groups. !
Generslly, the site group is a sub-gronp of the factor group. For k = 0 the factor group and
" site group ave identical. In this cuse, being of intersst to us, three-dimensional rastrices
correspond to the site group (=point group of R), these matrices being defined by
hnmogmeous ca-ordinate c:*m-‘farmmons -

‘Out of the syrammry operations of the iat—txc pnty those which iecwe invariang

Cat least nne point of the crystal are of interest here. The total of these operations

forms the so-called site group.® The corresponding motions are represented by
orthogonal tramfmmmons

3. .
= 3 agi {=1223) ‘ .. {15}
R=1 . : :
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With equation {15) the component w; of the polar heat current vector turns to

=127 ... (i6)

Since equation(15) describes a site transformation, w; = w;zndy 5 = y ;. Withthis
in mind and with the help of the knowsn transforma "cion faw for tensor components,
the linear relations searched for are casily found. In Table 1, following Mieissner

Crystal classes

& Tengor compovents
(point groups)

i
) LG Xadr Kagy Xame Xrs: Hine Xos
A
Cy, 3, Cs X1ty Xane Xusr Xt
Gy, Ci h!
C f\h S
dy a4 M4
o C'h Xits Xoz = Xuie Yo Xiz
gy e E
8 C;, J N
Dy, D cY N xen x
2 <025 on Xi1s Xazs Xsu
D, B, Cy )

Dd’ Df? C’U’ Dg

oo X1n: Xog ™ X1 Xea
Dy, Df, €%
y 2763 5

]
D;;. J
o~ 2 oy rod Th e me mp e s
O, 08 T, 0%, Xits Xag = Xa1s Xse = i

and Kohler,1? the tensor components different from zero are suramarized &
erystal point group. The point groups are designated according to Schoer

There is still another method which permits us to define independent tensor
componenis in a simple manner. This method is based upon group fheor
therefore has the advantage of leading in a simple and distinct mano
determination of the independent tensor components, even with i&"—' :
higher order, which occur, for example, on examination of thermal condu: ?j\mf_; in
a magnetic field, For the sake of sin ;:ﬁ: ity the vnmmrwnai;cal mpthoa is evxmam"é
on second-order tensors which concbiue, 56 in the case of the

A of ¢2
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(1) Proper rotation groups; :
(2) Improper rotation groups (= rotary reflection groups),
(3) Improper rotation groups not contammg the inversion itself.

The matrices of the irreducible representatxons of an mterestxng point group are
well known. Mailler,*® for example, has given them explicitly for cubic and .
hexagonal crystal classes. Now it is easy to see that the transformation matrices
(ttm, ) bemg defined in the following manner

3 .
Xin= 2 tmaxa Gm=123) .07
. k=1 :

and connecting the componsnts-of thermal conductivity tensors in equivalent
co-ordinate systems, must be elements of a many-dimensional representation.I’
of the crystal point group (= crystal class) Therefore, I" can be reduced into
irreducible representations of the point group, the dimensions of which (for
* cubic crystal systems) are at most three, It results therefrom that certain linear
combinations of one, two, or three tensor components in all symmetry operations
of a point group mutually transform. These linear combinations are the centre of
interest as shown by Juretschke.® They transform according to a representation
IV, This is a completely reduced set of matrices resulting from the reduction of
the many»dxmensxonal repxesenta‘non T'. Symbolically this is written

I = 4274 = Sul; ...(18)

In symmetry opexatmnn the values of the hnear combirations are not aﬂowed to

- vary, neither are those of the individual tensor components, because the trans-
. formation matrices of the individual components and of the linear combinations -
emerge from each other by similarity transformations. Two kinds of linear com-

- binations are to be distinguished:

~ {1) Those of which the value is different from zero. Theseare e the actual invariants
of the tensor. Their number is equal to the number of mdependent tensor
components, K

(2) Those of which the value is equal to zero. They furnish lnear relat;ona
between the components. These are necessary in order to determine which
tensor components are different from each other for a given crystal class.

The number of independent ®nsor components is easily found by taking into
“account that the linear combinations (1) transform according to the one-dimen-
sional representations of the point group. How many one-dimensional represen-
tations are contained in the reducible representation I results from the well-known
counting-off formula of Wxgner :

Z‘h((:) c(C);c;(C) o (19

n; states how many times the representation I‘ is contained in the reducible
representation I, & = number of group elements, 4(C) = number of elements in
“class C, «(C) = character of C in the representation I, «{C) = character of Cin
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the representation 1. A paper of Miller'® states by means of a crystallographic
decomposition table for all the 32 crystal classes how often irreducible represen-

' tations of the same dimension are contained in the reducible representations of
tensors of arbitrary order. For the number of one-dimensional representations
within the three different above-mentioned kinds of crystal classes special
formulzse are glvcn For calculation of characters A(L) reference is made to
Turetschke,™ who also shows how to determine the linear combinations {1) and (2).

Tor this purpose I' is decomposed into the irreducible representations DO of the rotation
group. In case the point group contzins rotations followed by inversions, the place of the
rotation group is taken by the rotary reflection group. Itis the direct product of the rotation
group and the group consisting of the unit E and the inversion : .

100 . . -1 0 0 . \
65 0 . . 6 -1 0 .
E=30 01 . . I=f 0 o0 -1 . f ..(0V

\. o
Therotatory deflection group therefore has two irreducible representations B+ and D,

In the representation D¢+ the matrix D® (¢) also corresponds to rotatory deflection §, in
the representation DU the matrix ~D® (4) is assigned to the rotatory deflection. The

characters are
ki (9) = «ld); . & () = wid)

04 (@) = xd); “:—(415) = ()

The irreducible decomposition of the representation of a second-order tensor in irreducible
represeniations of the rotatory deflection group results in

e Vi

""’:F) = Kgxalth) =t &)+ wc(P) +- 5 (P)
k(L) = waxa,($) = «ld) +xi(d)

On the right-hand side, the characters «;,_ are.to be replaced by characters xp__ provided I
and T, are representations of polar second-order tensors.™® With axial tensors x; == 1, 5 k5% g
is the character of the product representation of two three-dimensional votation groups.
s indicates the symmetric direct product; the character of its representation has been
calculated by Tisza.l¢ '

LD

T'able 2

Representation of Linear combinations transfarming
a sub-space according to'representation 13(J

Do  Htar F Koo Xao)

] 1 1 1 .
D :/E (Xes— Xsa)> :\72'(}{15 -~ Xa1) W (12 Xou)

1 1
j\‘/z (2xas™ Xoa ™ Xush —5 V2 (X22~ X10)

D

1 1
'4/_2 (x1s-+ xs1)» T\_/—Z (Xr2+ Xar) / ; (X»s + xn2)
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A result of the decompos*tmn shows the number of sub-spaces and their dimengion.
'This dimension is equal to the number of linear combinations belonging io the sub-space.
Juretschke has shown how to find all the linear combinations starting from the transformas -
tion properties given by the representation matrices belonging to one sub-space: D)
transforms Like a scalar and a pseudo-scalar, respectively; D! like an agial and & polar
vector, respectively; eic. The requirement according to which linear combinations belong-
ing to different sub-spaces are mutually:orthogonal, resulting from the fact that linear

. combinations of a sub-space transform among themselves, helps to determine these
_combinations: The result for the thermal conductivity is summarized,in Table 2.

- The number of linear combinations in Table 2 belonging to equations(1) or (2) can be’
stated using equation (19). The last step is to determine which of the linear combinations .
belong to (1) and which to (2). For this purpose by reans of the transformation matrices
of a sub-space it is determined whether or not a lmear combination with all symmetry
operations is invariant, . .

- 3. ‘STATIONARY‘ STATES AND T‘-IEIR OCCUPATTON

Prior to formulatmg in- detail the theory of thermal conductmn, the sta’uonary
states of the system consisting of electrons and lattice particles must be known.
Therefore, first of all the eigenvalues of the Hamiltonian of the total system must
be found, on the presumption of the usual approximations, especially by r qeg;ecung
the ‘dynamical’ interactions between both partial systems; electrons and Jattice
particles. Further, it is supposed that interactions between the quasi-particies of -

- the partial systems (electrons; lattice oscillators or phonons) may be neglected.
‘An eigenvalue of the Hamiltonian may then be represented by the sum of tite

eigenvalues of one-particle Hamiltonians (electrons, oscillators; first quantization)
or by two sums of the products of guasi-particle energies and corresponding

. occupation numbers (electrons, phonons; second quantization).

.3.1. Adiabatic Approxxmatmn ’

An entire system is regarded as consmtmg ofa fundamenta. region (unit volume)

~with N lattice particles of 2 monatomic lattice and with # electrons. The Schrid-
‘inger equation for the eigenfunctions W(R,r), with R as collective symbol for the

' positionvectors {(j=1,2,...,N)of thelattice particles and r as nollec-we syrabol

. for the position vectors r;{i=1, 2 ,n) of the electrons, reads

' ¥ | | e
W Ih?t‘ - ...‘(AG}»

- The Hamiltonian 5# of the entire system in a non-polar crysial comprises the

kinetic energy of electrons, their coulomb interaction with the lattice particles,

theu' mutual Coulomb interaction, and the Halmltoman of the lattice 5y,

= 22’4-2'0(1' ,)+§Zlr QD)

%]

“The Hamiltonian of the lattice consists of kinetic and potenual energy of the
; lattlce particles and their interactions when in equmbrlum positions:

e

Ko = +aiﬁm(R—R<°>>+m «RO) (22
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in char crystals the Hamiltonian % of the entire system is to be supplemented by
various polatization po’fentla!s and more particularly by an interaction potential
which is not lattice periodic.*®

T # e i¢ added a polarization (a) consisting of dipole moments corresponding to the
disﬂ!c.cemem of ions. In addition, on displacement the shell electrons are polarized (b).
To the electrop-lattice interaction potential a lattice periodic part is to be added which
takes into account the polarization of electron shells by free electrons {c}. Finally, a non-
lattice periodic part is added to the interaction potential describing the electrostatic inter-
action between free elecirons and inert polarization potentials (a,5).

9

For the adiabatic approximation it is characteristic that the eigenfunction of the

entire system is given by the product

PR, 5) = (R)YTR, ) exp ( ——;—;_,et} - . (23)

This total eigenfunction is easy to interpret. Apart from the time dependent
exncnenaal function the first factor describes the motion of the lattice particles,

e second one that of the electrons, if the position of the lattice particles is fixed
by R, Therefore, with the total wave function (23) it is supposed that the electrons
adisbarically follow the thermal motion of the lattice particles. This is implied by
the emall mass ratio /B4, ¢ is the total energy in the adiabatic approximation.
With (23) an equation is obtained for the eigenfunctions ¥ of the electron ensemble
with fixed nuclear positions, and a second equation for the eigenfunction « of the
fattice in which the eige*wﬂlues of the electron equation appear as potential energy,
The expression {23} is st the cxact solution of (20}, but represents the solution of
an essenmhv simplified equation. The neglections caused by the adiabatic
approximation have been examined thoroughly by several authors, !¢ especially
by Flaug and Sauermann. It results, according te the theoretical point of view,
that t up o now there is no exact justification for the adiabatic approximation,
though it is the foundation for successful calculations on stationary states and
transport phencrsena, eic.

The main resuit of ths paper by Haug and Sauermann is that the Born-Oppenheimer
principle is based upen 2 wrong classification of the operator of kinetic energy of the lattice
particles, The kivetic energy of the attice particles is of the order of magnitude {m/M)Y*¢
zompared with the kinatic energy of the electrons (order of magnitude 1) and not, as sup-
posed by Bom and & heimer, in the order of magnitude (m/M )2, For this reason the
adiabatic approximation does not remain consistent in itself, when the usglected terms
invoived in this spprovimaiion are regarded as perturbation,

It is important that the two Schridinger equations obrained by the adiabatic
a_;_)pmm:caf on for te electron ensemble and the lattice decompose into two
systerns of one-parsicle Schrddinger equations with simple supplemented
suppositions.

3.2. Electrons
Considering o3

{fzes or valence e'ie'

energy'® leads to

ctrons being dominant for the conduction mechanism
5} the neglect of exchange and of deflection or correlation
vee representation of the wave function

* b= 1 hul) (24

o
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The one-electron engenfunctxons ¢ are solutions of the Schrodmger equatlon

-

[t T dat = s 09

For the qtatmnary enexgy states e,(k} of the clectrons which are deﬁned by the two
'quantum numbers n and k disregarding the spin, it is agreed that:

(1) In a lattice Wxth the prnmtlve translations {i;, t,, t,) the known permdlclty

conditions yxeld )
¥/’nk("+ Gt) u(x) S (26)
G represents a. large number (G° = N)and — '
‘ Ct= nx_tl'*‘ngtz’*‘nste. R ) .. (27}

is 2 translation véctor {n; = integral number).

2) kisa ﬁeduced wave vector:

2 o G ‘
= »(;I'(mlbl+'m2b§+m3bs), -3 <m ( =1,23) ...(28)

The inverse vectors b; define the reciprocal lattice:’ o
' t;b; = 8 R )

' The G® wave vectors k, each of which stands perpendxcuiarly on a baud of paral!el
planes in the co—crdmate space, end in the interior and on the surface of 2 poly-
hedron. This polyhedron, which is a consequence of the translation symmetry of

" the crystal, is called the first Brillouin zope.

- -Inequation (25) V(r) is still to be defined, This is the periodic potestial of the -

lattice, if the lattice particles are thought to be in equilibrium positions, &, == ZE?““

(static approximation). ‘The ‘average’ Coulomb interaction between one elec tron,

picked cut of the ensemble of free electrons, and the remaining elec‘tmns, the

charge of which is uniformly distributed. over the whole crystal, is taken into -
consideration by means of a constant supplementary potentxal so that :

Ve) = z o(e—R{’)+const | : ...’(30}

The potential V(x) takes on the symmetry of the lattice, so  is invariant under symineiry
operations, A sub-group of the space group which is always an invariant sub-group 00,
forms the group T of the translations. Thus, the lattice potentm] yields the periodicity

relat!on
' : E V(rw—t) = V{z} . vee ’_‘JH)
. The fact that Vir)is invariant with fespéct to the primitive translationé t permits
. as single solution of equaﬁon {25) the Bloch functions .
' ' z,b,lk(r) =exp(ikr)ufr) - .34
e Where () isa ) lattice periodic function, :

v The analytical form of u,x is given by the wave vector kand the »rystal symmetry sty
‘has the complete symmetry of the lattice at k = 0, the function being invariant in symmor-

o phic lattices with respect to all symumetry operations of the crystal point group.. Near the

nuclei the functions u,.k pass over mto atgiic wave functions.
S ¢ o 153 ’
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A fundamental problem of solid state physics'® is the calculation of the statlonary
energy states of elecftons belonging to equation (31). Some general results for
monatomic lattices due to Hund?® are:

(1) To each wave vector k belongs an indefinite number of eigenvalues. These
are reatricted to certain energy ranges (# = 1,2,...) which may be separated by
forbidden zones. Every atom—with multi-atomic lattices every unit cell—
furnishes one state per band and two if the Pauli principle is taken into account,

{2) 'The allowed energy ranges decompose the reciprocal lattice into separated
zones of equal volume which are to be reduced:to the fundamental zone (= first
Brillouin zone) according to the definition of k. At distinct points and certain
lines the energy surfaces in k-space of different zones may coincide?® (degenera-
tion).

There are various reasons for the degeneracy of energy surfaces. On neglection of
spin—-orbif interaction energy, surfaces will coincide always at such points in the k-space at

“which the group of the correspending k-vector has ‘small répresentations’ of higher
dimension than one. A typical example is the coincidence of valence bands of semi-
conductors crystallizing in diamond or zinc biende lattice at k = 0 (germanium, silicon,
I11-V compounds). The corresponding representation is three-dimensional. When taking
into account the spin—orbit interaction it decomposes into a two-dimensional and a one-
dimensional representation. Beside the spatial crystal symmetry in non-symmorphic
lattices, being such whose symmetry operations contain operations given by screw axes
and/or glide planes, a coincidence of energy surfaces may be caused by the fact that the
Hamiltonian of the electrons is real and, therefore, invariant with regard to time inversions.

(3) In each reduced Brillouin zone there exist several energy extrema. In the

vicinity of a non-degenerated extreme valuc at k =k, the energy ¢,(k) may be
represented to a first approximation by a quadratic functmn

k) = e (k) + Jz 16(?]-)(K,~—Ko,-)(Kj—Koj) . ... (32)
=

The type of coefficients ¢ which may occur is fixed® here and also in the case of
degenerate eigenvalues by the crystal symmetry and k,. The quantitative values
of ¢{? may be defined empirically. If the energy extrema are not located at k =0,
as in the case of the conduction bands of germanium, silicon, and the Group
ITI-V compounds, then « priori calculation of the band structure is necessary

in order to determine k.
(4) In simple cases, for example, when in cubic lattices an energy extremum
occurs at k = 0 and is not degenerate, equ.ation (32) may be rewritten in the form

k) = L,,(0)+ fk|2 ()

The electron moves like a free particle with the ef. :ctive mass m*. This isotropic
approximation is often applied in transport problems Of course, the physical
insight obtained by applying this approximation is limited by the qualitative
nature of the results.

The occupation probability or average occupation number without interactions
is governed by the Fermi-Dirac statistics:

o 1
* 7 exp[(e—&)/RT]+1
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The number of states in the volume element of the k—space is relative to the unit
volume of the ordinary co-ordinate space

G )3f dKIdKz o .. (35)
‘With extrinsic semdiconductors it is perrmtted23 to relate the energy to a band edge
“as.the zero point of the energy scale; i.e. ¢(0) =0, (k0 = 0). . In intrinsic semicon-
ductors it is expedient to choose another zer6-point because the position of the
band edges is temperature—dependent and this has a du'ect mﬂuence on the heat
current density. "

3.3. Lattice Vlbratnons, Phonons : -
The Schrodmger equation for the thersal motxon of the attice particles ylelds '

[ = HusRONIR®) = cucd® . (36)

By introducing suitable variables the equation (36) may be scparated into a system
- of eigenequations for normal modes,. For this purpose the potential energy V of

the total system defined in equation (22) is expanded in terms of displacements
- O0R;=R; R@) and terms of a hxgher than second order are dlsregarded

V= V,3 %z z A"’SRWSR(,Q .37

k pv=1

The coupling parameter 4% forms a second-order tensor with regard to the

_indices(uv). On decomposxtlon of the displacements in terms of progressing plane . -

waves with propagation vector q and polarization s by the normal co-ordmates,
f(q, 5) defined below is

HR ='n¢[f(q,s)] B - 8)
93({;‘) isan elgenfunctxon of t.ne Schrodmger equauon -of the harmonic osc111ator
¢ 2 2 L '
d§2+nz (e Me?&3$ =0 - ...(39)
“The energy eigenvalues are . . _
e = @+ Dhe(@s - ...(40)
The orthonormal set of oscillator eigenfl;nctiqns is given by ‘
440 = () xp(— b8 ELLed) .. (1)
where ' :
o = M_‘."
T

and H, = nth Hermite polynominal. The unit of wave-excitation of a _quantiéed »
Iattice vibration is called a lattice quantum or phonon by analogy with the light
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suantum or photon in electrodynamics. The propagation vectors g have thesame
geometsical properties as the k-vectors:

2 G G,. . .
q = g(l”lbl‘*‘l’zi’z‘*‘hbs)s g <SSty (= 12, 3 .42

‘The lattice dynamics yield three characteristic frequencies w(q,s) to each of the
G® propagation vectors and the three inherent polarization directions m(g;s),
mutuglly orthogonal. Generally the co-ordinate axes of m{g,s=1,2,3) are
situated arbitrarily with respect to the propagation direction. In order to keep
o the polarization of longitudinal waves steady at ¢ = 0 one writes

n{g,s) = —a(~q,s) RN (%)
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(By voartesy of Physics and Chemistry of Solids)

Tigure 2. The dispersion curves for the (100) and (111) directions
of germarium (gecording to Brockhouse and Iyengar®®)

Only in certoin distinct divections, which often are identical with main axes and
§ v the orysta! symmeiry, may pure longitudinal and transverse waves

anium, the dispersion curves g, sh=e{—q,s) determined
v Brockhy use?® ave represented in Figure Z for two of three raain
3 is passible 1o define the phase and group

wrey, 5} o ey, )
o w et gmd Wy = et oo (5
k ] g

respeciively, The latter is important for the energy transport and it is to be
observed from Figure 2 that the group velocities of the optical lattice waves (LO
and 'F0) ars small compared with those for acoustic Jatiice waves (LA and TA),
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especially with }arge wavslenwfhs The strong dzspersmn of the degenerate f*m:s v
‘verse acoustic branch in the (1’3‘)} direction is rernarkable. Aw@ramg b ree

examinations by Ghose® et al.~the authors messured the dispersion in the {1 i ; \
- divection too—this dispersion is not guite so distinet,

In a diatoris lattice, e.g. the zine blefide Iattice, there ars th.ee acoustical and fhxrv
optical phonens for each g-vector lying in a non-distinet direction of the g-space, I =
atoms are present in the unit cell then fattice dynamics furnish three acoustical and 3;,;;» ¥
. optical branches of normal vibrations. The dispersion for the letter is slways small,
. Furthemore, at low temperatures the nambe.s of high frequency optical modes is reladvely
small, ) . I )

The averagc occupation number Ny{g,s), i.e. the avevage sumber of phcncns'
of the energy hw{q, s)is governed by the Bose—Einsteiri statistics Bv disregarding
the phonon—phonon _nteractwn this yields :
| O Nes) = ! | AR

ﬁ'\q! rh".’){g 5,\; ;’n} co ‘ "f\‘ r
" Thus the averagr number of puomms in the volume elernent of the -space
reiative to +he volume unit of the ord_nary co-ordinate space is

(2 )3A dgﬁ*‘?ad% _ . : el {0y

_ Wxth equations (40\ anel (46} we kaow the statwnar; oscillator states and their
average occupation numbers which result from the first guantization of the
classical oscillator equation of motion, The introduction of suitsble real normal
co-ordinates £(q,s) was the starting point for this representation of energy state
of the Iattice. Thme are defined accordifig to WLun” in the following mannes:

7 Me{q,s)
where the time dependence of the rﬂai noﬁmi co-ordinates is given by

£9) = £ycosfufg, )+8] and plg,s) = Méq,s)

“The term g = 0 is'always omitted because in the acoustical branch it corresponds
to a translation of the whole lattice. The total energy e;m is, Wxth regard to
equatxon (47)

= §“e(q,s) > [ )+M A@IF@I] (9
q,

B %

o, = ——Za(q,s}[f(q, Hen- 2 dingr] ...(47)

© 'The first quantization at once Ieads tc equation (39). By means of soiut:ons - ({,‘ )
B the known matrix eleraénts of the harmonic oscillator® are found.

4 THERMAL CONDUCTION IN mELECTRIcs_

It is a well-known fact that—starting from the harmonic approximation—a
- dielectric would not allow a transport phenomenon which might be defined as
- thermal conduction. As shown in Section 3 this approximation describes the

- s -
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-

motion of the lattice particles by plane waves, Thercfore there Is no interaction
between these wavee and they ma; propagate in the crystal without attenuation,
] d the harmonic a,’;a ximnation 2s a immt.ng Qase one m_g’lt say that
path of phonons and therefors the thermal conductivity is infinitely
his reason no thermal equilibrium csa be established because, once
ﬁtrlb ution of energy e, upon the individual sscillators exists, then
tion is maintained at all times,

A finite therms! conductivity reaulting from energy exchange of different plane
waves carnot be abiained before taking into considerstion the anharmen zc‘caupimg
hetween the thermal motion of lattics p&n&t‘i\,b This is caused by terms of higher
ihan second order in the ex spansion of the potentisl energy of the lattice particles
in terms of displacements. The coupling cnables the existence of stationary non-
equilibrium states, leading to a finite thermal conductivity, The first preliminary
staternznt for calculating the thermal conductivity within the framework of elastic
continuurm theory has been made | by Debye® He reflects that in an zﬂnorphom
de thethermal mtnce waves are seatiergd on the constitutional density variations,

sthe light is in a cloudy medium, Spatial density variations in 2 crystal are caused
b y the anharmonicities in the thermal motion of the lattice particles. Debye
calculates 2 respective mean free path and {inds the well-known 7-jaw. Then he
shows that for calculation of thermal conductivity the formula® '

i
"' ﬂ)
rr (U

RIS T]
TINS €378

x=dued | ... {49)

may be applied. This formula is easily derivable and is knows from gas kinetics.
£, (W sec em~2deg. K1) is the specific heut per volume wnit, # is an average sound
velocity. . '
iitice theory of thermal conductivity goes back 1o Peierls.?® Theinteraction
i 18 ¢xamined agsuming that at ne time p‘zase relations botween different
oscillators, viz, ‘single phonon’ siates, exist® and by applying Dirac’s theory of
time-proportional transition pwb‘zbmb& . Theformulation of the transport prob-
1 tben results from the condition that the distribution fenctions of the phonons

are s 'mmarv under the influence of a tem perature gra dient and the phonon-
phe yintiraction. This leads to 2 system of three coupled Boltzmann equations
for the perturbed distribution functions N{g, s = 1,2, 3} assuming that at all times
the dte of the un p?rtursed systemn can ba characterized | by average ocmpanm
nu mb*fs cbiained in the harmenic approximation.

':;

The stetistioal fundamental equation

. di ' -

. . =0 -+ (VIID)
represenis in a stationary non-equilibrium state the total time derivative of a distribution
function £ dépending on the generalized co-ordinates and velocities of particles of a
mechanical system. The findamental equation is often spoken of as Liouville’s theorem,
since Liouville was the fisgt who formulated (VIII} within the framework of classical
statistichl sgpthanics. For sclving the fundamental equation in the linetic gas theory the

o« well-known ¢ Stoszahletransats’ is made for the number of scattering processes per volume
and time wa#t. Thus certaig correfations between position and velocity of particles are
uxarﬁgarded The ‘Stoszahlettansatz’ represents an avetage value on a large number of
scattering processes, and therefore a sta’cis ical element is brought into the calenlation as
shown by Becker?® in detail, leading to the distinction of a time divection (H-theorem).
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In quantum theory the classical fundamental equat:on (V1 II) is replaced by the quantum
mechanical analogue of Liouville’s theorem. This is the ‘motion of equation’ for the
~ density matrix of an ensemble of quantum mechanical systems (R. C. Tolman. The Prin-
ciples of Siatistical Mechanics {Oxford University Press, London, 1950)). When starting
from a system with the Familtonian :

A= oy . _ . (IX)

at which the solutions 1,(q) of the unpertarbed operator .?fo are known as a set of ortho-
normal eigenfunctions to the eigenvalues e(")

Houn) = Qunley ' o)

then the state of the perturbed system (#; = small perturbation) may be represented by an
expansmn in terms of elgenfuncﬂons of the unperturbed system

¢<q,t)-zck(t>uk(g>exp(-3—~ <0>z) e

The denslty matrix of the ensemble then conslsts of the components
. 3 2'
o = et o502 (40~ o (KID

The average value, denoted by the double bai', is to be taken on all systems of the ensemble
(e.g. on all electrons within the fundamental region of a crystal). The time derivative of
the matrix co*nponents is given by

) i : -
Yorm 27 DA L LU A [w#nas ... xup

‘when applying the perturbation theory of Dirac, This equation corresponds to the classical
fundamental equation (VIII). If at all times only diagonal elements.in the density matrix
- are different from zero, then at nio time do phase relations exist between the pure states of
the system. Therefore the diagonal elements as mean occupation numbers of the pure -
states are equivalent to the distribution function if a proper normalization is applied.
The assumption that at all times non-diagonal elements disappear is in accordance with the
¢ Stoszahlenansatz’ of the kinetic gas theory. In both cases one arrives at the Boltzmann
equation. Various authors have tried to prove the supposition of molecular disorder or the
disregard of phase relations. Kiimmel® shows that the supposition of moleculhr dtsorde* is
compreh»nsxble by means of the irreversible statistics. This argument appears to state the
essential point. Greenwood in the case of electric transport phenomena avoids the repeated
neglection of phase relations by the assumption that the scattering centres for the electrons
are randomly distributed. According to van Hove® certain characteristic properties of the
perturbation may justify the neglect of phase relations as well, Adams? criticizes the papers
of Greenwood, Luttinger, arid Kohn,’ and van Hove by proving that just the phase relations
(= non—dmgonal elements of the density matrix), which correspond t6 a certain kind of
position velocity cohéerences of particles, are required for the validity of the equation (XIII}
at all times. Therefore; according to Adams, just these coherences determine the time
direction in which the irreversible process proceeds. Although the non-diagonal elements .
of the density matrix are of importance for the existence of a thermodynarmic irreversible
- process and for the validity of the transport equation, these terms generally do not fit into
the transport equation itself or into the expression for a current. .

If the three functions V(q, s) are known, then the densfcv of heat flow is gzven by

= E Ma, S)ﬁw(q, $)ul(g,5) v . (50)

V is the periodicity volume w1th N—= G? atoms. On calculation of ;che functions
N{q,s) phonon scattering processes are taken into account which are induced by
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e df:.ei';p ment of the | potential energy in terms of dis-

artl er terms play f;-'hv a small part in heat
{=Dechye t= ﬂp\.ramre}.
r the phonon interaction

: emns becomes parti nple and easy to
: act erize thﬁ mne der< vani /€ 0 fa listribution function

me which is inde-
elaxation thme v in

r-.a ,

\rces3 The convenient « ieﬁn:nen of ave
1 interaction would be given by

st cdont af e eri ;]
sendent of exie

SRy } Nt ‘
9N(g,s) Mg 5)— My, 8) (
e i i - (59)
4 (744 fph—ph ')'\;E, )

tement is not possible because the time desivation

omplicated manner from the sccupation num-

iA Iy too, i generyl, it ie not possible to define
% nacessary presumption would be that the influence
e ature gradient in the three perturbatisn functions
3 [{g, s} ressed by a comnon factor which depends on
jgrad T [ onis y. in g “ffi th‘s is not the case as is shown by the srrple formula
{68}, umv atlow "K:II‘ seratures and for low frequency Iattice waves is the definition
of 7{g,s5) according o squation (51) as tiree of operation permitted, which states
how long 2 single wave chit‘,d boyond the thermal equilibrium needs o adapt
itself again to the equilibium. To this case to a good approximation it may be
supposed that all other lat i waves are in thermal equilibrium.

I. Enteraction of Phonons
The mathematica! formulation of the phonon—phonon interaction becomes very
. clear if we repiace fh\, nal nomral co-ordmates (47) by complex normal co-

1 7 AR '5 * 1 i‘ - 1
—_ VA ) == ———— i 13 - “ee (52}
b W e Je u_lw) 1k V2R L‘/(‘ T} € »‘/ﬂﬂw)_! (52)
Fpth =1, €= hao(bb*4d) (s j

o s f )
g > T ———— —— e f &
oR /G# f_, (ZMcu(q, s}) GV

x (g, ) exp(~iqR)+1¥q, Jexp(+iaR)] ... (59

quation \%4) represents a decomposition of the displacement into runming
waves,* whereas in equation (47) the displacement is written in terms of progressing
plane waves. INow, on the basis of quantum theory for further calculation there
are two slightly different possibilities both leading, of course, to the same result.
On the one hand ti:e phonon interaction may be caleniated in the framework
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of ordmary quantum mechanics, When doing this, Dirac’s pertwrbation theory
= of time proportmnal transition probabxlmes leads to the matsix elements

Gl (@, 9) | n+ 1) = et 1{8%(q, 9| m = ' S {35
Or,on the other hand, in the framework of second quanttz tion oithe Schfc‘c'-dingez
equation (39) we define creation and annihilation operators for phosions which zct
on the state vectors of the unperturbed system when perfor’mng tiroe "apenc‘en‘t

, perturbauon calculation,

. We join in the second formulation the distinct representation of the mathe-

- matical problem by Leibfried and Schidmann3® In order to obtain the conserva-
tion law for the wave vectors g in a simple fashion, the authors have introduced
co-ordinates ‘which are slightly different from those defined in equation (52),
Since equa’um (53) applies for the new- co—ommates t60, we wifl not intreduce 2

“new notation. The new varishles are defined in such & way that the displacement
vector-can be rewritten in the sn:nple form: \

= SRJ' = .\/G" ? :\/(ZMw(q, )) n\q,s;exn(zqk )ib{(g, s)a- ’.—*f_.g, 51] i (56)

Ani important step towards quantum theoretical treatment of the problem consiste
“in that the complex conjugate amplitades (q,s), 5*(q,s} are assigned to the
Hermitian conjugate operators by , 57 .. For these, accordmcr o equation(53), the
‘commutator relation applies: -
v [bq, 52 bq' s’] = Oqy’ Ss: s (5?}

- In the present notation the Hamiltonian of the unpertu"hed problem ﬁd the
associated eigenvalues are diagonal:

%ﬂm ~ e RO) = A = ThAGIEEb Y .. (59)
q,s -
elatt = <. AL 3)’ "'.'.l =§ Fieo(q, O, sH+4] o e (39)

The eigenvalues (59) are the phonon states of the total system. Ttisn=5"5, Byihe
above it is evident that the operator b4, represents the creation operztor for a

. phononiw(q,s) and by, represents the annihilation operator of this phoron, The

. operators b, canbe related to a set of state vectors (.., #(g,s), ...) which depend

- on the occupation rumbers #(q,s) = 0,1,2,... and are omlomrma} Th; vields

Bl ms -] = VG ) FTPL o mig )L,
Bagfl. ), -] -=A\/[n(q,s)]ﬁb[,..?g{q,s}wiz.,3} ... {60)

“The Hamiltorian of the p’ertufbed problems is

S’

/»”(m +Vy = mr!- 3 2, S‘ Z B"‘f" RO) SR @%k(‘" ‘

) . J:k:b Auy=1 :
= ':3¢+? 2, Basd.siqs VORI CORTIS IS
Do o 9,9,9" i
5,88

. ... {61)
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8/3 A ”
p/\y,v( k > 31 /_il:'\\<q’ 5) n#(q” S,) nv(‘i”: §

R E > X
L H2M) [e{g, sjelq, s Ye(q", SR
xexp [{a R+ q R+ q"Ry)] ... (62)
are invaviant with regard to the translations ¢ of equation (27). From this results
Blg,s;q,¢:q",s"y =0 ... (63)
if not
a+q'+q" = 2nb ... (64)

From the translation invariance of ¥V already results the conservation law for the
wave vecters. Itis obvious that ¥ induces three-phonon scattering processes and
V, four-phonon scattering processes, etc. The transition probabll'tv Wi for
three-phonon processes connecting

au initial state: P = Pl 9),...]
with a final state: o = ¥[i..,7:(q, 8),...]

is o be calculated BY mbkid of Dirac’s perturbation calculation. The time
derivatives of the distribution {inctions Mg, 5) due to phonon-phonon interaction
arc given by

=S S s [ daa) 69
£

&(x) is the usual integral definition of Dirac’s 8-function. After multiplying out
the bracketed terms in equation (61) altogether eight operator products in V; will
occur. Out of the corresponding transitions owing to energy conservation law, six
are allowed and two are forbidden (the energy conservation law for these two pro-
cesses reads: fifew+o'+w”) =0, that isw’ =w(q’,s’), etc.), The six dllOWed tran-

sitions in which the sum of phonon quantum numbers #n+n'+#n" charges by
An = +1 may be arranged with the energy and the momentum conservation law
in the following manner :

w = ho'+he”; fwtho'= ko' ko+ho” = e’
. (66)
ko= K'3E -+ 270b; ktk =K'1Zgb; E+E = %'4+27b

In a cellision process 2 Phonon splits into two other phonons or vice versa.
However, it is to be distinguished mainly between nonaal collision (N-collision),
b=0, and Umklapp collision {U-collision), b 0. With regard to Umklapp
collisions which do not con$erve momentum, the importance of which for the
3&&1(:6 hest conductivity has been recognized for the first time by Peierls, the vector
-q rcg —rrrb for e\‘amp e, 'natr form an ’)btuse ang e with the VecLor q+ q
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ta.kmg partina scattermg process must be located near the boundary of the Bril-
louin zone (sub-section 3.3). Therefors, at low temperatures when only low
frequency lattice waves with small wave vectors g are excited the number of
U-colhs:ons will becorme relatively small, :

%
o€

To avoid subseaueﬂt zmsunde‘btandmé the expression {;-colhs:ans always- means
three-phonon collisions fof which b 0. In the ‘Lheory of electrical transport phenomena
a different kind of Umklapp collisions may play a part for the wave vector k of a plane
elecirorn wave. In an electron-phonon scattering process the conservation law yields

K = k4.q+2b SR <))

Both kinds of U-processes are qf fundamental importance in so far as only bymking
into account at least one of these, processes in an exact theory, do they result in finite
_ transport coefficients such as a finite lattice heat conductivity or a finite electrical
.conductivity. 'This is appareqt from regarding the time derivative of the ‘total wave

number”

,,G.-,=.-zf(k)k+ = Na9a L EY).

After a simple intermediate Calx:u}auon""“*”8 the Boltzmama equanons of the
stationary state

ON@.9)|
at '

9N(q,5)

N =0 e (67)

temp

. may be written in extensive fashion. For thls purpose the six allowed groups of
three~-phonon processes are combined in a suitable manner and the summation
.on the g-vectors is to be replaced by an integration across the g-space. We finally .

get e . , e _

W o .\ 2 .
Y = — 2q’ eql o o\2
ot '(aqg‘“a_dT) f_d q {ZZIE({LS,Q,: ¥l
: ' ‘ XS(w-}—w’_ ”)[(N+ 1)(N’+1)N””"Arhn(f\l”+l)}+

+ D |Bl@ 598828 —w' ~a) X
" slll "

x [(V+ 1)N'N” N(N’+1)( "+1;}} . (678)

. Equation (67) represents a system of three coupled integral equatlons fc»s the-
stationary distribution functions MNg,$) in the perturbed state, provided, of
course, that all information about the phonon system is contained in the N(q, s).
By the notation '

Ma, s) Ny(q, S){1+ [No(q, 9+1] "(q,S)} .. (68)

the caleulation of the' senur‘natxan functions g(q, s) is the most difficult task from
- the mathematicai point of view in the theory of thermal conductivity. Even with
simple assumptions about the lattice frequency spectrum this problem Could not,
up to now, be solved in general form,
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42, Unbounded ¥ ,.,rfbeat Crystal
According to "1’1« hove deﬁmu&né of the perturbation: functions
) ent ﬁsn'sity and, n“eqi,enn*«, ths con
tt -nsor depend Hneady on the periush
‘Jme ugh up to now it was not possible 1o succead in calc culating ¢
onsistent mannsr vader general assumptions, ;mpor*an re
?5:152'1332 and later on %t?f E—lefplix 3 Herrin g,~9 Klemens,*
1ann, and Poroeranchuk,® which allow a qualitative SUTVEY &
aapeﬁa»z:,e of thermal conductivity. Pelerls estabii sheh
guations (67) fu. (e fivst tiroe. He finds the following resulia:

e I.}!
r*/'

J

X

{1} The forraula
g(g,9) = const(qgradT) : Lo (59

represents 2 pon-trivial solution of the homogeneous mzeng equations (6751
the left-hand side of equation {675 is equal to ero-pmwwc U-colfisions ¢
disregarded. However, an énergy flow which is mﬁerem from zero
ezt‘zough there is no temperature dlf”eren between any two po
sccording to the ‘Alterpativsatz’ of Fredholm®® on mhﬁ mogenes
eﬂuations. the formula (6%} is no solution of the .nrﬁmugcnecm e

Therefore, a consequence of this general ststement is
fim‘fe are pot sufficient for adjustment of z *amo f"y ftel st

consequence from the pﬁVh"Ca.i point of view is casy to mtﬂ'
uumber’ of the phonons

o

Gy =2 Mgsg
a,5

ig e;fammed Its time derivative must vanish in the st
normal processes the first term of the time derivative dos
(85 ¥)onpn =0, the second term ( aG,, ) ;temn # G because !
‘ pr ferably travel in {he oupesite direction to the ey i

wien U-collisions are fzken into accoant we havs

e -.

While N processes alone give no rse to thermal resist
-amperturbed distribution Ny{Q) In momentum space.
stationary distribution for N processes is given by

i
sxp{iio+ (AeOiETY =1

7

N ,Q: s )

T L EVD

where A is an arbitary vecior. Smce N processes change the mean ocrupatmn nembers

&

different single rhonon states with the tendency to produce 8 quasi-equilibrium distri-
tion (XVI), they are effective in fetermining the final steady state distributions N{q, 5)
due o N processes and U processes. :

{2) Atlow tempesatures U-collisions seldom occur. Thus, the right-hand side

of equation {69) is to be supplemented by 2 correction term only:

#a,s) = const{ggrad )+ A(q,s) ... (73)

Principally, with this notation the constant is determined in the same manner as
the sclution of the Bloch integral equation at low temperatures, In both cases the
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theorem of Fredholm is utilized, 'The result for the constant and, consequently,
fm the thermal condugctivity is given by:
_x'acr"exp(— ) ?@7 )
i iy 6

The characteristic temperature § in general is equal to the ‘mean’ Debye tem=
perdture f,, For v Peierls has not reported any value. According to Klemens®
2= +2, An exponential dependence of x(T") for example has been observed by
Berman, Simon, and Ziman® on diamond (fp =~ 2,065°K) and by White and -
Woods? on polycrystaliine bismuth crystals (Figure 3, fp ~ 120°K).
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(By courtesy of Philosophical Magazine)
Fxgu:e 3. The thermal conductivisy of bismuth crystals

. of different diameiers (according to White and Woeds™®).
The crosses show measuring points according to Shalyi**

(3) Athigh temperatures N4+ia N~ kT[%w. This simp.iﬁcation allows us to
deduce by comparing the dimensions of both sides of eqaatlon (67) that gec T3
and therefore

X¢Ta' 5>1 N )}

The coupiing parameter B(q,s q’,s';q",s")is independent of temperature. When
regarding the fourth-order terms in the expansion of potential energy in terms of
displacements only, we obtain

xxT4 _9>1' N

| Supposmg that a mean free path may be defined, Pomeranchuk® obtains xoc T2 -
* The measured T-dependence of the heat conducuvxty. at high temperatures varies
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between T-1 and T-%. An exa "1p1y is the thermal conductivity of germaninzm
measured by Erdmam&‘“ and shown in Figure 4.

The results of Peieris are summarized above; they were obtained without the
concept of a relaxation time. A very crude.estimate of the constants of gro-
portionality is possible if a relaxation time 7{q,s) or a'mean free path I=7x,,
[ug| = 1, is introduced and the isotropic thermal conductivity is calculated 8% &
for examplc, for cubic crystals according to the relation

X = 2 e(g, 5)u3(q, 8) 7(c, 5) cos*d . (75)

In this notation 8 is the angle between q and grad T and ¢, = 3 ¢(q,s) is the
specific heat per unit volume. : s

ol g
ol S\
T \*:_\
€
[e] N .
AN
N
; ™
x5 \ -
%\\
\\ 7—*]’3
. \\
4 o\
3 N
2 - : -
0. 2630 46 50 60 80 100
T o - °K

Figure 4. The ihermal conductivity of pure germanium single crystals
\:zccmdmg to Erdmann*®)

At low temperatures preferably the low frequency phonons are excited. The
introduction of a relaxation time 7{(q, s) for these phonons is justified? in that they
interact in most cases with' those phonons for which q is large and therefore the

‘relaxation time’ is very small. Thus, it is allowed when caxculatmg 7 from
equation (67) to put N’ = Ng etc. Then it yields

1 . aN/a.f-l h—~ph
= — lim —-/ 7!pb-pl
T(qas) N—N, N"No
2m (Ny+1) N
= —— 2 \ m\t¥gT L) Ve
= -5 [ Z|B} O
Z | Bl23(w—w'~ w"’)N‘}V ] (7€)
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~ When presummg Ny~ kT/ﬁa) and
iB(q’ ,ql’si,q/r sll).!z

llim T ewd = const (77)
. lg}j—>90 : . .

Herring® has calculated the relaxation times for longitudinal and transverse
phonons in elastic isotropic and anisotropic crystals by a geometrical reflection on
the conservation surfaces assigned t6 a g-vector by means of the energy and
momentum conservation’ Iaw for normal processes. He arrives at the general
relation

1 .

. o
e R
Wxth elastic isotropy tlus is reduced to A
wgf | g<e
- ,
‘(q) .. (79)

o T4 | Fa(g) = 015 BT

TR

Asis easily observed the longltudmal phonons contribute a divergent part to the
thermal conductivity. Since the disregarded U-collisions for low frequency

phonons are improbable at low temperatures, allowing for elastic anisotropy is a

. reasonable course for disposing of these difficulties, as could be shown by Herring.
'For cubic and héxagonal crystal classes

1
BTS
e <! |
L 7< ¢ , ... (80)
74q)

These equations are reliably valid for small elastic anisotropy occurring, for
example, in germanium, In this case the anisotfopy constant is

€31=Cy2

~165 L@

The elastic constants ¢;; are defined according to Voigt.®® In equation (80) the
constants of proportlonahty may be direction-dependent. The knowledge of the
- relaxation time 7,(q) is important for calculating the electrical transport pheno-
" mena of semiconductors if the deviation of the phonons from thermal equilibrium
is taken'into account. For the phonon-electron interaction just those phondns
come into question of which the relaxation time is 7;(g). The latter enters into that
- part of differential thermoelectric power which is induced by the deviation of
" the phonons from. thermal equilibrium and which can be much larger than the
electronic drift part, The mean free path calculated from the measured thermo-
. electric power-of N-type germamum is represented in Figure 5 as a function
of t\.mperature wo - .

T 167



[m——.
-

i boundary surfaces;
\xr.,h. emdarv suriaces;

(2) Gra
(3} Poiut imperfections;
] Disieca@;xons.

These static lattice imperfections bave a common factor in ¢ ha’c the correspond-
ing transitio },robaomues of elastic scattering processes are independent of
temperature. ‘The heat resistances associated with Iattice imperfections, contrary
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to the electrical resxdual resistance, is tempers tu;e-depefxdent only because the
mean GCClipatiO'l numbers Ne(q, s, are sub stannally depmaenf upon the energy
Fw{g; s} of a phonon.
A detsiled theoretical examination on the | rﬂuencv of static lattice mk;e:mc--
- tions upon the thermal conductivity has been accomplished by Klernens® within
the framework of time-dependent perturbation theory, The perturbation -
{-iamutoman has the form :

= 2.4 (‘{\q’s (ér:' '4; H.&q:-—biqe}(bq's'—biq’s’)] e {821\'
S,a ) .

The first step is to determine the function C(g,s; 4',§"), being chatacteristic of

“each lattice imperfection. In cases (3) and (4) the elastic constants of interatomic

linkages in small imperfect lattice domains and/or the mass of lattice particles are

changed with regard to the ideal crysral By the second step, transition pr robabilities

and corresponding relaxation times are cdiculated. 'The relazation time concept

is allowed at low temperatures for 16w frequéncy phonons when asingle scattering
mechanism obvmdsly dommatee Klemens obtained the following results:

4 Crystal boundary _surfaces: ,
1 1 104 .
.-——OCz, Xp- = ?ZZ— Lrs : - ...(83)
Where L = smallest crystal dimension.

) Grain bouqdary surfaces: -
104k 2 TP

1 .
'-T—; oC Ng, xg >~ h3 ZLB Ng . (84’)
where,N} = number of boundaries per certlmetre
o = average angle of tilt. -
(3) Point imperfections: -
1. ‘ 0-3ku2 1
o, T 2 A e 4
5 SN %% e SN - (89)

where' N, = concentration of 1mperrect10ns, ‘
S = scattering parameter with order of magmtude 1 depending on the
type of imperfections, :
a® = volume of the unit celk.

0) Single dislocations:

1 o T

T4 * quf Xd = u'yzth bz - (86)

where Ny = number of dislocations per square centimetre,
b == magnitude of the Burgers vector, .
= the Griineisen constant.! o e
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Already in 1938 the 7'8 law had been established by Casimir,™ presuming that the
thermal lattice waves on the crystal surfaces ars diffusely scattered. In the mean-
time it has been proved by several authors that the T2 law is in accordance with
experiment (Flgure 3). The further results (2,3,4) have been discussed in detaii
by Klemens® in comparison with experience, Adf“’amaﬂy, we should like to
refer to a recent paper by Siack® (Figure 6) who examined in detail the thermal
conductivity of potassiam Lmor]de single crystale at low temperatures. Atomic
lattice imperfections consisting of a Ca®* ion and a K+ vacancy have been prodiced
by adding calcium cbleride. Ogide semiconductors such as, for exampie, zinc
oxide, cadmium oxide, and titanium oxide are further substances suitable for an
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{By courtesy of Physieal Review)

Figure 6. The thermal conductivity of

potassium ckloride single crysials doped with
calcium chlovide (accordinsg o Slack®)

examination of the influence of atomic 1mperfect10ns especially of vacancies, on
thermal conductivity.

Generally, in a real crystal, several scatterzng proccsces will superpose at low
temperatures. It is observed quite generally that the definition of 2 mixed relax-
ation time according to

1\= ! + L +... .. {87y
7q,s) (%) T(q9)

may still reprezent a suﬁ‘ic;ently good approximation. But the definition of a mean
relaxation time

11
=—f—t.. ... (88)

Ty T2

RN
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and thus of the thermal conductivity according to equation {49) is merely a poor
approximaticn, if there is a substantial difference in the g-dependencies of the
‘individual relaxation times. This applies to the direction dependence as well as to
the g-dependence of the relaxation times, The difference betwéen the true thermal
resistance and that calculated with the simple formula (88} has its largest values if
two of the resistance terms are equal. Fowever, as in the casc of electronic thermal
conductivity of metals, an exact, calculation of the thermsi conductivity of insu-
lators, regarding the superposition of different scattering processes, should be -
possible if one succeeds in formulating the generai tran lspsrt problem as variation

=~ 1,000

ks . ?’
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2
I
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1o
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{By courteey of Advances tn Physics) .
Figure 7. The thermal conductivity of -
diamond single crystals, diameters 0-15
and 03 ‘cm (after Berman®™) (solid
Hne); theoretical results accam’mg fo
Klemens®:: assuming the simple addi-
tion fwula (88) for reciprocal mean
. relaxation times (broken line), using the
addition formula (87) for reczpmcai re-
laxation times (doited line)

principle and in solving this at least with sunphfymg supposxtmn; (e g elastlc :
isotropy).

In order to show that the total heat resistance calculated thh equatlon (88),
W =3, W; in comparison with experiment -always yiclds too small values, the -

3
‘thermal conductivity of two diamond single crystals measured by Berman® is
represented in Figure 7. However, the diffetence Wy, > W in the vicinity of the
extreme values according to Berman et al.® is due to a great éxtent to impurities.
‘Another discrepancy between theory and experiment consists in the fact that in
several cases, e.g. on potassium chloride,® tellurium, and germanium and
silicon,? no exponential temperature behaviour of the thermal conductivity has
been observed on pure crystals at low temperatures: According to Berman,
Forster, and Ziman,5 this difference is due to different isotopes constituting the
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8 defined canduetivity 0
well the so-define scuetivity
e total system consist

1 calculation of the electromie th

ons of electsons and phonons t

{2y £, 1 independent of N IV,
honon conductivity y of = £) it is assumed thar:
N~N, is independent of §-£,.

2! conductivity calculated with presumptions (1) to (4) has bee
defined byusa X(') inorder to eliminate t eusunmbscuzty. The additional terms
in thermal condy "tiv?ty and in energy transport occurring if the abave presump-
tions are abandoned will fogsther be called superposition effects. In semicon-
ductors these are so smal that’ ¢ represents the true total conductivity y with a
maximum inaccuracy of 1 per cent. (y,,(f=1) is not the insulator lattice con-
ductivity.) For this reason it seems quite logical to examine the energy transport
of phonons and electrons first of all senaratelv In the following the electronic
thermal conduction is discussed.

5.1. Extzinsic Semiconductor i
For an N-type or P-type semiconductor the thermal conductivity (N =N} is
given by the Wiedemsnn-Franz-Lorenz law

A2 B\
RV — L T = Y, g ".I‘ .o (: C“
(e e d] (e/l ) . (%C)
electrons: ;/ Gy L, [ e

o=4{ 5 L={ ; #ns= o=
holes: { O L, { j) { g

L is the Lorenz number, o = new is the electric conductivity, This law applies
with assumptions satisfied at higher temperatures:
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(1) The deviation of the phonon distribution function from the thertnal ethbnum ,
" ismeglected;
(2) Relaxation times can be defined for the charge and energy transport and are
equal, i.e, it 1mp11es :
of _f —fo o
= = ' ...(91
e A
»mdependcnt of the external forces, being an electrical ﬁeld and/or a temperature
gradient, S
In isotropic semiconductors L is defined®® by the energy dependence of the
_collision time 'r(e) and the value of the pmameter 7= g/kT which includes' the

= 4 5 l T
. . A e
:‘; X0 2 ') N*ty{)e N ,Il :."
@ ; o :
- o P-type . ' /'» ...-'.. [N
- ‘E . ‘ / o~ .
o 40 —7
- ' I/ °

X -

4 6 8 xi0?
A (2 em™)
(By courtesy of The Physical Society)
Exptl ’N-twe

~—— Theor. amiexptl P—type ’

Figure 8. The heat conductivity of bismuth telluride
plotted against the electrical conductivity (after
Goldsmtd‘ )

° i

“Fermi energy With the zero pomt of the energy scale fixed as in Section 3 Lis

given by , ’
_ Js_ (]2 ‘ -
‘L“"";é—'fé[s « ...(92)

= mﬂ(zm*)mjf( )af“(”)e"wzd (93) "

with. .

If the electrons are exclusively scattered by the phonons, 7() « ¢1/2, in non-
'degenerated semiconductors, N>, then 4 =1. Then, with ¢ o« T""'/2 the
electronic thermal conductmty is propomonal to T-3/3,
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In Figure 8, the thermal conductivity of N-type and P-type Bi,Te, crystals
measured by Goldsmid® is plotted against the electrical conductivity. . The point
of intersection on the ordinate resembles the phonon conductivity, which is equal
to the insulator lattice conductivity because ¢ = 0. If this is also approximately
true with ¢ % 0, then the deviation of the measuring points from a straight line
should be explicable by the dependence of the Lorenz number on the scattering
mechanism and the degree of degeneration. Actuaily, Goldsmid is in close agree-
ment with theory for the P-type material if the values for { are taken from the
measured thermoelectric power, and if the energy dependence 7, «c €728 is
accepted for the electron—phonon relaxation time according to the measured
temperature behaviour of the mobility. In the case of N-type crystals an explana-
tion of the experimental data is impossible in this sense. The difference is attrib-
uted to increased scattering of phonons by foreign halogen atoms with increasing
electrical conductivity. By measurements of the thermal conductivity on N-type
bismuth telluride which is doped with tellurium, lithium, and aluminium,
Goldsmid proves that the scattering of phonons by electrons does not reduce the
thermal conductivity measurably. In this case there is good agreement between
theory and experiment. Thus the author shows that with electron concentrations
of n== 10 to 10" cm~2 and T = 150° X the scattering of phonons by electrons
exerts nno distinct influence upon thermal conductivity in: the case of the bismuth

- telluride.

5.2. Intrinsie Semiconduector ,

In a semiconducting crystal within the intrinsic range the number of electrons
in the conduction band is about equal to the number of holes in the valence band.
In isotropic conductors both kinds of charge carriers travel under the influence of
a temperature gradient in the direction —gradT. By this diffusion process, the
driving force of which, as in the case of an extrinsic semiconductor, is the difference
in the mean thermal velocities of the charge carriers at the hot and the cold ends,
energy is transferred. In gases the corresponding diffusion process is called the

Sorret effect. This thermal drift motion of the charge carrier is superposed by,

_another effect which is caused by the strong temperature dependence from equi-
librium concentrations. of electrons and holes. Consequently, when applying a
“temperature gradient, a concentration gradient for both kinds of charge carriers
results, Thus, the concentration gradient is the driving force for an additional
energy transfer. This is determined by the excitation energy of free electron-hole
pairs, and it has been calculated by Price,® Davydov and Shmuskevitsch,% and
Madelung.% Below, the outline of Price is taken into consideration,

In a non-degenerated intrinsic semiconducter the drift velocities v, v,
trons and holes resulting from a Simulianeous temper and concentration
gradient are subjected to about the same mathematicel interrelationship which

" governs the therrnal diffusion in gases, Since the slectronic thermal conductivity
is defined in such a way that noelectric current is allowed, it yields

Y, = P, = N e (9“!‘}

if one knows v,jgrad{logn),grad T, 8] and w,, it is possible to caleniate
equation (%4) the unknown electric field strength I and thas the Sux N, 7
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electronic heat—current densﬁy, provided scattering of ‘electrons is by phonons
only, is then given by the following formula:

‘We = N(§g+-ﬁ,—) Wt . (95)
The tWo.fast terms correspond to the thermal drift motion of both‘carriers. The
first term results from the temperature behaviour of the equilibrium concentra-~

. tion.-'The excitation energy of an electron-hole pair ¢,(T") is to be insertedinto the .

brackets. Also the individual terms of N may be summarized in such a way, as
pointed out by Madelung,? that e,(T') occurs. If the Lorenz number L is defined
according to . '

KO =g tLia T, o=ate,  ..(6)

then . ol o L '
_ (K\*[oagp es(T) o ‘ 97)
L= () [22(5F4) 42 o)

applies. At present it is d1ﬂicult to perform a quantltatlve comparison with
experiment since exact measurements of thermal conductivity above room tem-
" perature meet with a large number of experimental difficulties so that considerable
- errors of measurement might occur. With bismuth telluride which becomes
intrinsic below room temperature, Goldsmid and Price$® succeeded in reconciling
theory and experiments with the value L; ~ 25(k/e)2. Further experimental results
~ on bismuth telluride by Kanai and Nii®” as well as by Satterthwaite and Ure®® may
~ be explained too by equation (97). The thermal conductivity of indium anti- -
mbnide has been measured by Busch and Schneider,® Stuckes,” and Weiss.”
- The amblpolar effect is much smaller here than with bismuth telluride because the
mobility ratio g /u, is very large. The thermal conductivity of germanium up to
about 1,000°K has been measured by Joffé,® Kettel,”? and Abeles,” A final
decision as to whether or not the measured temperature dependence can be
explamed by the ambipolar diffusion is not yet possxble

6. SCATTERING OF PHONONS BY ELECTRONS
'SUPERPOSITION EFFECTS ‘

- For analysing the total heat-current dens:ty ofa sermconductor we started from
equation (89). Here it has been an essential presumption for calculating X that
the energy transports and thus the thermal conductivities of both sub-systems;

electrons and phonons, are independent of each other. This independence does
notapply exactly and, therefore, we have to prove how the transport problem may

- be re-formulated in a consistent manner,

The usual presumption of Bloch’s theory is made.- Thus it is assumed that
,electrons interact with the longitudinal acoustical phonons only and that the total
system electrons and longitudinal phonons can be described by the distribution
functions f(k) and V{q) (see Section 3). These functions are determined by two -
Boltzmann equations. For the sake of simplicity it is presumed that the electric
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field and the temperature gradient are orientated in #;-direction. Then it yields
{—]e| = elemental charge):

E ofy L8 [L\ €@ ot}
“ﬁzKl[“E+Téa<f)+fﬂ T
" NG oT  oN
ot Bxy Ot BT
"The trial for sinall deviations from equilibrium reads:
k) — ¢(k) of,
£(k) = fo(y _k—T‘E;_:

o ... (99)
N = Nye) -2 20

For abbreviation we have written y = ¢(k)/kT and 2 = hw(q)/kT. By this notation
it is possible to split up the time derivatives of distribution functions due to
scattering processes into two linear operators which depend only upon 4 or §:4°

of
al, = L= L)
N ° , ... (100)
‘a; Sﬁi‘;‘h = —La(¢)‘L4(SI’)

Further scattering processes, to which the electrons or phonons alone are
- subjected, will be performed by pesitive additional terms to the operators L, and
L,. In non-degenerate isotropic semiconductors by means of the notation

H) = Kyo(K), (@) = 4,0) ... (101)

the operators L, are given by:™

2K
L) = +yiKs | EAE)AR) 4
; |

2K
L) = — K f LK) Ha)dg
... (102)

@

o K ‘
B = i f SAE)AK) K
q

L) = e [ SEKIHOK
R, q
42
&, is the mean frec path of the charge carriers for their interaction with phonens,
o =k*2m* kT,
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With the zbove defined scattering operators the simultaneous solutxor of
equations (98) is mainly a problem of analysis. It might be solved in various ways.

- A very logical approach consists in formulating the problem as Kohler's general-
ized variation principle. This allows the application of distinct solution methods .
also, when adding further scattering mechanism. The results found thus by Dorn#® -
in first approximation for the thermal conductivity are exactly in accordance with
those we have found by applying a simple algebraic iteration method.” Moreover,
in this way we were able to calculate the thermomagnetzc effects, such as, for

“example, the change of thermal conductivity in a magnetic field. This method,"

~ being applied in a similar manner by Parrot,™ in principle consists of developmg'

. the perturbation functions ¢( y) and §(2) in terms of a coupling parameter A+ '

LS

o) = 4+ > (3) e

...(103)
IR 1\ ¢ ST
) = Bt Z(;) bi)
That is m*\ /2 Ts/s ‘
A= 4-48x 1012( m) ul(,h" -+ (104

l"h is the mean free path u7, (equatlon (80)) of those phonons which interact
i substantmlly with the charge carriers. The coupling parameter A outlines the
relative influence of phonon—electron scattering upon the perturbation b(z). The-
‘'smaller A is, the stronger the insulator term by(2) is reduced. ¢y(y) and by(z) are
the drift terms. The coefficients ¢(y) and b(2) have to be calculated in a self-
consistent manner as functions of external forces. ‘A necessary consequence of
notation (103) is the splitting of the transport coefficients into two components,
an electronicand a,phonon contribution. Both are connected by A The total heat-
 current density w in xl-dlrectxon is gzven by

. : © . 8T ‘ ‘
ST ¥\ : ) f N,b' (z)z4
W= we+th = bmim* J foc(y)(a) d ( ] ) 1— CX{)(— _,)
. .0 . 0
' .« {(105)
That is
v : [ b(zi)é) 4% 9: , N
V() ={ Hd3oT ... {106)
- l T ax 7> % :

Thus the heat-current dené.lty of the phonons is decompoesed into two components,
lgzg is the mean free path, entering into the insulator lattice conductivity (equation

(49)).

The results for thermal conductivity may ‘be summarized-in the mllowmg
- manner:

' = Xe(N )+Xph,(f)

= XO+8xe+ Sxpn L (107)
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‘We use the notation
A
A2 ( ~—) oT
Le

A

XE(ZVO)

8. = uBuk {3

i

: ... {108)
Xph(fo) = Ap +A)’nh(f0)

8)&'911 = Pﬁ}ipr\f)
The constants 4 and B entering into the electronic conductivity are of the order

of magnitude 1. With mixed scattering of the electrons by phonons and foreign -
ions we find for non-degenerated semiconductors

&y )"E 4 TK, (K.I}ﬂ
Ao i , B=_— {2 [T
7} Ky {‘&e | 3y "TL‘{S K J
where .. .{169)

« toLexp(=3) gy
K"‘";?ZJr g Y

3y f “eig.A ions.
¥ is the insula or lattice cc-aﬁucuv:f} being reduced by the scs tfenr\g of
phonons by elecfrons in proportion to the electren concentration, A\ n <8, This’
reduction depends to g smali'extent on the deviation £--1, as in the case of
metals, Forax 1 ;

o PR 2 ne .
Xprl £} =% = {1+ C) Ay = ~5n T (ﬂl( D)2 L {110)

F%/6 is the mobility ratic for the scattering of the charge carriers by phonons and
Ly

This result conforms exactly with~that obtained by Dorn®® by means of the
geuerah zed variation principle in firstapproximation. Because of C <€ 1, equanop
{118} is valid approxunately even if the electrons are subjected to further scattering

processes. On inserting data for N-type germanium into equation (110}, we find

ton(£) 1Y & —2% 1970 5T-* .. (111

Aecordingly, with 7= 20" K *Re concentration should be 5~ 108 cmn—=, in order
*byabout 10 per cent. This ccrresponde qualitatively to experimental

ADI
u Carruthers et 21,7 The\' have medsured the teraperature behaviour of X
on germanivm single crystals daDeﬂ with different amournts of foreign atoms from
Group 111 of th emn odic sysiern. '1he results are shown in Figure 9 The smaller
’-:usrma- conduciivity of tha doped crystals compared with that of the pure crystal
Gelis dueto &}vo scattering of pﬁamns by holes, The authors explain the stron
reclu ction of thermal conductivity of some samplps below 20° ¥ by the scattering
of phonons by chargs carriess in the x_mpun*y band. Thaus it is assumed that
phonon—¢lectron or phonon-hole scattering occurs in the xmpurlq. band in a
%im:lar manner.fo ’n' rr»snﬂnuang scattering processes of free charge carriers.
This resun f‘wn p\,ars ¢ be justified because several authors, e.g. Eritsche
and Lark-Porwitz,” as well as Finke and Lautz™ observed 2 narmai»onduc ivity
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behaviour in so far as a finite’ conductlwty and a Hall effect were proved ex-
penmentally From the theoretical point of view, phonon-electron scattering
processes in the impurity band are possible as in the case of free charge carriers,
‘provided the elgenfunctlons of the charge carriers may be approximated
. sufficiently well by eigenfunctions of free particles, i.e. by the Bloch functions
with s, {r) ~ constant, cited in bectxon 3, the wave vector k thus repsresenting a
g(:"d quantum: number 1 :
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(By cpurtesy of The Royal Society)

Figure 9. H eat cmzdw:thty of germantum single crystals. Ge2 and ‘

Ge5 are pure N-type crystals, the osher crysials are doped with

elements from Group I of the I;en)odzc System {after Caﬂuthers
et a ,

. 'The electronic thermal conductivity is of only little importance in non-degener-
ate semiconductors at low temperatures, With 4=1, itis -

N ”ne
Xl ")—148 x10-22% ... (112)

xR

_if the conductivities are measured by international units In the case of N-type
germanium above 20°K the right-hand side of equatxon (112) is apprommately
10-2 2T, The correction term then is Oy, 2 10-2 073,

4
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7. INFLUENCE OF MAGNETIC FIELD

As already stated by Onsager, the thermodynamic theory of the thermomagnetic
effects in anisotropic crystals yields a general symmetry relation between: the
components of the thermal conductivity tensor:

xa(H). = xa(—H) : - (113)

A proof is found with Fieschi, de Groot, and Mazur.”™
We take into consideration that the tensor cornponents yz are defined by the
relation (12) and develop the y; in terms of the components H; of an external

magnetic field H:
Xik(H) =z X&(O)'{-A;MHI-FA&],”HIH;";{*... e (114)

The coeflicients Ay, App, are called thermomagnetic coefficients. It is easily
observed with equation (12) that the A y;, transforming as components of a third-
order axial tensor like the product of two axial vectors (9 components), take into
account the Netnst effect, The Ay, transforming like components of a fourth-
order polar tensor, such as the product of two symmetric tensors {36 components),
are decisive for the change of thermal conductivity in weak magnetic ficlds
(v*H?2< 1,|H| = H(Gauss)). The number of independent coefficients Ay, Ay,
depends on the crystal class (point group) appropriate to the semiconductor. The
number of independent tensor components can be determined by the group-
theoretical method mentioned‘in Section 2. Furthermore, this method aliows us
te state which of the tensor components actually occurs. 'The results correspond
exactly to those for the galvanomagnetic coeficients, because in both cases the
components of two polar vectors—electric current and electric field strength, heat
" current, and temperature gradient—are connected with each other. Therefore,
the results obtained by Kohler,%0 Okada,3* and Juretschke®? for the tensor repre-
sentation of the galvanonuagnetic coeflicients may be utilized in obtaining the
thermbmagnetic coefficients. ’
With all thermomagnetic effects the dsothermic and the adiabatic effects are to
be distinguished, In the first case a heat current is allowed to flow perpendicularly
to the primary teraperature gradient and to the magnetic field. In the second case
the surfaces in. this direction are adizbatically isolated. The difference between
isothermic and adiabatic effects is negligible™ provided
{1) The electronic component y, cf the thermal conductivity is small with regard
to the lattice component; or
{2} The effects are investigated in strong magnetic fields,
Both apply as presumptions on non-degenerate extrinsic semiconductors. Thus,
. the isothermic heat conductivity of an isotropic conductor in a magnetic field”
yields: ' '

/E\ 2
() = A(H)ze) o(0) T+ B(H) ull) ... (115)
The functions A(H) and B(H) result from 4 and B by substituting

O B s T B »
0
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instead of K. The magnetic field strength parameter is y = (3\/17/4) 1080 H.
Madelung“ has calculated A(H) for weak fields. One gets -

A(H) =1= (i.l)(s HH) (.MH.)2<1 1 ‘

' prowded that the only interactions of zmpoftance for the charge carriers are those
with the phonons (mobility u). With impurity scattermg the coeificient of the
. squared term is increased by.a factor.10. Withi mcreasmg magretic field sirength

the thermal conductivity decreases as monotonic function of H. In the limit
H—> wthe perturbatlon oy) vamshes Therefore, it results

o lm 3 =0 R ¢ )

H—>©

The measurmg of thermal conductmty in strong magnetic fields, equat:on @ 18),'
wauld permit us to determine the phonon conductivity prowded this would be
independent of the perturbatlon o(y) < £--1,. Since th1s is only approximately

true, one obtams
m xph(f )= Xl = fo) . ... (119)

* " The correction SXph’ the maximum value of whlch amounts to about 1 per cent of
‘Xpn With semiconductors as with metals, vanishes in the limit H — .

8. FURTHER TRANSPORT PROCESSES

‘According to Krumhansl the various energy transport processes may be divided
into two groups. By the first group low mean excitation energies are transferred,

by the second group higher excitation energies come into play. In the following, ©

out of both groups one energy transport process is discussed which might be of
interest in special cases. Neither experimentally nor theoretically, however, have
the two process~s been examined so thoroughly that the presenit results cdn be
definitively regarded as final. In this section we want to discuss the transport
of thermal energy by radiation and by exmtons '

8.1. Radiation ' »

This transport process is of some interest at hxgh temperatures The corre-
 sponding thermal conductivity has been calculated by Czerny and Genzel.# By
»applymg the Stefan-Boltzmann law for the total spontaneously emitted electro-_
magnetic radiation, they ﬁnd for the correspondmg heat current of an 1sotrop1c ‘
d1e1ectr1c o .
bt dTe |

Wrag = —~ 7 : e
rad ; e Oy , (120)

: The temperature gradient is onentated n the xi-dlrectlon b=5-73x10"1*W
" cm—2deg. K4 is the Stefan-Boltzmann constant. 'n,, and k&, are the values of
the index of 1efract10rx and of the optical absorption constant (cm‘l) for that
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waveléngth which corresponds to the maximum of radiation energy of a black body
with temperature 7. In the stationary state one obtains

dow a4 47+

0:0q(,) = 0 > —— = const ] .- (121

diey day

From this results a linear temperature gradient in T, if only the energy transport
by radiation is taken into account. With equation (121) we can rewrite equation
(120} in the final form

2 3
_ 1603 T3dT ) )

It is permitted to add this energy transpcrt caused by racha’uon to the one carried
by electrons and phonons and thus define the total thermal conductivity for alinear
temperatme gradient, provided %, is sufficiently high. In this case only neigh-
bouring volumme elements mutuaﬂy interchange radiation. In small distances the
difference between terperature gradients which are linear in 74 and in T,
respectively, becomes small.

According to Joffé, Devyatkova, and Moyges® the measured thermal conduc-
tivities of tellurium crystals may be explained quantitatively by taking into account
the energy transport by radiation with the formula (122) '

8.2. Excitons ) »
As Haken®® pointed out for excited electron states called excitons it is character-
istic thai:

{1) The excited electron state remains near the corresponding hole state;
(2) Excitation energy is transferred through the lattice, thus omitting a c‘large
transport.

Of particular interest in connection with thermal conduction is point (2). It
starts from the fundamental result according to which the excited siates in a perfect
lattice cannot be exactly located. In other words, excitons always have a finite
* travelling or diffusion velocity. An empirical verification for this fact in the case of
alkali halides is given by experiments of Apker and Taft®” who investigated the
external photoeleciric effect .on crystals with F-centrées. If such crystals are
exposed to light radiation in the maximum of (X J :4v = 5 -66 eV) absorption a dis-
tinct maximum of emissivity, electrons per irradiated light quantum, is observed.
The authors explain this observation by assuming that the excitons, primarily
created by irradiation, travel through the lattice and recombine on F-centres..
Thus electrons in 2 defined encrgy range are emitted. Another convincing indica-
tion concerning the diffusion of excitons is given by Seitz.# He explains the
creation of F-centres at very low temperatures in the following way. Excitons are
formed by irradiation, they diffuse through the crystal until reaching a dislocatien.
Here they recorbine, spending their excitation energy in building up F-centres.
A suffictently high diffusion velocity together with an appropriate concentration
of excitons should influence thermal Londm*mu Tt is reasonsble that in certain
senmiconductors at higher temperatures the thermal energy of the Iattice does not
suffice for creating free charge carriers, though it ruight suffice for creation of
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_excitons if there exist such excited states. The excitons, under the influence of a
temperature and concentration gradient, would travel through the > crystal and thus
transfer thermal translation energy as well as internal excitation energy. For the
correspondmg thermal conductivity Pikus®® notes:

1677 k Ae 1 Ae '
3 exc BXC, K 5 .
Xese. = =3 (h) T e,ml {( BT 2) +2]..xp( kT) g.(123, |

where m,,, is the effective total mass of an exciton and Ae,, is the internal exci-
tation energy. The mean free path of excitons, I.., has been calculated by several
authors® in different ways. 'The investigations hitherto carried out have in com-
mon as an important presumption the fact that the excitons are elastlcally scattered
by the phonons Thus the possible change of internal excitation energy in scatter-
ing processes is neglected. This neglect is certainly allowed in non-polar crystals

where the scattermg of excitons by the acoustical phonons predominates.. On the

other hand, in polar crystals this neglect, in case of equal effective masses of

electrons and holes, m,, = my, results in an indefinitely large free path, because the

exciton appears to the polarization vibrations of the optical branch as a neutral

particle for all wavelengihs. Therefore, inpolar crystals the hitherto known results
~for I, are applicable only if the effective masses of electrons and holes are
-substantially different.

- Up to now only Deviatkova® in experiments on lead telluride observed a con-
tribution to thermal conduction which might be due to excitons, Accepting this,
the interpretation of the experiments yields Ay, = 0-12 eV. The band distance
of lead telturide amounts to 035 €V. For the mean freé path of the excitons with
(123 Moy, ~ 10-% g) at 300° K a value of 5% 108 cm is obtained.

9 THERMAL CONDUCTION AND THERMOELECTRIC
COOLING

Out of the different; thermoelectric’ effects, the Seebeck effect and the Peltier effect
are particularly suited for practical’ applimtions We want to demoustrate in the

case of thermoelectrical cooling the i importance of thermal conduction by tak_mg -

advantage of the Peltier effect.

The theoretical examinations of thermoelectric’ coolmg with regard t0 coolmg
efficiency or to the attainable temperature difference have been sammarized by
Joffé,? Justi,* and Lautz.®® The simple presuppositions of the first theoretical
paper of Altenkirch® on Peltier cooling with regard to the heat balance of the cold
Juncuon read, in the stanonary state (see Figure-1):

% ]oule s heat+ heat balance by thermal conduct10n+
+ cooling efficiency = Peltier coohng( oTI)

The cooling efﬁciency, ie. the quantity of heat taken from the heat reservoir at

the cold junction per. time unit, is proportional to the current /[4] and the
differential thermoelectric power ¢} on the right-hand side. The efficiency

decreases with increasing irreversible heat-losses on the left-hand side. Thus, the
significance of thermal conduction is evident. The detailed calculation shows that -
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the maximum coohng efficiency and the maximum temperature difference (AT )y -
, (Fxgure 1, cooling eﬁiczenoy 0) are gwen by the quantlty

@ L
[\/(X;/al)+ Ve o) Q = 91 0, .- (124

O and Q, are the differential absolute thermoeleetric powers having reversed ’
signs for a P-type conductor and an N-type conductor.?® This yields

. ) . 3’ °
 (ADae=3T
where T, = temperature of the cold Juncuon
_Therefore, semiconductors having low thermal conauctlvxty, high electrical
conduct1v1ty, and high thermoelectric power are of interest for thermoelectric

cooling. The system Bi,Teg—8b,Teg, which forms solid solutions, as shown in ~ ~

_Table 3,% exemphﬁes how, by dopmg, an op’umum might be obtained in the
sense of a maximum 2-value.

With regard to the thermal conductivity of such solid solutions only empmcai

‘rules can be gaven The theoretical examination of the thermal conductivity ot\
mixed crystals is a complicated matter for various.reasons.

(1) At higher temperatures the phonon—phonon.interaction in 2 perfect crystal -
cannot be described by a relaxation time or 4 free path. Therefore, even if in an
imperfect crystal we could calculate a relaxation time for scattering of phonons by -
foreign atoms, it is not possible to define 2 ‘mixed relaxatlon time according to

“equation (87).

(2) On substituting foreign atoms in a perfect crystal or a binary compound a
description of the additional scattering of phonons by foreign atoms cannot be
outlined by a free path, which is calculated by means of time dependent perturba-
tion theory. The perturbation of the stationary states, especially the change of the
lattice dispersion due to mass differences and to the change of linkages between
the lattice particles is'so strong that the apphcatnon ofa perturbatlon calculation is

" generally not permitted.
(3) The concentration of the free charge carriers in the mixed crystals is of the
order of magnitiide 1018 to 10*° cm ™3, Degeneration starts, and at low temperatures

' the reduction of the insulator lattice conductivity due to the scattermg of phonons o

by electrons must be taken into account.
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- INDIUM ANTIMONIDE

1 INTRODUCTION AND GENERAL PROPERTIES

Although mdmm antimonide is a relative newcomer in the field of semlconductors,
it has already been the subject of a great deal of intensive research work, Many of
its properties have extreme values compared with other well-known semiconduc-
tors and already several effects have been observed for the ﬁrst time (m some cases-
the only time) with this compaund ‘

Both from the point of view of fundamental measurements and the apphcatxon
in a wide variety of devices, indium antimonide may well be considered the most
, interesting of all semiconductors.

- Many of the interesting properties of mdmm antlmomde stem from 1ts low
intrinsic energy gap and from the very low effective mass of the electrons.. As a
result of the former, theabsorption edge lies in an interesting part of the infra-red
" spectrum, and the material is being used for radiation detectors and filters. _

~ Because of the small effective mass of the electrons, magnetic fields produce =~

- large effects. For example, the Landau splitting (Befi/m*) is almost seventy times

* larger than for an effective mass of unity.} Coupled with the fact that in the

" neighbourhood of the absorption edge -a.relatively small energy separat:on
corresponds to a readily resolvable wavelength interval. This means that a variety
of magneto-optic effects are well defined in indium antimonide,

‘The small effective mass is mainly responsible for the very high mobxhty of
indium antimonide—70,000 cm2V-1sec at room temperature—which is, for
example, some 20 times higher than in germamum '

Indium antimonide crystallizes in the zinc blende lattice, w1th the same inter-
atomic spacing as grey tin, namely 2-80 A. The coefficient of linear expansion is

5-5x 10~ per degree Centigrade at room temperature An interesting feature of = =

the thermal expansion coefficient is that it drops to zero at 56° K and becomes
negative for temperatures below this.!

The elastic constants have been studied by Potter>3 uho used the data to
_estimate the degree of ionicity of the compound. ,

2. PREPARATION

Not least among the attractions of indium antimonide is the relatlve €ase thh
‘which material of high purity may be prepared

The normal method of preparation is by direct fusion in vacuo.of stmchm-
metric quantities of commercially available high purity elements, i.e. ‘Specpure’
quality, folowed by zone refining. The low melting point of indium antimonide
{523° C) sunphﬁes these processes—for example, radiant heating by nichrome
wires or strips is perfectly satisfactory for a zone melter.

- Thirty or forty passes through the zone refiner usually produce matenal which

1 Rationalized M.K.S. uiits are generally used fot equations, but popular practwal
units are used descnptwely in the text. ) »
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is intrinsic at room temperature, i.e. the net extrinsic catrrier concentration is
< 10 ¢cm=3, It has been shown by Hulme and Mullin? that the most likely
impurities then remaining are zinc and cadmium, both of which have segregation
coefficients near to unity. These workers show that these impurities may be
removed by volatilization, and that if zone refining is carried out after such treai-
ment, material with < 10 cm~2 excess donors may be obtained.

The growing of single crystals of the pure material is quite straightforward.®

For production of doped N- or P-type material, it is customary to use Gr oup VI
and ‘Group II elements respectively. These impurities have low activation
energies. According to Edmond,® N-type material with at least 8 x 10! cm~2 free
carriers can be produced by use of tellurium; whereas P-type material of 2x 103
cm~? can be made by doping with magnesium. -

3. BAND STRUCTURE

Many of the interesting properties of indium antimonide can be explained from a
detailed knowledge of the energy band structure, but convérsely, this knowledge
is largely gained from detailed experimental studies of electrical and optical
properties, and it is not possible to discuss the latest bma dlcc*ry withont using
some of the most up~to~dato experimental data whach will oniy be given in detail
in later sections of this review.
The earliest theorstical treatment designed to give a general explanation of the
, propert:es of the Group ITI-V compounds was that of Seraphin.” He considered
a-simple one-dimensional Kromg—Penney type model designed to rep:’esent the
potential distribution through the crystal in a (111) direction. By perturbing the
uniform potential wells representative of a Group 1V element, so that adjacent
wells were alternately deeper and shallower, he was able to make 2 representative
study of the effect of increasing ionicity. The general trends were:

(1) Steady increase of energy gap over that of the Group IV element;

(2) Stezdy increase of the effective mass of holes;

(3) Marked decrease of the effective mass of clectrons for & small degree of
Jomcxcy after passing through a rmmmum, the mass increases again for large
jonicities.

This cir'rp' theory thus explains the facts that the erergy gap cf indium
antimonide is somewhat greater than that of grey fin (0-18 ¢V compared with
009 eV}, while the hole mobility is lower than in grey tin. The ocourrence of the
low electzon mass and high electron moebility is also seen to have 2 fundamental
explanatian. '

Early speculstions by Herman® were that both conduction aud valence band
extrema were at £000, and that the energy surfaces there were spherical. There is
‘now a considerable variety of mechanical, optical, and elecirical data which
supports this view (see Potter® or Tuzzolino,? Dumke,'® and Frederickse and Hos-~

ler, 1t respecuvely)

Asi in germanium, there should be three valence bands; two degenerate at 0G0
but with different hole masses, and a third separated from these by spin-orbit
splitting. This splitting is estimated to be fairly large? so that this hand will not
usually have any effect on the properties.

192



"

INDIUM ‘\NTIMONIDE

A detailed calculation of the shape of the energy bands has been carried out by
Kane®® using the Kronig-Penney perturbation approach. It was assumed at
the outset that the extrema iay at 2000 and the values of the effective masses and
the size of the energy gap were taken as known data. The most important result

. of this calculation is that the conduction band is shown to be non-parabolic and,

in consequence, the effective mass of the eléctrons is not a single-valued parameter

but is energy dependent. Figure 1, in which the energy bands are plotted against

.~ k2, shows that the heavy hole band———which'is the one containing the majority of
. holes—is parabolic, but the light hole band is not. No experimental evidence for

1 / Conjunction Jbond ‘
.‘..-‘ ) ’_ NN
= | Energy gop - I
T‘ 0 e R _
=08, - - :
o LA 2x1073
' E K = {otomic units}
Fxgure 1. Energy bands in n-dmm antzmomde at 0°K
: ) ) (from Kane*?)
> \ : ¢

enefgy dependence of either hole mass has yet been obtained, however, and there
is s0 far no experimental value for the spm—orbxt splitting of the Va band.
. Kane finds that the conduction ba.nd is given by _ : .
€'(€'— G)(e'+A)~ k2P +2A/3) = )}

'whero G is the gap width at 0° K (0-23 &V), A is the spm—orblt splitting, estimated
: theoretlcally as 0-9 eV, and ¢, the energv measured above the valence band, is
given. by : »

€e=¢€ -ﬁzkz/Zm,, . R . (2)
' ~and P?js the matrix clement givenby =~ * - o e
| v\¢tora) “mtm 0 O
" where m# is the effective mass at k= 0 and m, is the free electron mass.
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The term %2%%/2m, is quite negligible compared with € for ali relovant snergios
so that ¢ may be substituted for ¢’ in equation (1} giving
ele—GYet-A)

(e+24A/3)

Now it has been shown by Stephen and Lidizedi® that if the effec e ass is
determinedfrom the Faraday effect under degenerate conditions (sec sirh ]
4.8) the effective mass is not given by the curvature of the e~k curve, as is nor
the case, but by :

B[ de)
where the subscript F means that the value is that at the Ferwmi level. lence, in
atomic units, where & = my=1

’ . kz\ .
m* = § : .. {58
dG ] F .

so that by direct differentiation of equation (4) the theoreticn! value of the effective
mass at'any energy level may be obtained.

To a good approximation, it is found that
AGHAFGE  AR(G+A)
1PXG+2A/37 PXG+2A[3)
and from this equation we may derive an expression for the zero-% effective mass
in terms of the reass found from any given Faraday experimem, pamely

i A

o *3(, [F+ /(R4 GEm*e)} - 1  atomic units e {7}
0

BPt= (5

. {%a)

m¥e =

-{6)

where the parameter 4 = 1 for small energies and 4 = 0-97 for energies =~ §-1 eV
above the bottom of the co,nductlon band. This expression is accurate to better
than + 1 per cent for erergies up to §-14 eV above the conduction band (i.e. the
'energy range covered by the Faraday effect results given in gnb-section 4.8} and
is also mdepenczerlt of the spin—orbit splitting except for its slight influence on A.
For example, changing A from 0-5 eV to 1-4 ¢V changes mg by less than 1 per
cent. .
Values of m calculated by equation {7) from effective masses determined by the
infra-red Faraday effect are given in snb-section 4.8. They give the average value
= 0-0143m,,.
4. OPTICAL PROPERTIES
Measurements of ab%orp’ciml in indium antimonide have now been made over the
wavelength range 2-200 microns and cover three regions of specific interest.
(1) Short wavelength absorptxon and the absorption edge.
(2) Free carrier absorption.
(3) Reststrablen absorption.

In addition to absorption measurements, interesting work has been carried
out on dispersion, magneto-optic effects, and recombinaticn radiation.
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4.1. Short Waveiendth Absorption

‘Values of the absorption coefficient K, obtained by direct transnussmn measute-
ments through very thin parallel slices of pure single. crystal matenal obtamed by
Moss et al.™ are shown in Figure 2.

The main absorption edge is seen to lie near 7 microns. The wavelength of
maximum rate of change of K, which has been shown by Moss?5 to be a reasonable
criterion for lecating the absorptionedge, is 6+ 94 microns or 0-179eV. The Figure
also shows the absorption calculated by Kanet? from his band theory on the basis
of ‘direct transitions. As the only adjustable parameter in the theory was the
energy gap, the agreement in magmtude at short wavelengths is very good

The measured values of K at 1-5 microns exceed 10 cm—3, which is a much
higher absorption level than that at which the onset of vertical transmons in

i
:Eg 14— e :
. —"\‘i.;._ .
xw.-\- ———
’g.m'l ol
. . Ragns s WA
103 : Ty
o ' S
g8 | ‘ : ©A
.',"—_', i . ‘}’}
B . s &
8 . ;\ .
. 2 g .
§ 107 : . ‘
S )
o . .
2 , '
) . .
1ol 1 '
2 3 4 5 [ 7,
Wavelength =—n ‘ ()
D 30u thickness - . X - 13u thickness
(o) 18p thickness . © 5+5u thickness
——— Theory (from Kane$)

‘ Figure 2. Absorption in indium antimonide

’

germanium and silicon shows a secondary absorption edge. This fact indicates
~ that there is only the one absorption edge, and that the conduction band minimum
is therefore vertically above the valence band maximum.

Interpretations to the contrary—in terms of non-vertical transitions involving
one, two, or four acoustical mode phonons and valence band maxima away from-
kOOO—have been made by Roberts and Quarrington,!® Blount et al.,\7 and Potter.?
A later treatment of this subject!® shows that the absorption edge can best be
explained by a model with both extrema at 2000, where, at energies slightly below
those of direct transitions, there is absorption due to virtual transitions to inter-
mediate states in the conduction band, followed by scattering by optical mode

. phonons of energy appropriate to the Reststrahlen wavelength. Dumke’s results
- compare well with the experimental results of Roberts and Quarrington¢ for
temperatures of 200°-300° K. Dumke emphasxzes that for temperaturesof 77° K.
and less, the shape of the absorption curve is mdependent of temperature, further
coohng merely movmg it to shorter wavelengths. -
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A very precise value for the energy gap has been obtained from a study of the
oscillatory magneto-absorption effect by Zwerdling et al.*® Using magnetic fields
of 20,000--37,000 gauss and specimens ~ 7 microns thick, they were able to locate
four absorption minima in the wavelength range 5-7 microns. When the photon

“energies of these minima are plotted against magnetic field, it is found that on
exifapolation to zero field they 21l yield the same photon energy. Thisis the energy
gap, its value being 0-180 4 0:002 ¢V at 298° K, in good agreement with the value
obtained from the maximum slope of the absorption-curve, '

A shift of the absorption edge in high magnetic fields was observed by Burstein,
Picus, and Gebbie.® By using fields up to 58,000 gauss, they found that for a
constant transmission level there was a shift of 2:3x 107 eVgauss~1, This is
approximately only 60 per cent of the expected shift given by 3%iw, (where the
angular cyclotron resonance frequency is w,= Be/m*), possibly because of a
variation in absorption magnitude due to change of ehectron populations produced
by the field %

4 } Pressure and Temperature Dependence of Actwaﬂon Energy -

As there are great technical difficulties in providing window materials trans-
parent at ~ 8 microns which will stand high pressures, measurements of the
pressure dependence of the absorption edge have not so far been reported.
However, data are available on the pressure dependence of the resiQtivity and Hall
‘constant, '~ The average increase of energy gap with pressure is de/dp=15x
108 eVkg-lem—2, 4

From the elastic constants,?2 the average compressibility is

x=22x 10"“1i1g—1cm"2

Thus, the shift per unit strain is

de
avyy =
and the equivalent temperature dependence is

~6-8eV

: fi_e_\ = —1-1x104 eV‘denr C-
' dT,)d o e

'The temperature dependence of the energy gap, which has been shown6 to be
linear with temperature above 100° K, has been measured in many ways. The
results, which have been summarized by Moss,'® give an average shift of
—3:3x10%eVdeg.C2.

By comparison with the dilatation contribution this figure leads to a lattice
broadening contribution of

(E‘f = ~2-2x 104 6V deg.C
a7 ) b - ™
4.3. Dependence of Abscerption Rge on Impurity Conceniration
Tanenbaum and Briggs?6 first observed that the position of the absorption edge
in indiuta antiroonide was strongly influenced by the amount of N-type iupurity.
No significant effect due to P-type impurity was found, . '
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The cause of tfns Shlft is now known to be the progresswe ﬁllmg of the lower
levels in the conduction bands by extrinsic electrons so that transltlons can only
take place to the upper, empty, levels,

The degree of filling for a given carrier concentration N can be ca!culated in
terms of the momentum vectoy at the Fermi level (kF) since -

2 %k% o , oo
_ T@np 3 L _ L (8)
giving o kF = (3 N3 . ‘ '

The values of kg can then be- converted to equivalent. Fermi levels by use of _
‘Figure 1. Bome representatwe ﬁgures are given in Table 1. '

“Table 1. Extent to which Conducnon Band is Filled for
Various Carrier Concentrations

N@n® | kp(aomicunit). | Ac(eV)

s 0% | 0:0036 = 0-012
1017 . 040077 - 0-046

10 | 00167 | - 018
11 L 0-036 0-42

Thus for 10 electrons cm~2, the absorption edge'shonld have moved to approxi-
mately 2 microns—asis observed to be the case from the data of Hrostowski et a.l 2

* in Figure Il(b)

44. Free Carnet Absorptxon » -
From the classical treatment of absorptmn by free czu'nets,15 the real part of the
.+ dielectric constant is givenby' - v . _
: Ne? /'rm" €& .
, anw— w3+'r"5 ‘ (9)
This relation corresponds to the assumption of an energy independent collxsxon ‘
time 7. Several workers®2® have concluded from their analysis of electrical data
that for indium-antimonide + is indeed energy independent at-least up to room
temperature. Thus, for this material, equation (9) should be well obeyed. ,
Expressmg 7 in terms of the mobility—again for the case of energy independent
‘ scatte1 ing—we have

«

7 = pm*fe
L . N& '
giving L e o 0

- for mfra-i ed wavelengths where w > 1.
- Thus for conditions where the absorption is not too mtenee, so that n does not

vary significantly, the absorptlon constant should increase as the square of the.

wavelength ‘Such behaviour is conﬁrmed by the expernnental results of Flgure
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3(a). From the slope of the line, using the measured values of N and 1, and putting
1=3-9, the calculated effective mass is #* = 0-023m,. This is in very good
agreement with the Faraday effect determination of effective mass. in a slightly
purer specimen listed in Table 2 (page 204).
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Figure 3. Wavelength dependence of free carrier absorption in N-type indium antimonide:

(@) N=3-5x10Y cm=3, p=18,000 cm?V-2sec™; (b)) N=6-2x10Y cm~2, p=25,000
cm? V1sec™?
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Figure 4. Long wavelength reflectivity of indium
antimonide (from Yoshinaga and Oetjens?)

For higher absorption levels it is necessary to allow for the variation in refractive
index, by plotting 2K against 2. As shown by Figure 3(b), which uses data
obtained by Spitzer and Fan,? the expected proportionality is then obtained for
absorption coefficients up to at least 1,000 cm—2, Using the measured parameters
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~.and equation ( 10) the effective mass for this specimen is found to be m* =0 030m,,,

“which agrees very closely with the value calculated by Spltzer and Fanp® from :

dispersion data on this same specimen, pamely m* = 0-02%m,.

Yoshinaga and Oetjen* have measured the reflectivity of indium antimonide
for wavelengths up to 200 microns. - From their results, some of which are plotted
in Figure 4, they have deduced the absorption coeflicient and refractive index.
The material used was intrinsic at room temperature and so the absorption was

low at short wavelengths. Beyond 70 mlcrons, K increased roughly as A%. From -

their analysis of the data in the 100 micron region, these workers concluded that
the optical behaviour corresponded to moblhues and carrier concentratfons within
2 per cent of the d.c. values.

I

"4.5. Reststrahlen Absorptxon -

. 'The reflectivity of pure indium antimonide crystals in the region of the lattice
absorption band has been measured.3 At short wavelengths the room temperature

rcﬁect1v1ty falls steadily with increasing Wavelength to reach a minimum at 49-8
microns (Flgure 4). There is then a rapid rise tg a maximurm reflectivity of 83 per
" cent at 54-6 microns. This value is presumably more accurate than the 78 per
‘cent quoted earlier by Yoshinaga 52

These measured values can be used to derive the parameters of the equivalent
classical oscillator using the equations given by Moss.?* From the value of the
‘maxirfurn reflectivity and the wavelengths of maximum and minimum reflectivity,
it is found that the resonance frequency is given by wy = 177-6 cm2, the band-
width by 1/7=5-7 ¢, and the amplitude by 4 = 12x 10? cm~2

From these values, the magnitude of the reflection minimum and the calculated
- reflectivity at 46 microns and 60 microns are all in good agreement with the
experimental values, Thus it is concluded thata smgle classical oscxllator repre-
sents the Reststrahlen band to a good degree of approzimation.

These parameters represent a very-narrow and intense aosorptlon band with

. 2 maximum absorption coefficient of K =1-7x 10* cm~? at 564 microns. The

net contributior! to the low frequency dielectric constant by the band js given by
Ajw? which has the value 3+7. :

The effective value of ‘onic charge (e*‘) may be obtamed from this value, using
the Szigetti relation

where the reduced mass i = 10-% kg, density of ‘molecules’ N=1-5x 102 3,
and the undispersed refractive index is 7, == 3-96. '
- Thuse*==0-5 free electron charge, in good agreement with the charge d(.duced
by Ehrenreich® from rnoblhty data

4.6. Refractive Index a.nd Dlspersxon :

The dispersion of .indium antimonide has been measured accurately by an
interference method™ in the wavelength region 7-20 microns. ‘In. this work,

‘measurements were made on specimens so thin that the fnnge number could be o —

* determined tinambiguously from the relation _ _
‘2nd=l\u’\ o (12)
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where N is the number of the transmission maximum, and 4 the specunen thick-
ness. Measurements were then repeated on thicker specimens to increase the
accuracy of the results. .

The results obtained are shown in Figure 5(a). It will be seen that the index -
falls almost linearly with increasing wavelength between 10 and 20 microns. As
there is no region where the index is wavelength independent, it is not possible to
determine a specific value for the long wavelength undispersed refractive index
directly from the measured data. It is necessary to resolve the dlspersxon into its
four components.

(1) Tail band absorptton The main absorption band is arb1trar11y treated as
two separate bands, the ‘tail’ band stretchmg from 1-5 microns to the -
- absorption edge and the ‘short waveband’ for X < 1-5 microns. This process
is adopted simply because the absorption has been measured from 1-5 to
+ 8 microns and these data can thus be used to compute the dlspersxon It has
“been shown by the author! that the index at wavelength A, is related to the
integrated absorption as follows:

]

1 Kda

n,—1 = 2—7"—2 ———1_A2/A§ ..(13)

o :

The results of this integration show that most of the dispersion between 6
and 10 microns arises from this absorption region.

(2) Shortwaveband absorption. No data are available on the wavelength region
“beiow 1-5 microns, but as its contribution for A > 7 microns is small, it can
be calculated with sufficient accuracy by treating the absorption as that of a
‘simple classical oscillator. The contribution to the dielectric constant by
this band is found to be .
Ae = 3-5/A%

thh 2 in microns.

" (3) Free carrier dispersion. This is given by equatmn (10) with N=1-6x 1022
m~® and m*/m, = 0-0143, giving
Ae = 9-5X2x 104
-with X in microns.

(4) Reststrahlen band. From the parameters calculated earliet- for the Rest-
strahlen band we have

Ae = —4N-1)

where Ay = 564 microns. This term is somewhat larger than the free carrier
contribution for intrinsic material. -

These four contributions are plotted in Figure 5(b) and their sum is seen to
" agree quite well with the measured data in Figure 5(a).
As there is no wavelength region where the refractive index becomes constant
. it is difficult to specify 2 unique value for the ‘long wavelength refractive index’.
* Study of the individual contributions, however, shows that if there were no free
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carrier or Reststrahlen dxspersxon the index would havea long wavelength value
equal to that measured at9-8 microns, i.e.

nl—n“—396

The d1$persmn die to free cartiers has been studied by Spltzer and Fan,* who
" point out that the theoretical dispersion equation, i.e.

Netjm*e,

A

2 gm0
n=c¢ Wt 1) (14 .
[\ : : i i ,,le '
_,/ \\\ ‘ Sy B - . .
4 | — +0-4
D ' o2 3T
i 0 ¢
T > G . =)
o N-;:\\;\\ Y
.-,»’,’\& ’ — N\\.\\\ ~0,4 i .
40 \ - '\ . e
. (2]
5 ' - n1—396 3 ><—1-06 5
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239 ~ CE
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38 ] |
5 7 9 -H i3
Wavelength —» (g2)
A Tail band C Free carsier
B Short wavelength ban D Reststrahlen band
* =—+— Computed total d.lspexsxon (A+B +T% +D) Qe Expenment
..... eory .

EY

Flgure 5. Measurement and analyszs of refractwe index of pure mdzum
anzzmomde

is independent of the collision time 7 for the infra-red region where w> /7.
Thus, even if 7 is energy dependent so that the free carriér absorption no longer

follows a simple A2 law, the dispersion should show strict proportionality to A2,

Such behaviour was verified éxperimentally for both P- and N-type material.

For the former; although K was virtuaily independent of A, the dispersion followed

a good A? law from which an effective hole mass my, = 0-2m, was obtained. For
electrons, as discussed in Section 3, the effective mass is energy dependent due
- to the non-parabolic nature of the conduction band. In these conditions, the
' effective mass found from equation (14) is that given by equation (52). Measure-
ments were made on material containing various electron concentrations. For the
‘two most impure. samples, the masses found were :

N 2 8 x 1028 crxr3 =0 04017:
N =40x10"%cm™, me = 0:041m, -
7y : ' w01
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Use of equations {7) and {8) for the values of & appropriate to these concentrations
shows that the masses should be G- 042 mg and 948 m,, respectively. The former
is in good agreernent with experiment while the latter indicates that at the
hest energy levels the mass is not increasing as much as expected, and is perhaps
roaching 2 constant, saturation, value, Co

4.7, Recombination Radiation and Emissivity
Both recombination radiation and emission from heated material have been
xmeasared for indium antimonide, and it has been shown that the spectral distri-
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Figuce 6. Measurements of the emisst of single crystals of indivm
g .
. antimonide by Moss and Fawkins

me the =beoluie intensity of the recombination radiation it is estimated that
out 20 per cent of the recomnbinations are radiative. The percentage of radiative
e mnbmatwns canalso be estimated from a comparison of observed lifetimes with
the theoretical radiation: lifetime calcuiated from absorption data. This data gives
7 == 079 usec, while even for good quality crystals the longest observed life-
£l &~ 43 2678 sec. Hence the percentage of radiant recombinations appears
6 be onl y about 5 per cent. Laudoberg"* has sugpested that this discrepancy
couid e due to the fact that the short wavelength light, used to generate excess
carriers in the recombination radiation experiment, produced more than one
slectron—tole pair pe‘ quantum, and such behaviour has now been observed,®
Ifeasursments of the emissivity of single crystals of indium antimonide by Moss
and Hawkins® are shows in Fi gure 6. As expected, the emissivity falls rapidly in
the neignbourbood of the. absorption edge. ¥rom the graph the shift of the
emission edge’ is found to be —2-9x 104 €V deg . C-%,
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- 4.3, Magneto-opttc Effects

The underlymg cause of the various magneto-opuc effects s the coalescing of
the continuum of allowed levelsin the conduction and valence bands into relatively
narrow sub-bands which are separated by the Landau spiitting of %,_., where w,
is the angular cyclotron resonance frequency gwen by

Be
w = R
C . m*

In indium antimonide, this sphttmg can be paltlcularly large for ele('trons because
of their very low mass.

" 'These levels are mvolved in the three main magneto-optic phenomena in the
following ways.

(1) Oscillatory magneto-absorptwn It transxmsswn is measured near the main -
absorption edge then an oscillatory spectrum will be obtained as transitions occur -
between the varicus valence and conduction band levels. Making the simplifying
dssmnphon that the splitting i in the valence band is neghglble due to the relatively

farge carrier mass, then transitions will occur from a- unique level at the top of the
valence band to the various Jevels in the conduction band, giving absorption peaks
, ‘at the appropriate photon energies. It is necessary to use godd spectral resolution

and high magnetic fields (~ 30 ,000 gauss, so that w, > 1/7) in order to get well -
resolved spectra,

‘The effect was first observed by Burstein and Picus® and hass since been studied
excenswely by Lax® and his co-workers. If the photon energies for vatious
absorption maxima are plotted against magnetic field they fall appmmmately on
straight lines and may all be extrapolated backwards to zero field to give the same
~value of photon energy. This is the true activation energy of the semiconducior,
the value obtained bemg 0-180 eV. In view of the energy dependence of effective
electron mass there is some ‘non-lipearity. in the energy—magneuc field relation
and hence some uncertamty in the extrapolation. However, in spite of this, the
method yields the most precise figure yet obtained for the energy gap.

(2) Cyclatr(m resonance. In cyclotron resonance expenments, absorption o¢
due to transitions between the Landau levels within a gnven band. Asthese levels
are relatively close together, the absorption frequency is very low ualess the
magnetic field is very high. Even for electrons in indium antimonide, with their
very low mass, it is necessary to usé magnetic fields ~ 10° gauss to produce reson-
ance at convenient infra-red wavelengths. Such measurements have been per-

formed by Burstein, Picus, and Gebbiel®and Keyes et al # The latter workers,who ‘

used pulsed magnetic fields up to 3 x 105 gauss, were able to observe the increase
in effective Taass with increasing magnetic field.

Cyclotton resonance measurements have also been carried out at radio fre-
quencies®® At these low frequencies, the main difficulty is to ensure that the
collision: time is sufficiently long to obtain a well-defined resonance, i.e. w> 1.
On cooling with liquid helium, the above workers observed resonance and 50
* obtained effective masses m, = 0-01 3m0 and my, = 0-18m,.

(3) Faraday effect. "The free carvier Faraday effect is essentzally a measure of o

the dmpersmn caused by cyclotron rescnance absorption 14
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From classical electrodynamic theory it is found that the rotation per unit
fength 8 ie given by
: . BNe
= — .- (15)
2nce, m*2 o
where the angular infra-red frequency y @ is such that wr > 1 and w > w,. These
*nequauuee are easy to satisfy by using moderate magnetic fields, convenient
infra-red wavelengths, and room temperature, and for “this reason the F araday
effect method is the most convenient and flexible of rhe accurate methods of
measuring effective mass. An important feature of equation (15) is that it is inde-
pendent_efthe relazation time, so that the type of scattering occurring is irnmaterial.
A more rigorous treatment of the Faraday effect?® shows that, for any degenerate
semiconductor with spherical energy banub, an equation identical with equation
(15) is obtained where the effective mass is given in terms of the slope of the ek
curve at the Fermi level by equation (5a).

&

Tabls 2

Eiecgmns. zm™8 w1ty Iz
&-4x10v7 0029 G-0140
: 2-0x10v7 0-022 9-0096
Faraday 2-9x10 0-0178 0-0050
1-1x10% : 0-0165 0-0037
2-6 x 101 0-0131 0-0023
3-5x10v 0-023 0-0115
. . 65 x10v 0-029 0-0141
Dispersion 1-2x10% 0-032 0-0175
2-8x1018 ' 0-040 00232

By measuring the Faraday rotation in specimens with variouns electron concen-
trations, Smith et al 42 have made a detailed study of the energy dependence of the
mass and hence of the déviation of the e~ curve from the simple pasabodic form,
The results are summarized in Table 2, together with some dispersion results by
Spitzer and Fan® (see sub-section 4.6).

Analysis of the results using equation (7) nges amean valm for the zero-% mass
of §-0143m,.

Large Faraday rotations are reauly obtainable with indium antimonide. For
an absorption loss of e:1, the theoretical rotation is simply wB radians. Thus
for 10 gauss, relatively pure indium antimonide gives a rotation of 7 radians, or
just over 360°,

5. PHOTOEFFECTS

Radiation of wavelengths below that of the absorption edge is absorbed by indium
autimonide with the generation of hole-electron pairs which may be made to give
useful signais in three distinct ways.
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) Photoelectromagnetlc effect (PEM)
(2) Photoconductivity (PC). :
- (3) Photovoltage or photocurrent at a P-N j junctlon

It transpires that for indium antimonide all these three modes of operatxbn give
the same order of sensitivity as infra-red detectors, and it is therefore of interest
to con31der the theory underlying all three. :

5.1. Photoelectromagnehc Effect

It is convenient to treat this effect prior to simple photoconductivity because the
same equations—with the magnetic field made zero—may then be used..

In the PEM effect we consider a slab of material illuminated on its upper surface
(of area 4 = : .X) as in Figure 7(a), the irradiation being such that ¢ quanta sec!
are absorbed per unit area of surface. Unit quantum efficiency is assumed. Photo-
electrons and photoholes generated near the surface diffuse downwards. The -

Irrodiation q Irrodiétion q

l 1 o

. <————-—X - X - e .'

1
() ) iz |

Irradiation g

P la):er

N layer ~—

He)

Fxgure 7 Schemaﬁc arraﬂgements of photodetectors () PEM; (b) PC (¢) P~-N
‘ Juncuon All detectors havemdthw, q=quan¢a em~8sec—t K

magnetic ‘ﬁeld at nght angles to the direction of itradiation and the concentra-
" tion gradient, deflects the two types of carrier in opposite’ dn'ecnons causing a
current to flow between the end electrodes.

Following the treatment of Moss,!$ we assume that the radiation is strongly -
absorbed so that the carriers may be considered to be generated az the surface,
,and obtain for the downward diffusion current density due to holes

Jr= eqsmh(t—y)/f+cccosh(t—y)/f N (16)
77 (1+a?)sinh #/f+2occosh t/f * S

" where the surface recombination velocity s is taken to be the same on each sur-
face, and a=7s[f. The effective diffusion length is given by

fz=L2/[1+B=gpun(Zi;)] o _;...»(17)
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and the ambipolar diffusion length is given by

1% = D,,T(”“’) » ... (18)
-L.P .

and b=pg [,
From equation (16} the PEM shost mrcutt cuseent per ugit width of
specimen is

»
ke

%fB(#p“wn; o
]sc } yd,/ GC+COthf/ f “.(19}

If the surface recombination velocity i small so that a<1 and the spectmen
is several diffusion lengths thick, the denominator approaches unity sad the
PEM current becomes

AT = wf g = equoBf(uy+ i) - {20}

This expression cun be considered for three conditions of maguetic fi s“és
(1) Smoalf ficlds where B2y, p, < i. Then
(5-+p) wD, 12 ‘

[ onsa | e

(2) For the particular case of B?pr, 11, = 1, which represents a convmiemiy high
permanent magneticfield of about 12,000 gauss, the expression is independent
of # and %, narely:

D7\ Y2 » V2 o
Ja = wBeglu, ;) (Eﬁ o wBegp (D, 7} Lo {22)

since b > 1 in indium antimonide.
(3) For very high magnetic fields (only moderately high fields if the material is
very P-type) the current saturates at a value

D,r(n+p) |
nap<bp+n)] e @)

The predominant noise of a PEM detector should be the johnson noise in the
specimen resistance, i.c,

J 3 = weg(f"‘n"‘n”’p)

A_]z:ﬁ?l | e

By expressing R in terms of the carrier concentrations and mobilities, the optimum
ratio of  to p to give the maximum signal-noise ratio taay be found.

For case (1), i.e. small fields, p/n ~ b giving the minimum detecteble sigralin
guanta per second, 0 = qwX, to be

0, = (123'_5,,} ( AAfy/s (?;;1) Ve | ... (25)
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For case (Z), maximum resistivity material is requu'ed ie. p=on. Wxth
&~ 100 this gives :

é (AAf)m(t"') - . L (26)

For the high ﬁeld case (3) the optunum material has ptn= (bﬂz b—l/2)ﬂ .
giving.

5, 2 Photoconduetlvxty

The photocurrent AJ for the condmons of Flgure 7(b) is given'in terms of
quatxon (16) W1th f=1Las B=0, namely"

e —«er(»pw,,)D;*]o o

"~ (1+acoth#/2L)
2 eqraoE(p, +py) -

for well-etched specimens which are more than a few diffusion lengths thick.

In terms of the heat dlsslpatmn per unit area of specxmen h and the specxmen
. resistance R, the applied ﬁeld is o \
. Rw

: s Riw _ o

‘ | E* = X : . »
Assummg that Johnaon noise is the predommant noise source (as -observed by
Suits et al A-and Ohver“) then signal = noise occurs when _

: A ]z = ‘f‘fféf
. which gives 2 photon signal e - , o
| (4RTAf Xu\ V2 bn-!-p) )
i Q Xwg (———— ) ()(b+1 | ...(29)
This ¢ expresswn has its optxmum value when p = = bn, gmng a tmmmum detectable
_signal
' 2612 (1, 4kTAfA v )
Do = b+1( )( W ) , e

5 3. PN ]unctxon Detector

Consider 2 junction consisting of a ‘thin P-layer exposed to the radiation as in
- Figure 7(c) For these conditions it has been shown's. that the current densxty
‘across the j Junctxon isgivenby

A}

| {3 —__—‘z[exp(z_?;l)]_q; | e (3‘1)

207

-



PROGRESS IN SEMICONDUCTORS
'The parameter Z is given by

P Poly T Le ( acoshi/L, +sinh#/L,)
Th 7, \asinhifL +costiz/L s

. q
g = ; — 2
© (asinh#/i,+coshi/L,)

and

where p, and n, are znipv:arity carrier concentrations, the subscript € applies to
electrons in the F-region, and x = 7 5/L,. It.is relatively simple to make the
P-layer so thin that t< L, giving
‘ t .ot ¢t
cosh— ~ 1 and sinh— ~ —
L, Lo L
and it is also fairly easy to reduce the surface recombination velocity to the level
where
ok
— &1 ... (33
< (33)
so that ¢’ = ¢ and
L s+¢
Z =Bty (1 ST
] Th Te /
Now the short circuit current density is simply

j se = —¢&d
and, from equation (31), the resistance of the junction is
’ KT
ewXZ

Assuming as before that Johnson noise sets the limit of detection we have for
signal = noise ‘

... (35)

2 _ TS
8C R ]
D vz i e
= Duy. 1/2 h e
or : 0O = 2n(AAf) [{ - Th) +P+ pTJ ... (36)

. as p, = nj/n and ny = n}/p where n and p are majority carrier concentrations.

For good sensitivity of the P-N detector it is clearly necessary for both z and p
to be large. At large concentrations, however, recombination rates are high and
in fact the lifetime will tend to become inversely proportional to the concentration.
Thus p7, would be expected to be roughly constant, and such behaviour has now
been verified by Hilsum,?® who obtains pr,~ 10~ cm—3sec. The term s/p can be
made negligible in comparison with this by good etching if p > 10Y. To make the
remaining term small, # should be as large as possible (since n* will increase more
rapidly than 7y, falls) and for # > 10 cm~3 this term will be negligible. Thus

; e
G = Zuy ("{lé——ft) L. 37
hcry
with frr, ~ 10% c—23sec.
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For a typical detector with 4 =102 cm? Af=1 c/s, t= 10’3 cm, at room

temperature, equation (37) gives Q(P—N) = 3x 10° quantasec!, = - '

For the photoconductor the minimum detectable signal will not be quite as low
as indicated by equation (30) because of the dependence of r on p as discussed
above. From the results of Hilsum?® the minimum value of equauon (29) will
occur near pin; =35, glvmg O(PC)=2-6x 10° quanta sec™. '

For the PEM detector, it is clearly necessary to use as high a magnetic ﬁeld as
possible, and equation (26) represents a convenient practical limit.. The optimum
#-nratio for this equation is the same as for equation (29) ngmg Q(PEM) = 3-2x
10% quanta sec™1,

All these values are thus very similar, correspondxng to approxunately 1010w
of 6 micron radiation. So far there are no published data on room temperature-

P-IN junction cells but results published for the other two modes show that -
sensitivities quite close to the above figures are obtainable (see Figure 12).

For operation with coolmg, the PE and P-N detectors, having direct depen-
dence on N will be superior to the PEM cells. Results on cooled P-N detectors .
have been given by Mitchell et al.,%8 Avery et al. . and Lasser et al % Fora 1 mm?
~ detector at liquid air tempuratures the former workers found signal = noise for
3% 101 W of 2 microns radlation——-equlvalent to only 10~ W for 6 microns
radiation. Other results are plotted in Figure 13 and discussed in sub-section 7.1,
As the lifetime increases on cooling®® this will give an additional improvement to
* the PC detector .5

In all the above theory, the quantum eﬁncxency has been assumed to be unity,
"This has been shown to be true for wavelengths above 25 microns by Tauc,5 the
quantum yield exceeding unity for higher energy photons. For wavelengths > 6 |
- microns the sensitivity of detectors begins to fall because of fallmg absorption.
For the PC detector the sensitivity has fallen to half its maximum value (on a
power, not photon, basis) at A, = 7+5 microns. For the PEM detector, the A 2
value is somewhat a'rallm P

6. ELECTR"CAL PROPERTIES

The ele\,tncal properties of indinm antimonide are of immediate interest because "
of the very high electron mobility and the high ratio of electron-to- hele moblhty

In view of this high mobility. ratio, the condumwty of all pure specunens is
dorninated by the electron conductivity and it has been difficult to obtain accurate
.. values for the hole mobility. The best values for this mobility seem: to be those
of Hilsum and Barrie.?® They obtain from an analysis of Hall conductivity and
magneto-resistance data the room temperature (18° C) values p, = 78,000 and
pp = 750 cm®V—sec™! for their purest material, with 4 = 104 for materials with'
up to 2x 10% cm~* excess acceptors These workers also find "= - 1-62 x 108
cm—3 at this temperature,

"The oonductmty is given by : o L
o= e(bn+p) ® . (38)

Thzs expression is readily shown to have its minimum value when p = n if we
ignme the dependence of mobility on xmpun"y content, which means that
maximum resistance material is far from 1 mtrmsxc The magnitudes are Ormin = 40 -
Q-temtand 0', 200 Q0 tem™t,
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For materials with various hole concentratiens, Hilsum and Barrie® find the
mobility values given in Table 3.

Table 3. Mobilities in Indium Antimenide

P (e ®) pnf{em?V-igec—l} pplem?V-1sec™1) b
L 10E - 78,060 750 104
2Tx 10 75,000 720 104
5.2 % 101 41,000 660 42
7108 | 37,060 520 50
1-07x 1017 | 28,560 " 850 2
1-86 x 1977 24,000 520 46

1 Excess hole concentration.

Conductivity and Halt constant of various specimens have been measured over
a wide temperature range by Hrostowski et al.5% The results for their puress
specimens are shown in Figure 8, from which it can be scen that the Petype
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Figure 8. Temperature dependence of conductivity
and Hall constant (frorm Hrostowsks et al.™)

specimen is essentially intrinsic for temperatures as low as 145° K, where the Hall
reversal occurs. At 78° K the mobility of specimen B was 375,004 cm? V-isec™.
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INDIUM ANTIMONIDE :
-For the temperature range 200°-600° K these workers find that the carrier

_ concentration is given by

p =l =3 6x1029T8exp( 0- 26/kT) : ..;(39)'

givingan activation energy of 0-26 eV at 0° K.,

Although the electroit mobility is so high in indium antlmomde it has been
difficult on theoretical grounds to understand why it was not very much higher.
A calculation®. on the basis of deformation potential scattering (the predomi-
nant scattering mechanism in germamum for example) using the ptessure data

10‘\\ | 1 ' o

N

F
ot

M2V sech

| Theoretical

~ Electran mobility s—-s- -

200 300400 500 700.
© Temperature - (°K)

[ ‘ixgure 9. Comparison of experimental mabuztv
with theary for combined scveened-polav and
electron—hole scaltering {from Ehy: enre;m“)

quoted in submbﬂcuon 4.2 gave an expected roore -temperature moblhty of

~ 107em?V-1sec L, ,
It has been shown by Ehrenreich® that the predommant scattering mechanism
is polar scattermg by opﬁcal modes resultmg from the significant degree of -
jonicity in this compound. This worker uses'an effective charge (¢?) which is
gm:n in terms of that used in equation (11) by the- relatwn :

= ("3"”'%2) * = 0- 375 * | .- (40)

Equation (11) glv&a ¢* = 0-5e, s0 that ¢* should be 0-1%. Ehrenreich finds the

best fit to the mobility data is obtained for 0-18e, so tHat the agreement is very -
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A recent and very comprehensive treatment of transport phenomena in indium
antimonide by Ehrenreich® includes the influence of the non-parabolic nature of
the conduction band, the screening effect of the intrinsic carriers, and electren—hole
scattering. This analysis gives ¢ = 0-20, again in very close agreement with the
charge obtained from Reststrahlen data. Alternatively if the Reststrahlen value of
effective charge is taken as correct, Ehrenreich® obtains goad agreement between
theory and experiment for the temperature variation of both conductivity and
thermoelectric power without the use of any adjustable parameters, as shown by
the curves of Figures 9 and 10. In the case of thermoelectric power the analysis is

=~ 600
>
>
G /
K4
500
/
/\
1 400 ’!‘
Ny
3 Experimental._
] P . 5% &\ Theoreticol
v (Weiss™) =
= /4 (Enrenre:‘_hJ )
o 300 ¥
2 % i
L)
2 // Material with
2 7 ~ 105 excess holes
= .
) ,
00/ —
2 3 4 5
LO00/T e K

Figure 10. Comparison of eiperimental therio-
eleciric power with theory for combined screened-
‘polar and electran—hole scattering

particularly important in fitting the experimental dats by use of the correct
cyclotron resonance value of effective mass, whereas previous simipls ans iys of
thermoelectric ditab® % Laye indicated muck higher masgses,
Ehrenreich® also analyses the effect of scattering on the Hall constant, and
finds that if this is written as
R = A NRNEY

ne

then the scattering parameter 4 lies between 1-02 and 1-10 for all tomperatures
between 200° K and 700° K for intrinsic material. The value is thus always well
within the limits of unity (as used for degenerate, energy independent, conditions)
and 3#/8 (as appropriate for simple lattice scattering for parabolic bands). As the
minimum value 4 =1-02 occurs at 300°K, ihe vse of R= —1/ne for room
temperature data is a very guod approzimation.
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7. APPLICATIONS

The very high mobility of electrons in- indium antimonide and the small intrinsic
energy gap lend theniselves to making a variety of sohd state devices. These may
be considered under three headings. :

(1) Optical and photoelectric devxccs.
(2) Magneto-resistance devices.
(3). Hall effect devices.

_-So far no indium antimonide transistors have been made, because at room
temperature the energy gap is too small for formation of effective P-N junctions.
At liquid air temperature, however, it is known that good P-N junctions can be
made, and it may yet turn out to be worthwhile making transistors to use at this -
temperature, because under such conditions electron mobilities at least a hundred
times higher than in germanuun (at room temperature) are attainable. An Esaki

. diode w1th a response time < 10*9 sec has been’ reported 69 ‘

7.1. Optical anid Photoelectnc De‘. ices

Indium antimonide is useful as an infra-red filter. For intrinsic material the
absorption edge lies at ~ 7 microns, and for a slice of such material 0-1 mm thick
the attenuation would be 104:1 at 6+7 microns and vastly greater at all shorter
wavelengths down to the uitra-violet. The transmission of such an indium
B antunomde filter, with and without b oom.ng, is shown in Figure 11(a). This filter
is well suited for work in the 8-13 microns atmospheric ‘window’.

The position of the absorption edge may be moved progresswelv to shorter
- wavelengths by making the material more N-type, as shown by the results of

.
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Figure 11(a). Spectral grammmmn af indium antimonide
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Hrostowskl et al.# in Figure 11(b). T hus 2 relatively sharp absorption edge can
be obtained at any desired wavelength between =~ 2-5 and 75 microns, with -
positive rejection of short wavelength radiation in all cases.

w
O

(per cent)

Transmission =
e

4 & &
Wavelength se--s- {g0)
A httmsxr 0-009 in. thick C 4x10%8 cm—s, 0:011 in, thick

B TX10°7 cm®, 0-010 in, thick D ~ 310%™ cm™3, 9-003 in, thick

Figure 1i(b). Spectral tronsmission of Netype indinm
aniimoride (from f{rostowskz et al, "’)
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Figure 12. Spectral sensitivities of indium antimonide denctors at room
demperature

- The sensmmty of mfrex-rf‘d photodetectors of this materiai has already been
discussed in Section 5. Absolute spectral sensitivity curves for uncaoied PEM
and PC detectors shown in Figure 12 indicate that the detection fimits of the two
types (both =~ 1-5 mm? in area) are nearly the same at short wavelengths, with
some advantage to the PC detector in the nelghbourhood of the absozption edge.

Figure 13 shows the absolute sensitivities of various detectors cooled with
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liquid air. For Waﬁelengths < 4 microns the surface P-N junction is superior,
from 4 to 5-6 microns the edge junction js best, and for the longest wavelengths

o™ — ==
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| g -/ ’ ‘\ [
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e
= .
3x1010 : : . . : ’
’ o : 2 .3 4 - - 5 6
Wavelength =3 : (o)

;A Photooonductor (Goodwm") B P-N junction (edge madxauon) (A réry et al.i7)
P-N junction (surface madxauon) {Lasser «t al.®®) -

Flgure 13. Spectral sensitivities of lzquzd-azr cooled indiz:n aﬂtzmomde c:ez‘ectors

there is an advantage in usmg the photoconductor "‘he areas of these three
detectors are: A 1- 4-mm2 B, 0+14 mm?; and C, 4 mm?,

7.2. Magneto-resistance Effect

The increase in resistance of a semiconductor under the mﬂuence ofa magnetic
induction B is

%‘l’ =0 38;;,2132 | 42

Thus to obtain large effects, p should be as large as possible. For N-type indium.
antimonide with B=1 wéber m~2 (equivalent to 10,000 gauss), the resistance .
increase thus reaches 18:1, which contrasts with a mere 6 per cent increase for
'N-type germanium, for example :

In general, the whole of this resistance increase is not obtained because of ‘
limitations unposed by specimen geometry, the restriction being worst for ong
 thin specimens as shown by results of Welker and Weiss® in Figure 14. Clearly

the Corbino disk should be used when the maximum p0331ble resistance change
is required. With such a configuration, increases of resistance of 60:1 have been
achieved with fields of 20,000 gauss at room temperature. Ifitis necessary to use
a long thin bar, then the resistance increase can be enhanced by plating metallic
rings around the bar so that it becomes effectively several short wide segments ia
- series.5
- At low temperatures and magnetic fields of 160 kgauss, Figure 15 shows that
. the resistance increases more than 10,000 times over the zero field value.5?
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_ Various devices using the magneto-resxstance effect are as follows.
(1) Variable resistor. The resistance can be varied by moving the 1nd1umf
. antimonide relative toa permanent magnetic field, or the resistance can be altered
by a controlling current in an auxiliary coil. The latter device may be particularly
useful for servo systems and for a series control element for high. current low
voltage systems. Such a variable resistor has no sliding contact. :
(2) Magnetically operated relay. Change in the resistance of the indium
~ antimonide as it moves into a magnetic field can be made to operate a relay. No
.direct physical contact is reqmred to- operate such a switch, and it can handle:
- considerable power. - _
(3) Duplacement gauge. Using: indium antimonide elements movmg in 2 non-
uniform magnetic field, Ross and Saker™ obtained a deflection of 5 mm ona robust
galvanometer for a 1 micron movement of the stylus, i.e. a linear magnification of
5,000 times, - With su1table amplification such a device can be used asa surfaee '
" roughness meter.
.. (4) Microphoneor gramophone pzck-up By moving an mdtum antlmomde probe
in a non-uniform magnetic field, resistance modulation will be obtained. By usmg
* high currents the output power available from such a prck-up or microphone is’
* potentially much greater than in conventional types, and it is conceivable that a
, pxck—up could be made to. dnve a loudspeaker directly.. -

7.3. Hall Effect = '
Fora rectangular speclmen, the Hall ﬁeld EH is related to the apphed ﬁeld E,
by the expressmn . _ '
. By = pia BE, o £ (43)
foran N -type speclmen '
..~ 'The voltage output of a Hall generator, therefore increases thh mobility, so
b that the advantages of indium antimonide for such devices are obvious. If such-
generators are considered as power sources rather than voltage sources, then it is
readlly shown that the efficiency of the device, i.¢. the ratio of the output power to .
the input power, is proportional to (s, B)?, with a maximum posslble eﬁiclency of
- 17 per cent imposed by geometrical wns:deranons 58
- For apphcatxops where stability with temperature is 1mportant, it is advisable
" to avoid intrinsic material for which, by definition, the carrier concentrations vary
rapidly. With moderate doping the 1 temperature variation will be greatly reduced
for’ ordmary working temperatures. If the use of intrinsic material is essential,
various methods of temperature compensation are’ described by Saker et al.5

. Some of the practical problems and uses of Hall generators have been discussed -

by Kuhrt,® Hartel,%! and Weiss, Various applications are listed below. -
(1) Flux meters and compass. The most direct application of the Hall effect

is in measuremént of magnetic fields. Already such flux meters using germamum
. are available commercially.  With use of indium antimonide with its greater
output power, robust direct reading meters can be used, and smaller fields can be
measured. As a patural extension of this application, indium antimonide can be
used to measure the earth’s field, and so act as an electric compass.®* With the use
of mumetal rods to concentrate the field, the attainable sensitivity is “such that -
- ~10-8'W of output power is prodtmed per degree change around the null position,
. Thisis suﬂiaent change to glve a significant’ deﬂecuon ona sensxtxve meter.
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’2) Magnetomeier and susceptibility bridge. Usmg a d.c. amplifier, the sensitivity
of the flux meter can be greatly increased. A transistorized magnetometer -
described by Hilsum and Thompson® can detect 10~* oersted. For observation
times of 1 sec, Ross and SakerS? estimate the limit of field measurement to be as
iow as 10-% oersted if mumetal concentrators are used.

A namcufarly novel application of the high sensitivity of indium antimonide to
magietic fields is the use of an indium antimonide detector in a susceptibility
bridge.®

3) Chp on direct current meter, Here the Hall effect element is inserted in a
small.air gap in a magnetic circuit of high permeability material, which can be
constructed in the form of the conventional clip-on a.c. meter. Measurement of
direct currents down to ~ .1 mA is possible in this way.

{4y Multiplier as computer element. 'The Hall effect multiplier may be used in
apalogue computers when the parameters can be represented as current and
magnetic field respectively. As shown by Saker et al.5° the Hall voltage dependence
on.magnetic field is linear prov1ded the exciting current is mamtamed constant,
although the exciting voltage varies.

5} Modulator. By applymg audio frequencies to the magnetic field while
high frequency current is being passed through the specimen, a modulated carrier
wili be generated at the Hall electrodes.® Using indium antimonide, a high per-
centage r;odu.h tios: depth should be obtainable. In the same way the device can
he used as a lc toae. convertor by driving the magnetic field at any convenient
frequency.

(6) A.C. power meters. If the current to be measured is passed through the
specimen and the voltage used to provide the magnetic field, then the Hall voltage
gives a measure of the mean power irrespective of waveform or phase angles. Of
_particular interest is the fact that such a device will operate equally well at high
frequencies. For example, the specimen may be mounted directly in a coaxial line
or waveguide where it is automatically subject to the appropriate magnetic field.
Barlow®® has shown that good performance is obtainable at 300 Mc/s with ger-
manium elements. ‘

(7) Electric motor torque measurement. 1f a Hall element is inserted in the
armature of an electric motor so that it experiences the samie current and magnetic
field as a typical armature conductor, then the Hall voltage produced will be
directly proportional to the force on the conductor. Thus, by observing the Hall
voltage on an oscilloscope, the i instantaneous torque of the motor can be measured
during actual operation.®?

(8) Hall effect amplifier. As a magnetic field can, in theory, be established by
the use of negligible power, it is possible to make an amplifier by feeding the input
power into the magnetic field and taking power out of the Hall electrodes. With
use of indium antimonide such an amplifier is a practical possibility, and Ross and
Thompson®® have achieved a power gain of 5 for both d.c. and low frequency a.c.
conditions. ' ,

(9) Hall effect displacement gauge. Ross and Saker®? estimate that using an
attainable field gradient of 10 gauss micron™, the sensitivity of a displacement
gauge should be adequate to measure movements of only 1 A.

(10) Hall gyrator. By shunting a Hall effect element with suitable resistances 2
non-reciprocal four terminal network is obtained. With indium antxmomde the
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Iforward losses are partlcularly low. Rossand Saker®2 obtained < 8 dB. Wxth care,

a reverse loss of 100 dB is attainable.

Aithough few of these devices have yet feached the stage of commercial pro-
duction, the wide variety of possible devices which may be made from indium
antimonide indicates tnat this matenal will be of comlderable unportance inthe
future : ’
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MAGNET O-OPTICAL PHENOMENA IN
SEMICONDUCTORS

1. INTRODUCTION

The. investigation of sermconductors at microwave frequencies by cyclotron
resonance 12 revealed a number of interesting aspects of the electronic behaviour.
of holes and electrons in a magnetic field. The quantum-mechanical i interpretation
of the results which was made in terms of transitions between quantized magneuc
levels suggested a number of other phenomena which could be most readily
observed at infra-red frequenc1es Several of these have now been observed by
absorption of such radiation in specxmens of appropriate thickness. We have
chosen to designate this class of phenomena therefore by the term magneto-
absorption, although some of these can also be readily examined by studying the
dependence of the dispersive properties of the media upon the frequency of the
electromagnetic waves. Although we shall not discuss it in this exposition, the
first phenontenon to be studied at infra-red frequencies was cyclotron resonance
-which is associated with transitions of carriers between magnetic levels in the same
band. The next to be studied were the oscillatory magneto-absorption of the direct
fransition in sémiconductors and the magneto-absmptzon of the indivect transition
in germanium. These involve transitions of electrons from the magnetic levels.
of the valence band to those of the conduction band. Another closely refated effect
is the magneto-absorption of the Jorbidden transitions such as those that occur be-
twe\,n the split valence bands in germanium, gallium arsenide, etc., which have
been analysed theoretically and areyet to be observed experimentally. The Zeeman
effect of impurity levels in the presence of a magnetic field presents an interesting
study of the transitions of electrons or holes from the ground state to the excited
states. In addition, transitions from the ground state to the Landau levels in'the
conduction and valence bands, respectively, give rise to an smpurity osczllatmy
magneto-absorption similar to that of the direct transition between bands. The
Zeeman effect of excitons, involving transitions of electrons from the valence band
to bound magnetic levels just below the conduction band, has been observed in
germanium for both direct and indirect excitons. - The Faraday effect which de- .
pends on the differential dispersion of two counter-rotating electromagnetic waves
has been successfully applied to investigate the shape of the conduction band in
energy-momentum space. The Faraday effect of bound valence electrons provides
~information about the oscillator frequency associated with the binding of these
electrons. The Faraday effect of impuriiy levels as well as that of other phenomena
has been considered theoretlcaﬂy Magneto-plasma phenomena, depending on the
- dispersive properties of free carriers in semiconductors, have also been considered -
theoretically. Among these are the magneto-plasma reflection and the rotatory dis-
" persive effect (Kerr magneto-optic effect) which is closely related to the Faraday' '
-effect. Finally, de Hags-van Alphen-type oscillations of free carrier absorption in -
degenerate sem1conductors at low temperatures, analogous to those observed in.
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metals, should be observable by infra-red spectrometric techniques in a magnetic
field,
2. MAGNETO-ABSORPTION
2.1, Direct Transition
In the presence of 2 magnetic field, two simple parabolic bands whose energy- .
momentum relations at zero field are given by

€ = =Pk 2m; and ¢, = €+ 7% k%2m,
where 2, is the effective mass of a hole, m, that of the electron, and ¢, the energy
gap, give rise to one-dimensional energy bands as follows:
€0 = —(ny+1/2)Fics, - B2 Ry 2my
)]

€0 = (gt 1[2) oo + B2 Rf 2my e, |

<

where. w,, , = el[m; 5¢ is the cyclotron frequency and H the magnetic field
intensity. We have for the present neglected any ¢ due to the spin of the elec-
trons and holes. The expressions of equation {1) #re obtained by solviag an
effective mass Schroedinger equation in which the movcentum operator includes
the magnetic vector potential. These are harmouic osciliztor-Jike levels in the
transverse co-ordinates whose separation in energy depends upon the cyclotron
frequency and the effective mass of each band, respectively. In order to calculate
the absorption coefficient asscciated with the transitions of electrons from the
valence band to the conduction band, it is necessary to evaluate a dipole matrix
involving wave functions which are products of Bloch functions at the band edges,
evaluated over the unit cell, and Landau functions which are solutions of the .
effective' mass wave equation and are evaluated over the entire crystal. In evalu-
ating the matrix over the Bloch functions, it is assumed that the valence and con-
duction bands involved are of different symmetry and therefore permit a first-order
transition. This type of calculation for the absorption coefficient at zero field,

o(0), has been given by Hall, Bardeen, and Blatt® as - '

'1~ &(0) = Affo—e 1* Q)
wnere .
2 [2\ 2
4= m(h—z) [pio-e?

where 7 is the index of refraction, the reduced effective mass p == w2, m,/{my +m,),
Piz is the momentum matrix, and e the unit polarization vector of the electric field.
In an analegous manner, the absorption coefficient can be evaluated in the presence
of a magnetic field to give?

A4
(H) = TS (e
- 3.
€y = €g+(n+§)iw.+(g, My—g, My) BH
where w, = eH|uc, g; and g, the spectroscopic splitting factors, and the magnetic

quantum nitmbers associated with total angular momenta of hole and electron
epins are given by M, and M, respectively, and 8 = efif2m¢ is the gyromagnetic
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ratio. The selection rules for these transitions, which now involve an envelope
function corresponding to the solution -of the effective mass equation with a
magnetic field, require that for the allowed direct transition, Az = 0 for two simple

parabolic bands. In addition, for the electric field parallel to the magnetic field,

E|H, (M,—M,)=AM=0, and for the electric vector perpendicular to the
magnetic field, E_| H, AM = +1. These additional selection rules apply when
there is spin—orbit coupling which permits magnetic transitions due to an electric

30

e

per cent transmission (éxIOO) —

15

Dul-ect energy gap

12 1 J L P T P
0780 079 0 8|2 0-828 - 0844 0:860-
Photon energy = Aevy
——e—w 360 kgauss - . ..., 24-0 kgauss
—————— 30-0 kgauss —— 0-44 kgauss

Figure 1. The oscillatory magneto-absorption spectrum for the
dtrect transition tn germaniwmn at room temperature’

-field. If weinclude a Lorentzian term 7 to account for losses, the expression under
the summation sign of equation (3), with e, = fiw,, takes the form

R I = e L

2+ 1)

where x = (w—w,)7. An equwalent but more complicated expression has been
obtained by Burstein and co-workers.* These theoretical results indicate an
absorptlon which has an oscillatory character as a function of photon energy for a
given magnetic field. Such a phenomenon was observed experimentally inde-
pendently by the group at Lincoln Laboratory in germanium, and by the N.R.L.

group in indium antimonide. An interesting feature of the magneto-absorption,
as shown in Figure 1, is that the absorption edge is shifted to higher energies and
changes shape in a magnetic field. The initial experiments on the effect of a
magnetic field on the spectral absorption were made by observing the shift of the
absorption edge.® The change of the energy gap was interpreted as the shift in.

energy along the isotransmission lines between the parallel portions of the curves

shown in Figure 2. This apparent shift of the gap did not vary linearly, but
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: quadratiwﬂy with the magnetic field. Such a quadratic shift is predicted from 3
series expanswn of equation (4) in H. 'This establishes that, to the first order, there
is no shift of the absorptxon edge. Consequently the proper interpretation of the
change in the energy gap is best made in terms of the motion of the transmission
minima as a function of magnetic field. These minima occur at photon energies
above the absorption edge, and correspond to transitions between the quantized
agnetic levels of the two bands.

. The oscillations are most effectively presented as 2 ratio of the transmitted
intensity in the presence of the magnetic ficld to that at zero field versus photon
energy, as shown in Figure 2. These curves, taken at room temperature uung
prism dispersion, show a characteristic auisotropy when the magnetic field B is
along different crystallographic directions, which is due to the properties of the

F\\ | 1 5 ;
\x \ A A
\

4 /
5}%1-;!
T
|

w5 t /
) '” Y. v;‘,' \\\i- , \\' ‘;/{ F/ 7
i i < (o1 [iool
08 if
08 { | 1] § | 1 { 1 { i
08I0 0826 842 0856 0874 0890

Photon energy == {eV)

Figure 2. Anisotropy of the oscillatory magneto-absorption of the direct
transition in germanium at voom temperature. B =357 kgauss, along
the directions indicated

valence band in germanium.- Such spectra for the direct transition magneto-
absorption in germanium were studied with prism dispersion at room temperature,
77° K, and 4° K. The characteristics of the spectra remained essentially the same
with decreasing temperature, except that the positions of the transmission minima
occurred at increasing energies. In order to obtain quantitative results from these
data, the positions of the minima were plotted as a funciion of the magnetic field
as shown in Figure 3. The straight lines drawn through the experimental points
converged at zero field to a value which represents an accurate determination of
the direct energy gapt in germanium and give a value st room temperaturc
€, = 0-803 +0-001 eV. The linear behaviour with magnetic field is consistent
with the theoretical results of equation (3). Another quantitative result obtained
from this plot is the determination of the effective mass of the electron. This has
been done either by using the slope of the first line, or taking the difference between
the lines 5 and 7 at a fixed magnetic field. Either quantity can be interpreted in
terms of the cyclotron frequency corresponding to a reduced effective mass p of

+ For more recent work see section added in proof, page 268.
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the heavy hole and the electron at k=0, Since the effective mass of the heavy
 hole , is known from cyclotron resonance, it was a simple matter to deduce the
value of the electron mass to give a result m, = pm, [(m;— p) = (0-036 + 0-002)m,,
‘This value which represents the first experimental determination of this electron
mass? is in very good agreement with the theoretical estimate 0034 m, by Dressel-
haus, Kip, and Kittel' and G-037 m, by Dumke® It is noteworthy that by this
magneto-absorption techmque, anexperimental measurement of the effective mass
of a higher conduction band minimum wes made, an achievement which could not
be accomplished by cyclotron resonance.

* The experiments whxch were done by the N.R.L. group* at room temperature

‘2.0.'880 S )Z/{ '
0-870 : A
- /‘{6 #
T 0660 7‘ A
e
B 0850 :/ A3
é ) ‘ //& %
o ) - I 4
g 0840 ~17 ,/W
2 | /| /’ ’
= 0830 L So17]
. . i

Y
\\\\
N\ \\
NN,
N
\L
S
3{\»

.asni Lo '41'
\ 0-820 ,{,::;‘;/”)lﬁzrpyo*
S L, ”1 .

0:810 é:{'f . purs
Vs ek __,_,(,%o-doo—*f‘v'o
0-800"L

10 20 30
Magnetic field =~ {kgauss)

Fxgure 3. Energy values of transmission

minima versus magnetic field for successive

transitions of electrons between Landau levels

of valence and conduction bands in germa-

nium. Convergence of lines yields energy gap

value € =0-8031+0-001 eV at room
. temperature®

differed from those descnbed above in that a longltudmal magnetlc field, parallel
to the direction of propagation was used, in conjunction with circularly polanzed
radiation. T'wo of the spectra obtained for HJ| [100] at 46-6 kgauss are shown in
Figure 4. The difference between these spectra is associated with unresolved fine
structure, which has been observed under high resolutwn at low temperature by
the Lincoln group. - -

The analysxs thus described for two sunple parabolic bands has been extended
to take into account the complex form of the energy bands in germanium. It was
first necessary to solve a 4 X 4 matrix wave equation for the magnetic levels of the
valence band. This was done by Luttinger and Kohn and later modified by
Luttinger.* Using the results of this theory and the parameters obtained from
cyclotron resonance, the energy levels have been calculated,®® yielding four sets

227



PROGRESS IN SEMICONDUCTORS

of levels which are indicated in Figure 5. The diagram shows two sets of levels
which are closely spaced, characteristic of heavy holes, and another two, which are
spaced farther apart, corresponding to light holes. For quantum numbers zeroand

27 ‘ T )
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g nl . AN
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Figure 4. Comparison of circularly polarized magneto-
absorption spectra of the direci. transition in germanium .
(Abstracted from published curves of Burstein, Picus,

Wallis, and Blatt'?)
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\ ]/' A A
\\ 7
Te \s...//C 4
4n=0 An==-2
. 0 0
2= T 7~¢“ P~ 2 3
g-——g/ /’/ \\|‘ S
) 2 )
mE=d-t m=sd, -3
17722 —_—3 . il T )

3 e

Figure 5. Schematic diagram showing the magnetic levels for
the valence and k = 0 conduction bands in germanium.® The
transitions shown are those allowed for E||H

one, there is no real distinction between light and heavy holes. Inasimilar manner,
two sets of levels for electrons in the conduction band have been plotted to take
into account the effect of spin. The diagram shows the appropriate transitions in
which the selection rule for the orbital magnetic quantum numbers are An = 0 and
An = —2. This rule is a consequence of the first-order solution for the magnetic
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fevels of the four-fold degenerate valence bands in which each level designated is
actually a linear combination of levels # and #—2. In addition to the orbital
sefection rule, the expenmenis which have been carried out by Zwerdling, Lax,
Roth, and Button!! using linearly polarized radiation, require that for E||H,
AM = Qand E | H,AM= + 1, and for those by the N.R:L. group™? that AM = +1
for right-handed and AM = _1 for lefi-handed ¢ circularly polarized radiation,
respectively. The grouping and the values of the total angular momentum numbers -
- for the valence bands are ascribed to the spin-orbit splitting of these bands in
which the four-fold degenerate pyy states were split to form aset of bands 0-28 eV
above the two-fold degenerate p, g states. The results of this theoretical spectrum
have been compared with the more recent experiments of ZLR B, and are shown
in Figure 6. These data were obtained at liquid helium temperatures with high
resolution provided by diffraction grating dispersion. The solid hnes correspond

L 3
9

or—oe
o
e

Ji8)
20

01— ; — I
0650 091 092 093 094 095 096 097

Ll ” l.

Photcn eniergy ~—> - - (eV) -~

Flgute 0. C’umpamcm of theoretical spectrum with experimental
data for germenium at 4-2°K with high resolution gratmg
spectrometw and a ﬁeld of 38-9 kgauss (E 1H)

to he avy hole transitions and the dashed lines to light hole transitions, except for -
the two promment lines which were shown to be due to exciton formation.*® From
these experiments, a determination of the electron effective mass associated with

‘the conduction band at k = 0, gave m, = (0-037 +: 0-001)m,. When corrected for

higher order terms in the momentum, the energy levels are given by the expression
= (27-110-6)(n+4) A, ~(0-33 £ 0-1)(n4%)’(ﬁd)c°)§«$ 1-2BH ... (5)

where w,, is the cyclotron angular frequency of the free electron mass m,. The
- second term which is quadratic in the quantum number 7, is duetothe decreasing
curvature of the conduction band with increased energy. In addition, from a
comparison of the data for the two polarized spectra with EfH and E | H, it was
possible to measure the splicting of the magnetic levels in the conduction band due
. tospin-orbit effects. This gave an anomalous g value, g = —2-5 as obtained from

-

the last term in equation (5) where the ( ¥) signs refer to spin up and spin down . .

_respectively, the separation bemg a measure of the spin sphtttng Thzs effect,
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which is more striking in indium antimonide, is described in somewhat more detail
subsequently. s ' :

The oscillatory magneto-absorption spectra of the direct transition in indium
antimoenide,” indinm arsenide,” snd gallivum antimonide!® have also been observed
by the Lincoln group. The experimental results for indium antimonide are shown
in Figure 7, in which the first four transmission minima observed have besp
pletted as & function of magnetic field, and when extrapolated to zero field, give a
value of the energy gap €, = 0180+ 0-001 eV at rooin temperaturs. Similar datzs
corresponding to the lowest three lines were also cbtained by the W.R.L. group
In order to interpret the data, 2 dashed line chown in Figure ¢ was drawan corre-

spending to the predicted behaviour of the first minimum when spin-othbit effects

=
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Figure 7. Energy values of transmission siirima versus moegnetic
fleld for eleciron iransitions between Landau levels of valence
and conduciion bands in tndium antimonide The firet level
{n = 0) is split by spin-orbit interaction yielding an anomalous g
value for the conduction electron of g ~ 54. The energy gap at zero
Sield and room temperature obtained from the convergence of the
lines is eg = 0-180 + 0002 eV (Zwerdling, Lax, and Roth?)

are ignored, and the electron effective mass taken from cyclotron resonance
(3 = 0-013m,) and the hole effective mass (m, ~ 0-18 m,) are used. This theo-
retical line bisects the first two observed lines, and therefore it is assumed that
these corresponded to the An =0 transition which was split due to spin-orbit
effects. From the experimental results, the calculated effective g factor of the
electron corresponding to the energy splitting is equal to 54. This anomalous
g value has been accounted for by Roth?® who developed a theory which takes into
account the effect of the split valence bands. The expression for the g vaiue is then

given by
[, m A1
= 2 -
g [ (1 mg} 3sg+2A_i

where m, is the electron effective mass at the conduction band minimum, €, is the
value of the gap obtained from the magneto-absorpticn measurements, and the
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. estimated spin—orbit splitting from atomic datais A ~2 0-9 €V. When thesevalues

are substituted into the above equation, the theoretical value of g~ —56 is
obtained in good agreement with experiment. Similar datz with lower resolutxon

were obtained at room temperature with a prism spectrometer for an 18 micron

thick polycrystalline sample of indium arsenide.” T'wo transmission minima‘were
. observed at 38 -9kgauss, but this time no fine structure wafresolved corresponding
to a spin-orbit effect of the lowest Landau state as in indium antimonide. Never-
theless, the preliminary data gave an énergy gap ¢, = 0-36010-002 €V and an
effective mass value for the electron my ~ 0-03 m,. Another intermetallic semi-
(;onductor which has been studied, but this time with the high resolution gratmg
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af infra-red ma’uztz(m at 389 Rgauss to thar at zere fleld as a
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magneto-spec..rometel and at liquid helium temperature was gallium anti-

foonide* The magﬂetc;mabsorptlon data obtained for a smg]e~crystal sample 4 -

microns thick clesely resembled the oscillatory spectrum for germanium at room
temperature. The occurrence of this type of spectrurm, to':rethﬁr with the large
absorptmﬁ coefficient, establishes fhat the energy gap corresponds to.a direct
transition. Although the fine structure was not resolved, probably due to the high
impurity concentration { ~ 1017 cm”’), evidence for its existence may be inferred
from the indication of a possible exciton line for the palarized spectrum with E || H
as shown in F1gure 8. The difference between this spectrum and the one for
- E | Halso indicates the existence of fine structure. The analysis of the data gave

an exergy gap for gallium antimonide at 4-2° K, ¢, = 0-813 -(-G 0'01 eV and an
electron effective mass, 1y = (0- -047 £0-003) mq. .
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2.2, Indirect Transition

The absorption edge assiciated with the normal encrgy ;;ap in germanan and
silicon involves the transitions of electros the top of the wjeﬂ\e !
k = 0 to the bottom of the conduction band, mmb i3 mspiawd from the ce
the Briliouin zene. For germanium, the conduction band minima are at the ¢
of the zone along the {111] directions, and in silicon approximately 5/6 of ¢
distance in momentum space along the {1007 direction. It has been shown theo-
retically® and experimentally'® that for such.a transition to take place, it is necessary
that the electron emit or absorb a phonon to conserve momentum. In order
calculate the absorption coefficient for this process, it is necessary to mak
second-order perturbation calculation in which matrices are evaluated for transi-
tions from the initial states to intermediate states and phonon matrices for transi-
tions from the intermediate states to the final states in the conduction band, The
calculations at zero field made by Hall, Blatt, and Bardeen® were modified by
Macfarlane and Roberts®® to take into account the phonon population as a function
of temperature, yielding an expression for the absorption coefficient

o(0) = Colhis—e FRO?

.

with

C,= % D fexp+ 8/T-1]
w

where T is the absolute temperature and I involves fundameniai constants:
density of states associated with the valence and conduction bands, 2 factor for
multiple minirna, and a product of the phonon matrices and the diruct transition
matrices. The plus or minus sign refers respectively to the absorption or emission
of a phonon whose energy is 20. When a similar calculation is made including the
presence of a magnetic field, the expression is modified and takes the form

ofH) = ZCi(fi?wﬁac) = S(iw—e,, ) ... {8}
nxn,
where
€png — €g+(ﬁ1 + %) ii'wox_*'(n2+ %) iiwc, + kb + (-M2§2" £ ‘ig}'.} :87—[

and S(ficw —€,, ,,,) s a step function. The above result applies in general since wg,
and w,, in equation{8) correspond to the appropriate cyclotron angular frequencics
for the two bands, thus taking into account the anisotropy of the phenomenon,
Due to the phonou transitions, no selection rules are imposed on the Landau
“orbital quantum pumbers a.!ld n,. However, the selection ruies for *hs.. srm
angular momenta are still retained with AM =0 for E|H and AM = +1 for
E |_H. The symbol 7, denotes the value of the appropriate tensor Lc*npunefu of
the g factor to take intc account the anisotropy of the electron spin which has been
‘postulated by Roth en theoretical grounds, The magneto-absorption spectrum
predicted by equation (8) should therefore consist of a series of steps or absorption
edges with increasing photon-energy above that of the indirect gap. In an actvai
crystal, relaxation-effects occur and the absorption edges have a finite slope, since
the function S(¥)—arctanx where » = (w—w,, )7 and €, ,,, = Few,, . . Theenergy
values of the transitions between quantized levels correspond to the centres or
“inflection points of the steps in the transmission spectrum,
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Such a spectrum has been observed in germanium by the Lincoln group11 as
shown in Figure 9 for the transmission through a 6 mm sample at 1- 5°Kin mag-
“netic fields up to 38-9 kgauss. The plot is a'portion of the zero field transmission
spectrum of the sample showing the absorption edge of the indirect exciton line
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Figure 9. The magneto-absorpizon spectrum of the indirvect transition
in germanium at 1:5°K showing the exctton absorption edge at zero
field and the development of the ‘stair case’ absorpticn edges for’ the

Lendau transitions at kzgker energzes at 38-9 kgaussu
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Figure 10. Posztzon of indirect transitions in germanium at 1-5°K
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as reported by Macfarlane, McLean, Quarrington, and Roberts (MMQR).*¢ With ~
the magnetic field, not only does the exciton edge shifi to higher energy, but aseries
of weaker absorption edges corresponding to the interband Landau transitions are
developed. The individual lines have been analysed in detail and the energy values
‘have been plotted as a function of magnetic field as shown in Figure 10. The
results for two orientations of the ragnetic field with E||B are shown. The
positions of the various edge centres fall on straight lines as a function of magnetic
field in accordance with the theory, and at zero field extrapolate to a value of
0-7713+0-0004 eV. This corresponds to the indirect energy gap at 1-5° K plus
the energy of the emitted phonon. The latter has been evaluated by MMQR from
their studies of two observed indirect exciton lines. By taking the difference be-
tween one formed by emission of a phonon and a second formed by absorption of a
phonon, they obtain a value for the longitudinal acoustical phonon which is
0-0276 + 0-0005 eV. The value of this phonon energy has also been determined by
Flaynesi? from recombination emission studies and by Brockhouse and Iyengar’®
from neutron diffraction. Consequently, the energy gap for the indirect transition
becomes ¢, = 0-744+0-001 eV including the cumulative error for the phonon
energy defermination and the magnetn-sbsorption measurements.

‘2.3. The Forbidden Transition

_ A third type of magneto-absorption spectrum which may be observed is that of
the direct transition which is not allowed at & = 0, since the symmetry of the two
bands is the same. Such transitions can occur betieen the valence bands in
germanium, gallium arsenide, and other similar semiconductors in which the
valence band has been split due to spin—orbit coupling, They are also possxble ina
direct transition between the valence and conduction bands of some semicon-
ductors, and it is believed that the observations of Gross!® and Nikitine20 in
cuprous oxide are of this type. In the absence of amagneticfield, atheory for these
forbidden transitions has been developed by Kahn,?! in which he showed that the
absorption coeflicient has a speciral dependence of the form

%(0) = B~ e,)*

D% 52 " !Z‘;L\ 5/%
B = g Ml (G
‘ M,, = 1 T [p”(e p]“) (e.plj)pﬂ] » Cee (9)
= €y —F] Ejuiz .

In the presence of a magnetic fiekd, an analysis similar te that at zero field leadsto
an expression for the absorption coefficientywhich has two components, depending
on the orientation of the polarized radiatien refative to the megaetic field. When
the electric vector is parallel to the magnetic field, the expression becomes

3hw,

ay(H) = p z Theo —e,JH2 _ ... (10)

where .
' & = €gH{nti)iw +(Mygy— M, g) BH
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- The selection rules for this transition are An = ‘0and also AM = 0. The resultant
absorption curve will have a shape which appears as a superposition of a series of
absorption edges. When the electric vector is perpendlcular to the magnetlc feld,
the absorptlon coefficient has the forin )

- . kw — N : .t
wu(H) = %(—Z—) B Z(n+1)[(hw—e,,,)-v2+(izw—e,,,}-1/2}, LD
foe_re ' _ ‘
' €2 = eg—i-(n—}-%)?iwe-l-(Mzgz lgl)ﬁH+72 we, ,

The selection rules for this transition are Aﬂ = + 1 and also A,M = J- 1 This
result prechcts that for the forbidden transition, absorpnon maxima occur, and'if -
- thespin effects are neglected, there are two series of maxima in which the interisities
increase with n, and the mazima are separated by &w, corresponding to the mag-’
netic level spacmg for the reduced effective mass. The reduced: effec ive inass for
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Figure 11 The exciton and magneto-absorptzon spectrum in cuprous oxide.*® {(a) Dzvcrete lines

show the Zeeman sphttmg aof the excitor levels and the oscillatory magnelo-absorption in the

‘continuum’ for a magnetic field of 29 kgauss; (b) Exciton spectrum at zero field. (The 3 ymbol
hQ s equwalent 20 hew used in the text)

two bandswhose curvatures are in the opposxte sense in energy~momentum space
is given by the usual expressmn )

B My

'However, if the band curvaturesare jin the same sense, as for the split valence bands
in asemiconductor, then the reduced effective mass is obtained from the difference
of the remprocal efféctive masses of the two'bands. Due to the presence of the
extra terms, one associated with the conduction band, the other with the valence

* band, the maxima for circularly polarized radiation will be shifted in the two
series relative to one another by & (w;,—w,,). The 51gmﬁcance of this is that from
the separation of the maxima and the shift of the two series, one can determine the ‘

. effective masses of both holes and electrons. If spin—orbit coupling is included,

" then the last term splits each series into two components, thus weldmg four lines

for each value of the quantum number 7.

Although the forbidden téansition in germanium has not bcen observed because
the experimental conditions have not yet been favourable, Elliott? suggests that
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from symmetry considerations the transitions observed by Grossin cuprous oxide
must be of this type. Since Gross, Zaharcenja, and Pavinskij* have reported an
oscillatory magneto-absorption effect above the ionization energy of the excitons
as shown in Figure 11, there is reason to believe that it is a forbidden direct tran-

- sition. The spectrum is rather complicated and not as well defined as those in
other semiconductors where the masses are smaller and the intensities of the
magneto-absorption maxima are greater. The spectrum shows fine structure with
a spacing of 1-6 cm~? which is superimposed on a larger oscillation whose spacing
between absorption maxima is not uniform and occurs with spacings of 9, 8, 7, and
7 cm~ at a magnetic field of 29 kgauss. The latter spacing does not correspond to
the reduced effective mass of 025 m, deduced from the exciton absorption.

3. ZEEMAN EFFECT OF EXCITONS

3.1. Cuprous Oxide ‘ .

* The Zeeman effect of excitons has been observed by Gross and Zaharcenja® in -
cuprous oxide and cadmium sulphide.t A more complex Zeeman effect of the
direct and indirect excitons in germanium has been observed by Zwerdling, Lax,
Roth, and Button.':28 'On the theoretical side, Samojlovic and Korenblit? have
considered the linear Zeeman effect of excitons. Further work including transition
probabilities of excitons in a magnetic field were treated by Elliott and Loudon.?? -
The theory of the complex excitons in germanium was given by Roth and Kleiner®
interms of spin Hamiltonians. Initssimplest form for spherical bands; an effective
mass Schroedinger equation for a hole and electron in a magnetic field bound '
together by a Coulomb force takes the form

e o R

where m, and m, are the effective masses of the hole and electron, respectively, and -
the magnetic vector potential A = H x r, k is the dielectric constant, and € is the
energy of the exciton state relatwe to the conduction band minimum. This
equation is usually rewritten in a centre-of-mass co-ordinate in the form

[‘T?Vuf(m:ﬁ ":l)H rx Vs (er)2—~]F(r)—eF(r) .(13)

where - Y¥(ry,1y) = F{r)exp (- 2—1—'%: H xR. r)

: (my 2, +my )
r=r—r, and R=1-2117"2%
o (my+m,)

_and p is the reduced effective mass. The above equation is the usual type

encountered in the study of the Zeeman effect where the second term is responsible

for the linear effect. The third term is the dxamagnetx-; term which is responsible

for the quadratic Zeeman effect. The linear term is the important one for low

magnetic fields, whereas the quadratic term becomes the dominant one at high

magnetic fields, In cuprous oxide, the absence of the linear Zeeman effect led
T See section added in proof, page 268, :
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~ Gross® to the conclusion that he was dealing with a posntromum~hke structure in
" which m, = m,. From his spectrum, which formed a hydrogen-like series, and from
the measured index of refraction = 2-5 for cuprous oxide, he deduced areduced
effective mass = = 0-25 which, from the absence of the linear Zeeman effect, gives
- effective masses of m, = m, = 0-5 my. He also observed a large quadratlc Zeeman
' eﬂ’ect which for the snnple case 1s given by

. o
Ae-—-(n’ 1),@%? forM = 0,1=0 )

where K is the dxelectnc constant, # is the total quantum number, and w,is the -
cyclotron frequency associated with the reduced effective mass . Indeed, Gross
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anure 12. The quadratic Zeeman spectrum of excitons in cuprois. omde

shotving the energy shift versus H® for the excited states and also as a

functwn of n for dtﬁennt -values of the magnetic field dmomtratmg .
. ) the ualtdzty of equation (14)“

and ‘Zaharcenja” showed that for these quadratic Zeeman effects, the shift was
proportional to n% and H? for high quantum numbers, in accordance with the
theory.  Some of these results are shown in Figure 12. They have also observed
tlie. Zeéman effect of the excitons in cadmium sulphide, but for the magnetlc fields
available, only the linear effect was observed. The exciton structure in cadmium
sulphide was also studied by this group in collaboration with Grillot and Bancie-
Grillot.?® -This time an emission spectrum was obtained at 4°K in a magnetic
_ ﬁeld of 28,000 oersteds ' ~

3.2. Direct Transition Exczton in. Germa.mum

In studying the magneto-absorptzon spectrum of the direet transition in ger-
manium, Zwerdling, Roth, and Lax!? reported the presence of two intense lines
at high fields which could not be accounted for in terms of Landau transitions and
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which were identified as exciton lines. The spectrum was then studied as a func-
tion of magnetic field, and it was noted that at zero magnetic field, the two promi-
nent lines were retained as shown in Figure 13. Subsequent observations of this
cxciton were also made by MMQR. 2 Further studies of these exciton lines were
made by the Lincoln group at 1-5° K, 4-2° X, and 77° K. The essential features
of the exciton structure and its magnetic bebaviour varied little for these different
temperatures with the exception that the absolute energy of exciton formation did
shift as 2 function of temperature due to the corresponding change in the direct
enecrgy gap. Several interesting features are to be noted. The lowest exciton line
had a width at half intensity at zero field of approximately 10~ ¢V, corresponding
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Figure 13. The Zeeman effect of the direct exciton in

germanium ai 1-5° K for different values of magnetic field.

First exciton line exhebits the onset of two-fold splitting at
38-9 kgauss'*

to a lifetime 7~ 1012 sec, and increased in width with magnetic field approxi-
mately by a factor of 3, as shown in Figure 13. This is not surprising in view of the
fact that in considering the theory of this exciton, it is necessary to write an 8x 8
matrix Hamiltonian associated with the four-fold degeneracy of the valence band
and the two-fold degeneracy of the conduction band. Due to selection rules and
theorientation of the linearly polarized electric vector relative to the magnetic field,
the multiplicity of lines is reduced to six or less. Nevertheless, the excessive line
width produced overlapping, so that the fine structure associated with this exciton
wag not resolved, although some indication of a splitting at 1-5° K does appear.
Inc order to resolve this siructure, it will probably be necessary to use higher
magnetic fields. :

in examining the behaviour of the exciton as a function of magnetic field up to
‘approximately 10 kgauss, the lines marked 1 and 3, which are the ground and first
excited state respectively (Figure 14), show a quadratic Zeeman effect up to
12 and 4 kgauss, respectively, in accordance with the theory indicated
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above. In addition, at higher fields they show a linear behaviour owing to the
fact that in the Hamiltonian shown in equation(13), the diamagnetic term becomes
cons1derab1y larger than the Cotlomb term: Under these circumstances, the
exciton levels.can be considered as conduction band Landau levels which are
perturbed by a Coulomb potential and hence have a linear dependence on the
magnetic field. A theory using a variational calculation for the ground state for
spherical energy bands was developed by Yafet, Keyes, and Adams® and gave a
value of the energy separation between the ground state and the first Landau state -
of 4:5x10~3 eV. This compares favourably with the experimental value of
approximately 4 x 10-2 ¢V obtained at- -different temperatures where this pheno-
"~ menon was observed. If the Landau levels aré extrapolated te zero field, a binding
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Flgure 14. Posztum of direct exciton abswjﬂwn lines and
Landau transitions in germarium -as a function of magnetic -
" field at 71" K2 The Tandau lines converge io0 e value of
energy gap ey =0°:8886:10-0004 eV. The exciton binding .
" energy, therefore,zseex 0-07184-0:0004 eV

energy for the exciton of e == (1:8 +0+4) x 10-23eVat 77° K is obtained .+ Thisisin -

good agreement with the theoretical value of the exciton bmdmg energy obtained
from ’ ~

L 136

ax 2 Em .-« (15)

where u is the reduced effective mass evaluated using the & = 0 conduction band

electron mass obtairied from the magneto-absorption data and an appropriate .

 effective mass for the holes which takes into account the character of the degenerate

valence bands, giving a value of €, = 1-5x 103 eV. :

An anomalous feature which was present in this spectrum is the existence of a .
line which appears at an energy larger than the direct gap and is quite prominent at -

zero field. This line has now been accounted for by MMQR® who showed that it

+ See segtion added in ptoof page 268
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is due to strain in the sampie, which was cemented to glass prior to cooling, and
was absent when a free mounted sample was used. The strain causes a splitting of
the degeneracy of the valence bands, resuiting in these two lines. A theoretical
analysis of this phenomenon has been given by Kleiner and Roth32 who have shown
that the splitting by strain in two crystal directions can be used to measure the
deformation potential.

3.3, Indirect Transition Exciton in Germanium

The Zeeman effect of the indirect transition £xciton in gevmamum has been
measured by Zwerdling, Lax, Roth, and Button™ 4 in fields up to 38-9 kgauss.
The existence of this exciton absorption was reperted by MMQR? in their study
of the fine structure of the indirect transition absorption edge in germanium,
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 Figure 15. The transmission irace of theindivect excitonat 1+ 5° K
for several values of magnetic ﬁeld as a function of photon
energy. Haciton corresponds to iramsition with emission of
longitudinal acoustical phonor. Traces show . structure and
non-linear shift of exciton absorption edge with magnetic fieldt

Zwerdiing conducted precise experiments under very high resolution, and in
addition observed a fine structure at zero field which indicated the presence of two
componznts of the exciton line as shown in Figures 15 and 16. 'The experimental
binding energies at zero field for these two components were found to be 2-1 x 10-3
¢Vand 3-2x 10-3eV. These results are in good agreement with theoretical values
of 2:5x 1078 and 3-3x 16-3 £V.212¢ The presence of the two components is
prlmarllv due to the lifting of the degeneracy by the terms in the matrix Hamil-
tonian arising from the ellipsoidal character of the electron energy bands. With
“increasing magnetic field, the exciton absorption edge shifts to higher energy
quadratically and, furthermore, develops additional fine structure which is best
analysed by taking the derivative of the transmission curve as shown in Figure 16.
This fine structure has been studied by the Lincoln group,? involving a detailed
examination of the lines as a function of magnetic field, as shown in Figure 17.
Reth and Kleiner developed a theory in terms of a spin Hamiltondan, similar to
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Figure 16. Derivative curves of the exciton absorption for the
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Figure 17. (@) The Zeeman spectrum of indirect exciton in germanium for HI|[100], E{H at
1-5°K. The ‘bars’ represent experimental points.. The solid lines are the theoretical curves®®
obtained from the spin Hamiltonian of equation (16) where ¥ =3/2, g, =16, gy=1-6,
C =0-53, and D = 10-0; (b) The Zeeman spectrum for H{|[111], E||H. The theoretical curves
usmg the above parameters demonsirate agreement wzth experimental data (Button and Roth,
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that used in paramagnetic resonance, in which the energies of the system can be
ohtained from

L
# =~ pf ]g—%) g BYH+g BS.H+CH  ...(16)
\ |

where the first term represents the zero field splitting and J is the total anguiar
momentum of the hole having the value 3/2, the second is the linear Zeeman effect -
due to holes, the third is the linear Zeeman effect term due to electrons with a spin
S =1, and the last is an isotropic quadratic term which becomes siganificant above
16,000 oersteds, Button fitted the theory to the experimental data and determined

the best values for these parameters with the magnetic field along the [110] direc-
tion and E ||H, as shown in Figure 17(a). The same parameter values also gave very
good agreement with the experimental data for the magnetic field along the {111]
direction, as shown in Figure 17(b). Although the results did not give a highly
accurate value of the g factor of the electrons, nevertheless, they did suggest that
it was anisotropic. A theoretical study by Roth® indicated that the g factor should
be less than 2 and highly anisotropic. It is apparent that to determine these para-
meters with suflicient accuracy, it will be necessary to perform these experiments
at much higher fields and with thicker samples than those used,

The g vaiue of 1 -6+ 0-2 in the [100] direction determined by the Zeeman effect
of the indirect exciton in gerrranium was the first measurement of this quantity.
Recently, the spin resonance experiments of Feher, Wilson, and Gere® in ger-
manium, which are inherently more accurate, confirmed the above result, -Conse-
guently, from the theory of Roth® which showed that two components of the
electron g factor are related to the properties of the bands by

,_ 8 (m | ’
gi—2= “Rew (——»—1) . (17)
and by .
: 8 [m,
w2 e o

Roth and Lax® were able to deduce further information about the bands. The
quantities g, and g, are the components of g factor paraliel and perpendicular to
the principal auis of the energy ellipsoid Of the electrons; m, = 0-082 m, and
=168 mg are the electron mass parameters from cyclotron resonance;® § is the
spin-orbit splitting of the L, valence band at the [111] edge of the Brillouin zone;
and Ay is the energy g2p between the L_y and the Z, band edges where I, is the
{‘ 117 conduction band minimum and A g} is 2 srall term whose sign is amblguous
but whose value can be estirazted. The parameter 822 ZAJ3, where A= G2 2V,
is the spin-orbit splitting of the valence band at % = U, Usmg the experimental
data of Philipp and Taft,% taken at room temperature, it was deduced that Aegyr
corresponded to the absorption edge found at ~2-0 ¢V. This gave a value of
£, =2-0440-04 and g, =0-9. From the spin resonance, Roth and Lax com-
ruted g, = G634 0-08 and a vahze of llem: ~ 1-6 eV corresponding to the gap at

.t
5 oppostte to thet of the wsual direct or indirect
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gap. The other possibility is that the estimate of § is inaccurate. Vevertheless, the
identification of the L, and L transmon appears credible. -

4, MAGNET O—ABSORPTION OF IMPURITIES

41, Zeemaﬁ Effect of Impurities

' Theimpurity levels of donorsand acceptors in germanium and silicon have been

studied both theorétically and experimentally, The theory for the donors has been

more extensively developed and has been most successﬁlliy applied tosilicon, The -

theoretical work for acceptors is rather involved and is still in its preliminary stages.

* Experiments in N-type germanium have been carried out in the far infra-red by

Boyle® and also by Fan and Fisher;? the latter have also made measurementsin

P-type germanium at these wavelengths.“" Complete Zeeman spectra of both N-

" and P-type silicon have been obtained by Zwerdling, Button, and Lax 2 '
The theory for the donors can be formulated usmg the effective mass Schroed-

inger equation which takes the form

2 2 . .
(.x+773’_+773 e)]{)”.—:s‘}" » .T.(IQ)

2m,  2my kr

A =}Hxr ‘énd j=xy2

When this is written in explicit form, one obtains expressmns ‘which contain in
“addition to the zero field Hamiltonian, terms linear and also quadratic in the
: magneuc field. At low fields, the quadratic terms can be neglected, and the linear
terms in A may be treated as a perturbatmn upon the hydrogenic solutions of the
zero field wave equation, For germanium and silicon, such 2 treatment has been -
developed by Lax, Puff, and Kleiner2 and also by Haem':g43 in which'the sphttmg
~ of the excited Py, states was considered. They have shown that this splitting for
each ellipsoid is given by Ae = fiw, cos®, wherew, = (eH )/(m,c), m, is the transverse
effective mass, and @ is the angle between the magnetic field and the principal
axis of the ellipsoidal energy surface. The anisotropy of the linear Zeeman effect
~using the above result has been plotted for both silicon and germanium as shownin
Figure 18(a)and 18(b). Insilicon, when the magnetic field is along the [001] axis,’
the p, states will show a maximum splitting for the two ellipsoids along this axis,
but for the four ellipsoids whose principal axes are transverse to this direction,
there will be no splitting. As the magnetlc field is rotated in the (110) plane so as
to be parallel to the [111] axis, all six ellipsoids will be equivalent and will con-
tribute equally to the splitting of the p, states. With the field along the [110] axis,
the two ellipsoids perpendicular to the field will.show no splitting, and the other
four will contribute to split the p,. states as shown in Figure 18(a). This plot is
very helpful in mterpreung the data obtained in the Zeeman spectrum of donors
in silicon, ‘Furthermore, it can be shown that if linearly polarized radiation isused,
only those eliipsoids can participate in transitions from the donor ground state to
the p,. states for which the electric vector has a component perpendicular to the
principal axis. In a similar way, one can account for the spectrum in germanium
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associated with the four ellipsoids, which are located along the [111] directions.
Consequently, when the magnetic field is along the [100] directicns, all the ellip-
s0ids are equivalent and the linear Zeeman spectrum for the p, states consists of
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Tigure 18(a). Awnisotropy of the linear

Zeeman sphtting of the 2p .. states in

silicon in a {110} plane as a function of
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a field of 100 kgauss
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Figure 18(b). Asuisotropy of the linear
- Zeeman splitting of the 2p.. siales in ger-
marium in a (110} plane as a function of
omgle velative to a [100] direction.®® (The
sympol 2 % indicates a two-fold degeneracy)

two lines, With H along the [111] direction, the ellipsoid whoge prineipal axis
coincides with the magnetic field direction will have a large Zecman splitting as
shown in Figure 18(b), but the other three will show a smaller splitting. Finally,
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~with H along the [011] direction, two ellipsoids which are perpendicular to this
direction will show o splitting but two which make a-relatively small angle
(~35° wili produce a spht*mg Hence three absc)rpuon lines will occur for this’
direction of the field.  ~
Toi mterpret the Zeeman spectrum obtained expenmentally for both mhcon and-
germanium with the d.c. magnetic fields currently available, it is necessary to con~
sider the Schroedmger equation, including the quadratic terms in the magnetic
field. These magnetic terms can be treated as a perturbation. Such anapproach is
quite effective for silicon where the Zeeman effect has been studied up to 38-9
kgauss. In germanium, however, even above 10 kgauss, a perturbation treatment
is not appropriate for the excited states, since the quadratic or diamagnetic term

becomes more dominant than the Coulomb term. In this event, one can treat the i

problem as correspondmg to a nearly free electron with the Coulomb term being
a small perturbation on the Landau levels. The perturbmon treatment can stifl .
be applied effectively to the ground state of N-type gﬂmamum even at these fields,

In doing so, the zero field solutions are assumed to be of the variational form
- W~ exp(—ar), where « is evaluated in the usual way. The energy shift is then
calculated by treating the magnetic terms (mciudmg the quadratic terms) as a

perturbatzon, thereby obtaining an expression for the quadratlc Zeeman effect -
gwen by - A :
' P wc

[(3+p)+(1—p) cosze] L (20)

8= Tom e
where |
o aH ' 1 _.._Z 1
_ . o T % ‘
pmm, ol = W gt

and § is the angle between H and the [001] -axis in the (ITO) plane. From this
expression, the anisotropy of the quadratic Zeeman effect, includmg all four-
ellipsoids, can be readily obtained.# ‘Such an anisotropy diagram is very similar

to that obtained for the excited states if one ignores the small Coulomb perturba- -

tion on the Landau levels and calculates the Zeeman pattern using the effective
masses for electrons obtained from cyclotron resonance. The linear Zeeman effect
gives information only about the transverse effective mass, whereas equation (20).
shows that the quadratic Zeernan effect: includes terms both for the transverse
and longitudinal masses and hence in ‘effect permits the determination of both
parameters.

-Calculations of the Zeeman effect for the excited states of N-type s:hcon45 were

. made by using perturbation theory to higher order terms and assuming zero field -

_’wavefunctlonsoftheform
: eXP{ -/ [Az(x2+y‘°’)+B"‘z*]}

In one approxxmatzon A= B, and in another 4 and ‘B were determined: by the

variational solution of the zero field effective mass equation obtained by Kohn and

Luttinger® and also’ by Kleiner 4 "The solution. for ‘the'f former apprex;matmn
has been carried out by Brown® for the '71) states,

The Zeeman splitting of the 2p ,_state in N-type’ phosphorus-doped germamum

. was obtamed by Boy1c38 w1th the magnetxc ﬁeld along the [100] dlrecuon and is
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shown in Figure 19, The two-fold splitting is in accordance with the theory and in
approximate agreement with the result calculated from Ae = Fw,cos® when the
transverse effective mass of the electron obtained from cyclotron resonance? is
used. Similar results for N-type arsenic-doped germanium were obtained by Fan
and Fisher?® for fields from 6,000 to 16,000 gauss. Using the value of the Zeeman
splitting at the Jowest field where the theory is applicable, they obtained a value
for the transverse aass, m, = (0-077 £ 0005} m, slightly lower than the cyclotron
resonance value of 3+ 082 m,, but nevertheless in reasonable agreement with theory.
The Zeeman spectrum for silicon has been more extensively investigated and
was measured for the magnetic field along the three principal directions in the

AN

. fH=30 kgouss

\4
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84 86 92 9% 100
em=l) —

Figure 19.. The Zeeman _splitting of a
2p.. phosphorus impurity level in ger-
manium®®

Transmission {arbitrary units)e——

(110) plane by Zwerdling, Button, and Lax.2t These experiments were performed
at 4-2° K using magnetic fields up to 38-9 kgauss with linearly polarized radiation
oriented both paratlel and perpendicular to the magnetic field. A spectrometer
uvtilizing double pass potassivm bromide prism dispersion in the wavelength region
15-22 microns was used. The donor impurity, bismuth, was chosen for the N-type
material and the acceptor impurity, aluminium, for the P-type material as they are
both appropriate for study in this spectral region. A plot of the initial data
obtained for the Zeeman spectrum of the excited donor levels with the magnetic
field along a [100] axis and, for the polarized electric vector of the radiation both
parallel and perpendicular to the field, is shown in Figure 20. With the electric
vector perpendicular to the magnetic field, the Zeeman splitting of the 2p, and the
3p, statesis quite apparent, arising from the two ellipsoids with major axes parallel
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~ to the field and perpendicular to the electric vector. There is also a ‘ central’ com-

- ponent in these absorptions, contributed in this case by the other four ellipsoids,
since their major axes are not parallel to the electric vector, but are orthogonal to
the ficld. However, when the électric vector is paralle! to the field, only the central
component can occur in the Zeeman spectrum, since the electric vector is now
- orthogonal to the major axes of the latter four ellipsoids, but is paraliel to those of
the former two which, although producing a splitting, do not contribute to the .
absorption since their momentum matrix elements vanish. For this particular.
case, only the quadratic Zeeman effect is apparent and becoraes observable above
20 kgauss. Furthermore, the quadratxc Zeeman effect of the p, states may thus be

~ ’ I/]
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Figure 20. The Zeeman pattern of bismuth donor levels
in silicon for parallel and perbendicular polanzed
) radiation.® BH[IG{)} : .

. studied without interference from overlapping by split components of the p,
states, as is evident in Figure 20 for the 3p, and 2p,. absorptions.

A comparison of initial experimental data for Bj[[110] with the perturbatlon
theory calculated for the.2p,, states is shown in Figure 21. The calculation in-
cluded the quadratic terms in the magnetic field and matrix elements for higher -
states up tothe 3plevels, and the transverse effective mass of theelectron (m, = 0-19 -
11g) as obtained from cyclotron resonance® was used. The agreementis surprisingly
good for the central component and the p_ state, but the theoretical curve falls
below the experimental data for the py state. This is probably due to the fact that
this state shifts sharply upward towards the ionization limit with increasing field
and consequently the coupling with higher excited states such as the 4p and above
should be included in-the theory, which would give better agreement. Similar
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detailed data for the Zeeman spectrum of aluminium-doped P-type silicon have
also been observed.® The energies of the excited states at zero field are in good
agreement with the data obtained by Hrostowski and Kaiser®® and in approximate
agreement with the theoretical results of Schechter and Kohn * From first-order
theory, it is expected that the lowest four states would be four-feld, two-fold, and
two-fold degenerate, respectively. This is borne out by the experimental data .
where the magnetic field removes these degeneracies. A quantitative comparison
between theory and experiment awaite the results of a theoretical caleulation in
which the Zeeman spectrum is to be represented by a spin Hamiltonian analogous
to that for the indirect exciton. The coefficients for the linear end guadratic terms
are evaluated in a anner similar to that used for calculating the Zeeman spectrum

N . E
= 0-0655 - *
‘ prd
00650 —t
0 /
Lo
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o — ——
2 0645 < S
(= L '
2 e
o -~
= IS~r1._
00640 é T -
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Magnetic field, B =—~  (kgauss)

Figure 21i. Comparisor of theory and
experiment of the Zeemon effect of the 2p .
bismuth tmpurity levels. BI[110). The sohd
lines are obiained from the firsi-order and
second-order perturbation theory including
terms for 3p states. The ‘bars’ are experi-
mental data(Brown and Button, unpublished)

of the donor states. The zero field wave functions obtained by Schechter® are
used in the perturbation theory with the magnetic terms in the four-fold matrix
Hamiltonian for the excited states as the perturbing terms.

4.2. Oscillatory Magneto-abserption of Impurities

In 2 manner anslogous to the ostillatory magneto-absorption observed for the
direct transition across a forbidden energy gap, it is possible to observe a similar
phenomenon of a transition from an impurity level to a magnetic level beyond the
ionizationlimit. Theusual circumstanceis thattransitions occur from the occupied
ground state of an impurity to a Landau level in the conduction or valence bands,
for donor or acceptor impurities respectively. It is probable in this case that the
Landan ievel is perturbed by the Coulomb potential of the impurity, The study
of this type of tramsition has the advantage over that of the interband transition in
that it involves the properties of only one of the bands at a time, whereas the latter
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' involves both conduction and valence bands simultancously. The only drawback'
to the use of the impurity magneto-absorptton method of energy band studies is
that the ground state at high magnetic fields also has a quadratic Zeeman effectand -
that, where it occurs, the degeneracy of bands is removed, splitting the ground

- state or effectively broadenmg it. Hence, in interpreting the cscillatory spectrum

- obtzined, it wonld be necessary to include these effects quantitatively.. The spacing

of absorption, reaxima would: not necessarily correspond to the sepdratmns of

Landau levels as encountered in cyclotron resonance,

. The first report of an impurity magneto-absorption measurement was rnade by‘ -
Boyle and Brailsford® who studied the infra-red absorption of a 8-01 cm thick

sample of N-type indium antimonide containing 2 x 10 carriers cm™3 at hquxd

helium temperatures at wavelengths from 70 to 120 microns. The spectrum in the

_ presence of a magnetic field exhibited two transmission: minima at 18 and 19

Kgauss. The data were interpreted as transitions between the ground state and
~ bound Landau levels represented by wave functions of the form @(n,l)exp —

o (s¥4a?), where ®(n,1) is the solution of the wave equation in cyhndncal co-

. ordinates’! for a free carrier ina magnetic field, The exponential term in 2 accounts
for the Coulomb attraction and » and / are quantum numbers associated with the

‘transverse co-ordinates. Using a varjational solution, the transitions were identi-
fied as those from level » =0, I=0 to # = 1, I =0, 2 with a separation calculated
theoretacally 0. be 0-5kw,. From the slope of the curve for the energy of the
transitions as a function of magnetic field, the value of the eﬁectxve mass was
determined to be 90146 . ‘

A theoretical treatmertt of the impurity magneto-absorptxon has been given by
Wallis and Bowlden 52 They bave made specific calculations of the aT)sozptlon'
for indium antimonide at high fields and also made a qualitative comparison of
the data of Boyle and Brailsford with their theoretical results. The discrepancy
between the two was attributed to the absence of complete freeze-out of carriers
at the magnetic ficlds used, as had been observed by Keyes and Sladek®? at higher
magnetlc fields of 5060 kgauss. However, there is a difference in the physical
interpretations in that Wallis and Bowlden make calculations of transitions from 2
bound ground state to free Landau $tates, whereas Boyle and Brailsford consider
their results as being transitions between bound staies only. Elliott and Loudon®
comment on this matter by suggesting that, in general, one can neglect the effect

_of the coulomb perturbation at high maggetic fields without serious errors, i.e. for

‘eigenvalues, However, in order to calculate line mtefxsmes, it is necessary to -
include this effect. ‘

The transitions to the higher Landau- levels in the conduction band, showing
the oscillatory character of the impurity. magneto-absorpmon spectrum, were
demonstrated by Boy2e33 in N-type germanium where he obtained oscillations of
the transmission st 73 microns as a function of field, well above the ionization limit
for the donor, arsenic. The amplitude of the oscillations apparently increased with
magnetic field. A more useful representation depicted in Figure 22 shows the
oscillations as e function of energy at a fixed magnetic fieid of 21 - 8 kgauss, similar

- in character to that observed for the direct transition in germanium.® Theintensity

decreased with increasing energy corresponding to transitions from the ground

state to Landau levels of higher n values. Boyle plotted the energy of the trans-
mission minima for two different values of magnetxc ﬁeld versus the Landau
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guantura number #, as shown in Figure 23, The intersection of the two lines at
n= —1/2 corresponds to the vatue of the ionizationenergy.+ The ionization energy

iB : - - i
16
o
% 10— ;(Sj \P l’\ IA\ £ !ﬁ\ 'AXV <
r
g U \J . \/ U Yj "1 y .
= 08 Ty
06
04 [ ' .
160 T 140 180 220 260
Frequency =—>m fem~id

'“‘lgu;e 22. The osciilatory magniio-absorption of arsenic

impurities in gemamum asa fuﬂctwn of fr equency. 3 The

plot shows the transmission ratio with and without the field
for B =218 kgauss
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Figure 23. Postiion of absorption maxima asa function of

magnetic quanium smumber n for the oscillatory mingneto-

absorption of arsemic in germamum Intersecion ot

n=~1/2 corresponds to ionization e;=10-0134 21/
(108 em™Y)

for arsenic in germaniusn is thus found to be 108 e or 0-0134 ¢ V. From the
slopes of the lines he also obtains an electron effective mass value for the zore edy
in the [100] direction of 013 m,, in good agreement with cyclotron resonance

1 See section added in proof, page 268
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results.! Similar expertments were also performed by Fan and Fisher® for both

N-and P-type impurities in ge'rmanium For the P-type material, the oscillations

showed a pattern having two series of transmission mlmma correspondmg to the -

hght -and heavy holes.

_ 5. FARADAY EFFECT
5.1. Indium Antimonide . - :
Experiment utilizing the Faraday effect in semiconductors is fundamentally a
technique which measures the rotation of a plane polarized electrbmagnetic wave
‘Ppropagating parallel to a magnetic field in the material. The rotation is a conse-

quence of the differential dlsperszon of the two circularly polarized components

‘of the plane polarized wave, in that the left- and right-hand circularly polarized

waves interact differently with holes and electrons in the presence of a field.

. _ Faraday rotation was observed in germanium by Rau and Caspari® at microwave -

frequencies. However, it was pointed out by Mitchell% that similar experiments
on free carriers at infra-red frequencxes could also be performed and used to
determine effective masses of such’ carriers, The first experiments at infra-red
frequencies were performed by von Kimmel5 who made measurements in silicon,
gallium arsemde, indium phosphide, znd gallivm phosphide in the region from
_ 0+5 to 1-5 microns, However, no quantitative correlation between the expen~

mental data and the fundamental band properties of the semiconductors was

attempted, Experiments yielding quantitative results and interpretation have now
- beensuccessfully performed on indium antimonidet} by Moss, Smith, and Taylor®
and also by Brown and Lax.% The theory of the phenomenon has been considered
by Stephen and Lidiard.5®
For free carriers, thetheory of the I'araday rotation can be derived froma simple
classical analysis of the Drude~Zener type. An expression for the effective con-
' ductivity o of electrons for circularly polarized waves may be derived, giving

nety |
my[l-+{w T wc,) ]

'a'i_' -

where 7 is the ciﬂ*mn density in:number per unit volume, w,, is the cyclotxon
frequency of the electron with effective mass m,, and the minus and plus sign
indicates the two senses of circular polarization, Using Maxwell’s equations, it
can be shown that the phase constant £ is given by ’

B ""‘/"(1 “2“’%) @

2 wm,

The last expression in the equation ‘assumes that the magnetic field is far below

- resonance. and the collision time is sufficiently long so that losses due to collision.

toay be neglected. The Faraday rotation per unit Iength, g, is deﬁned as

= BL"E ...(23)‘

1 See section added in proof, page 268.
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If the results of equation (22) are substiruted into this expression, then

7e? <, net H

T Zmgear 4, W 2mEwty/x

where we, € w and w, 7> 1. This result shows that the 1y rotation weil
below cyclctron resonance s a linear function 'of magnetic field, inverscly pro-
porticnal to the square of the effective mass, and directly proporticnal to the
square of the waveiength, A, The importance of this result is dicates that
one can make determinations of the effective mass of & carrier at infra-red wave-
lengths where-cyclotron resonance is not possible, even though wr > 1, because
of the unavailability of sufficiently high magnetic fields, Furthermore, attempts to
utilize cyclotren resonance at lower frequencies in the microwave region where

adequate magnretic fields are available have thus far been mainly unsuccessful
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Figuse 24. Faradoy rotation in N-type indium ontimonide as a function of A®
showing a linear behaviour for B =4 kgauss™

because then wr < 1 for nearly all semiconducting materials at present available
except germanium and silicon. Aun effective mass value for electrons in indium
antimonide has been obtzined from experiments designed to utilize the relation-
ship given by equation (24}. Inthe wavelength region where the rotetion is 2 linear
function of magnetic field and also follows the A2 dependernice, the rotation is
determined experimentally for a particalar A and H, - The eleztron concentration
is obtained independently from a Hall effect measurement, and by using the
dielectric constant which is calculated at these waveiengths from reflectivity
measurements, i.e. k = 16, the effective mass may be calculate '
The experimental results of Moss, Smith, and Taylor (’\I‘%T\ﬁ" were obtained
* both at room temperature and at 77° K. Their data plotted as a function of A% for
a magnetic field of 4 kgauss is given in Figure 24, and showed a linear behaviour
in accordance with the simple relation of equation (24). By varying the impurity
concentration in indium antimonide, MST were able to evaluate the effective mass
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as a functlon of ‘increasing energy in the conduction band, since at 77°K the' -
measurements yield the values at the Fermi level, which shifts to higher energies
with increased concentration. Their resul'csshowed that the energy surface was
non-parabolic, consistent with results of cyclotron resonance at high magnetic
fields® arnd free carrier absorption for varying impurity concentrations. . How-
ever, in interpreting such Faraday rotation data for more general energy surfaces,
Stephen and Lidiard® extended the calculatiofy by solving the Boltzmann trans-
port equation and showed that for a degenerate semiconductor the usual effective
mass relatlonshlp is replaced by the expression :

1 1 de ) ' ey
'Th_s shows that the Fa.raday eﬂect measures a reczprocal mass related to the
slope of the energy—morentum curve rather than the curvature, whxc‘l is the

Table 1. Effectxve Masses of Electrons in Indlum Antzmomde
from Faraday Rotatxon *

Nem9) | anfmgt | PGS | g
6-4 x 1017 0-0288 | ©0-135 | 0-0265
2+9x 10 0-0178 | 0027 © 0-0158
7.3 % 10% 0-0137 0-010 | 0-0141
246 % 10 0-0131 0-005 | 0-0136 .

0 — 0 00130
" % See reference 57. o 1 See reference 62.

second derxvatwe For a sxmple parabolic band, it can be shoyvn that the two are

'eqmvalent Keeping this in mind, the effective mass results show a dependence
on impurity concentration, which was interpreted as shown in Table 1 and com-
* pared with the theoretical estimates of Kane$2 obtained from perturbatxon theory.
The correspondence between the theory and experiment is quite satisfactory, with
the low mass value at low concentrations in good anreement with that obtamed by
cyclotron resonance at microwaves.

‘An explanation of the deviation of the Farada v rotatxon\from the A2 dependence
for decreased wavelengths has been suggested by Stephen and Lidiard, The
reasoning given by them was only qualitative and based on the assumption that as
the wavelength approaches a value correspending to that of the energy gap, there
would be absorption due to the associated oscillator frequency. However, an
interpretation of such experimental results can be made by a phenomenological
treatment.} At decreasing wavelengths, the bound elactrons in the valence band
are disturbed by the electromagnetic radiation and behave as simple harmomc_
oscillators with 2 frequencywo If we include the effect of the magnetlc field, it

+ See section added in proof page 268.
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can be shown, in a manper similar to that for the free carriers, that the effective
dielectric constant due to the bound efectrons is

Nete

.. (26)

T e —wfw twg,)]
Consequently, the total Faraday rotation is given byt
SH  [n Neo*
O Gin gt B

where IV is the total number of electrons in the valence band {which for indium
antimonide is of the order of 10?%) and s, is taken as the free space electron mass.
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Figure 25, Faraday roiation in N-type indium antimonide at B =15
kgauss field as a function of N showing non-lincar behawiour at lower
wavelengibs due leo bound valence electyons®®

Using this expression and taking § = 0, then from the results of Figure 25, a value
of the oscillatory frequency of the bound electrons is found corresponding to a
wavelength Ay 2 2 microns, or to an energy which is considerably higher than that
of the energy gap. The important consequence of this treatment is that it does
show the possibility of negative Faraday rotation due to the valence electrons.
However, the theory appears somewhat oversimplified 2nd in its present form does
not account quantitatively for the value of the effective binding of the valence
electrons since it thus gives an energy of ~0-6 ¢V,

5.2. Germanium and Silicon

The Faraday effect has also been observed by Walton and Moss in N-type
germanium. The theory for germanium in the linear magnetic field region has

t See section added in proof, page 268,
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been considered by Lidiard and Stephen.® “This work is very interesting in that
it is the first measurement of the effect in a material whose energy surfaces aie
“anisotropic. . Although the linear Zeeman effect implicitly reflects the anisotropy
of the ellipsoidal conduction band surfaces, it does not reveal information abotit
their parameters. The Faraday effect, of course, can be nsed to study more com-
plicated energy bands by using sufficiently high fields and including higher order
terms in the theory. For germanium this is not possible with the ficids at present
available. Nevertheless, for the more general case of ¢conduction electronsinsilicon
with the six ellipsoidal surfaces along the cube axes and the magnetic field along the
[111] axis, and also for germamum with the four ellipsoidal surfaces along the cube '
diagonals and the magnetic field along the [100] axis, the “*‘araday rotation denved
from the results of Lax and Roth°5 is given by

. - ne¥(K+2)b
T 2wem /i [3K— 0K+ 1)]

‘where K = myfm, and b = w,/w. Similar but more complicated expressions have.
been developed for the magnetic field along other principal crystallographic direc~
tions for silicon and germamum By assuming that b< 1, then from equation (28)

1S K(K+2)H
6a.v2 c? m?\/ K

The above result is that obtained by L1d1ard and Stephen® and corresponds to the
isotropic linear Faraday effect for a cubic crystal It is obtained as the first term in
. the expansion of equation (28) in a power series of b or H. Using the expression of
equation (29), the results of Hall effect measurements to determine the carrier
concentration, and the value of the.dielectric constant in the wavelength region
6-13 microns, i.e. x = 16, an effective mass m* =[3/K(K 4-2)]"/2m, was evaluated
froxil the observed Faraday rotation by Walton and Moss. They found that
m* = (0-135 +0-004)m,, in good agreement with the equzvalent value from
cyclotron resonance data which gave m* = 0-134 m,,. '
" " In a manner analogous to the treatment for electrons in germamum and silicon,
one can obtain an expression for the linear Faraday effect in P-type matenal in
‘which the energy surfaces are given by the relatlon

. (28)' |

0= . (29)

e~ p AZE! VRO REEE) ... 30

Expressmns for the conductmty tensor for these surfaces have been developed ‘
: by Lax and Mavroides® which take into account the Boltzmann distribution of the
- holes. Using these results, the linear Faraday rotation angle for holes is given by

: theequatlon
’_" eH My Np\ .
“where ’
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=(B2+4C*"2, and y. is a parameter which is evaluated in reference 66. The
vatio of the light and heavy hole populations is given by 7y /g = (41, /mas)¥/?
whare myg, and may are the effective masses corresponding to the density-of-states -
values. For silicon, 7y [nyy = 0-136, my = 0:52 my, my, = 0-164 m,, and for ger-
manium, 2y [y = 0-040, my = 0-35 my, my, = 0-044 m,. Thus for silicon, the
ratio of 0y [0y = 1-37 indicates that the light holes contribute more to the Faraday
rotation than the heavy holes. Similarly for germanium, the ratio 8y [0y =255
shows that the light holes dominate even more. However, if the magnetic field be-
comes large, the analysis becomes more involved, particularly for the light hole in
germanium, and as suggested by equation (28) the ratio 01 /0y ~ (w1, w)/(w?—wf),
where wy, = eHfmy c. Thus for large fields, but for values still below cyclotron
resonance where the Faraday rotation experiments are appropriate, the contribu-
#ion of the light hole becomes more important than that of the heavy hole and the
departure from linear dependence on the field can be used to measure its mass.

I

5.2, Interband Transitions

Tt hizs been suggested that the Faraday rotation can be used to study eyclotron
resonance directly. However, if the required fields are available, the absorption
technigues would be more sensible. Nevertheless, there are situations where the
Faraday rotation procedure could be used advantageously compared to the absorp-
tion technique. It is possible to study all the magneto-absorption phenomena
previously described by means of Faraday rotation. .Associated with the magneto-
absorption of the direct transition there is also a dispersive component which can
be shown to have the form

2 1/2__ g, T12
(e +1) ‘I] ... (32)

= [";;1—

where fixy = {iw— [eg+(n+1/2) hiew, + gBH ]} 7, w, is the cyelotron frequency for
the reduced mass of the electron and hole, and g is an effective spectroscopic factor
which takes into account the anomalous values for both the hole and the clectron,
due to spin-orbit coupling, as stated earliér. The significance of this result is that
the Faraday rotation associated with the direct transition, where An =0, dis~
tinguishes between positive and negative circular polarization only, dueto thespin
effects and the presence of spin—orbit coupling. Hence no rotation will occur if
the latter is absent and in general if the g value is small the rotation may be difficult
to observe. The oscillatory phenomenon will then occur with a splitting about
each Landau transition. If the magnetic field is sufficiently high to resolve the
- splitting into two lines, each will be associated with a frequency-dependent ano-
malous dispersion curve, one for right-hand and the other for left-hand circularly
polarized radiation." As the spectrum is scanned from shorter to longer wavelengths
than both these lines respectively, using linearly polarized radiation with E | B,
the Faraday rotation will change from one sense to the other twice, but in opposite
sequence. inananalogous manner, one can also study the Faraday rotation of the
forbidden direct transition, where an oscillatory spectrum occurs only when the
eleciric vecior of the radiation is perpendicular to the magnetic field. For this
polarization, transitions are allowed only for An = + 1, so that a Faraday rotation
spectrum would contain contributions associated with the transition between
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- Landau levels in'addition to those involving the effect of the spins. Consequently,
such a spectrum would have more structure than that of the allowed direct tran-
sitions. Perhaps one of the most interesting applications of the Faraday rotation

_technique to magneto-absorptmn phenomena would be that which is associated
with the indirect transition. - In this case, the absorption coefficient has the form

g~ arctanyx,, where %, is proportional to the expressions for the energy given
by equation (8) and similar to that for the direct transition except that it involves

- phonon energies and two quantum numbers z, and , assocxated with the valence
and conduction bands, respectively. Since there are no seléction rules for these
quantum numbers, the Faraday rotation will not be affected by the transition

.-associated with the Landau levels, but will distinguish between the splitting due to
the spin effects. Consequently, the Faraday rotation should be a useful method for
determining the g values of the electron in germanium since the g values of the
holes are known from the os¢illatory magneto-absorpnon of the direct transition,
The intriguing aspect of this expériment is that whereas the magneto-absorptlon
in this instance produces a step—functlon in the spectrum as shown in Figure 9, the
Faraday effect would résult in a spectrum which would contain corresponding

'maxima of rotation, since B~ log(x3. +1)~. In a similar manner, the Faraday

rotation associated with the Zeeman effect of the indirect exciton would be de-
termined by é’pm effects arising from spin~orbit coupling, and would again result
in rotation maxima rather than the ‘edges’ of absorption spectra. For sufficiently
high fields, this would previde a convenient study of the fine structure of the

‘Zeeman spectrum for the indirect exciton, and allow the determination of the g
factors assomated w1th the holes and electrons

- 5.4, Impurity Levels

.Another expenment that would be of interest is the study of the Faraday effect
of the transitions from the ground state to the excited states of impurities in semi-
_conductors. The theory of such a phenomenon hss been considered for the clas-
sical atom by R&senfeld®” some time ago. After modifying and simplifying his
results to fit the present problem, it can be shown that the differential dlspersmn :
+or phase constant of i mterest becomes

C Ap fiwa » ;
APy = Zm*c\/KZ(wn+w*)2—w2 _ - (39)

where w} is the cyclotron resonance frequency for carriers in a sphencal band, w,
is the oscillator frequency, and f, is the oscillator strength. However, for conductmn
electrons as in germanium or silicon at low magnetlc fields where the linear theory '
holds, w? should be rep;aced by w, cos¢, where ¢ is the angle thie magnetic field
makes with the principal axis of the ellipsoid, and e, is the cyclotron frequency
corresponding to the transvetse electron effective mass. The Faraday rotation in -
this case would only occur for the magnetic field splitting of the p_, states, since
these are the ones in which' the sense of polarization is differentiated. It is also
apparent that the expression of equation (28) would apply with respect to the-
- oscillatory absorption spectrum for the transition between the ground state and
bound Landau levels above the ionization lumt
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6. MAGNETO-PLASMA EFFECTS

6. 1 Magneto-plasma Reflection .

Spitzer and Fan®! have investigated the optical properties of a number of semi-
conductors by studying the reflection of infra-red radiation at frequencies above
and below the plasma frequency of the free carriers. The experiments permitted
them to determine the effective masses of these carriers. This had been particu-
larly successful for electrons in indium antimonide. However, in order to obtain -
the mass values, it was necessary to determine the electron concentration by Hall
measurements and the dielectric constant by reflection coefficient at short wave-
_ lengths or with low carrier concentration. The accuracy of the results depends on
the latter measurements rather than on the optical wavelength determination. The
experiments can be made more versatile and independent of electrical measure-
ments by the use of a magnetic field. The mass can be measured directly, and the
carrier density calculated from the optical data. The fundamental phenomenon is
based upon the relanons}np between the index of refraction and the parameters of
the electrons or holes as glven by

i) = 740 = w1 —Z—] )
() = x[l-—(-w‘—i"_ggi—"’);] D)
7;1(H) = E[I—J(;“—:_r—g@] . .. (349

where w} = ne?/m* x, n,(H) = 7(0) is the index of refraction for linearly polarized

radlatlon propagating transverse to the magnetlc field with. the electric vector

parallel to the magnetic field. For an isotropic carrier, 7,(H) is identical to the
index at zero field. 7, (H) is the index for propagation in a dirgction transverse

to the magnetic field, but with the electric vector linearly polarized perpendicular

to H. %(H)is the index for right- and left-hand circularly polarized radiation

propagating in the direction of the applied field. For a semi-infinite semiconduct-

ing slab, the reflection coefficient R for perpendi‘cular incidence is given by

12 R
g])_'_l;z o .- (35)

The expressions in equations (34) neglect losses, since it can be shown that at
these wavelengths w7 3 1 and the medium is &sentially dispersive. In this case,
the refractive index at short wavelengths (w?> w?) is essentiaily independent of
the plasma so that 7% = &, resulting in a reflection ' coefficient R ~ 36 per cent for
indium antimonide, but as the wavelength increases, R—0 as w?—>w2(1 -«
and 5—>1. For a relatively small further increase in wavelength, R goes rapidly
to umty when @ = w,, and 9 = 0, corresponding to the cut-off condition for propa-
gation in the medium. Thus from the wavelength of zero (or minimum) reflec-
tivity, it is possible to éstimate m* from equation (34a) if the electron density and
i are known, However, when the magnetic field is applied, the critical conditions
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 for which R=0and R=1are altered. The critical conditions corresponding to
cut-off with R =1 are the same for both the transverse propagation of equation
(346) and longltudmal propagatxon of equation (34c), namely

: w¥ ¥ : ' (36)
w2 _c.+____ LR b
2 8w,

where w, > w?. Sumlarly, for the condition of zerc reﬂectlon with a magnenc
ﬁeld one obtams expressxons with a slight correctlon : .

8) ol 8
‘“:l: ~ (1—1—2) +§—;(1—§) . (37)
: 8\ w;’f w} S | .
K w.L o~ W, (1+4) Z 4wp(1""z‘) . R oo (37b)

where 8 = 1/x. Thei 1mportant distinction between the zero field and the magneto-
_plasma reﬂecuon is that where there was one minimum for the former, there are

(=1
(=]
\

(per cent)

50
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‘Figure 26, Sketch of theoretical magneto-plasma
reflectivity of tndium antimonide with ~10

electrons cm7® and a field of 80 kgauss. The solid

line represents the behaviouy of the reflectivity for
unpolarized radiation in the case of longitudinal
propagation. The dashed line . represents the
reflectivity for unpolarized radiation propagating

transverse o the ﬁeid For the case of iransverse
propagation and iinear polarization perpendicular

to the field (not showm), the ‘central’ component of

the dashed curve is absent and the reflectivity
minima_approach zero. The separation between

. ’ the minima of the solid curve corresponds to the
* : cyclotron frequency of the electron, we,

now two for the latter, whxch are separated by w¥, the cyclotron frequency Thxs
then permits a direct measurement of the eﬁectwe mass for linear polanzed radi-

ation when the small correction of a few per cent for the dielectric constant is made. - R

The curves for such an experiment would have the approximate appearance shown
in Figure 26. The solid lines show the results expected for linear polanzauon for
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either transverse or longitudinal propagation. For unpolarized radiation, the latter
condition would still give two minirna, since the electric vector would always be
perpendicular to the magnetic field and could be resolved into two equal circularly
polarized components of opposite ense of rotation. For transverse propagation,
unpolarized radiation can be resotved into two linear components parallel and
perpendicular to the field. The latter will produce the splitting into two minima,
whereas the former will retain the ‘central’ minimum as shown in Figure 26 by
the dotted curve. Consequently, the magnetic data permit the effective mass to be
‘obtained from wy, and by using the vaiue of « obtained from the value of R at short
Wavelengths, the electron density can be readily calculated from the reflection
minimum at zero field. f

6.2. Rotary stpersxon of a Magneto-plasma (Kerr Madne;fo-optxc Effect)

The magneto-plasma effects which are observabie by simple reflection can also
be studied by the rotation of linearly polarized radiation which propagates parallel
to the magnetic field and is reflected from the surface of a semiconductor near the
pld%rm frequency. The phenomenon, which has been encountered in other solids,
is known as the Kerr magneto-optic eﬁecz‘ In order to chserve it in the usual
moterials, it is necessary that there exist in the medium a dissipative mechanism in
addition to dispersive propertigs, so that the wave damping factor & 5% 0. In the
case of the magnetc-plasma, the electric vectors of the two counter-rotating com-
ponerits of the linearly po;znzed incident wave are rotated upon reflection at the
interface through angles gwen by

20, 8 B |
wnd, = o NZJ . (38)

AR -k T ay

The approgimation holds beyond ‘cut-off > when o >.8,in a pureiy dxspersxve
medium. The actual rotation of the plane of poiarﬂd*;op (or the major axis of the
resultant elliptically polarized reflected wave) is abtained fromn the differential
effect, t?:-—(r?,p—m., i/2. In the regicn bevoud ‘cut-off’ of either or both com-
ponents, thereis a Kfzn rotation even thougn the mediym is not dissipative, but
“only dispersive, The medium is only of interest when the ‘cut-off > frequency is
reached for each cireularly polarized component, i.e. when the phase constants
By and B vanish, respe’:zvel}, and only the reactive damping factors o and o,
exist. The medium is perfectly vefiecting for each component after ‘ cut~off ’ since
no lose occurs. Since the penetration depth is diferent for the two counter-
rotating electric vectors, they emergs after reflection with 8, 3¢ 8_, giving rise to
the rotatory disper«non by the magn\,to-pl.hma "The appropriate expressions for
the dampiag factors above their ‘cut-off * frequencies are

ﬁoP‘j*—% (39

where By = wfe, wl 7ze2/m «. As in the case of magneto-p]asma reflection, the
critical freque nC}.\,S at ‘cut-off > are given by the expressions of equmon {36), for
which ¢y = By =0 and also a_ = B_ =0, as is evident from equation (39). As the

+ See section added it proct, page 268,
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'froquenuy decreases and reaches * cu: off ’ for the posmve circular component at
Wy e

W = 2 " 8w,

P .

N

'8, rises sharply from zero to 90° a8 ot_;_-:+ . The latter occurs at
+ T18CS Py 20 !

L /. 3 K izl's
@ = apiiy z“”s +§)

Thereafter the total rotatlon e «,ontmues to increase from 45° more slowly until

cut-off is reached for the negauve urcular component at

: a)c2 w¥
W wp-——-— +~-—
i 8wy,

‘whereupon 6. rises sharply from zero and reaches 9G° as o> ,80 At w=w_,§
decreases sharply, then more slowly after

£ *g ‘
4 8 w ) 8\ -
@ ap|l- -\ﬁ =4 14z
» » ( 2/ 8“’p( 2
As @ continues to decrease from these values where w>m w 0 continues

to increase monotonically, so that 6_->180°, but asw wc , o suddenly increases
strongly so that 8. ~ 180°, Just beyond w = = wp,thereis asi gn reversal ande; =0,

" . 'The medium thereafter becormes propagatmg for the positive circular component

(B # 0, accompamed by an mcreasmg partial reflection. At the resonance
frequency w =uwy, the Kerr rotation § suddenly increases from nearly zero to
nearly 90°, and continues to approach this value asymptotically.

Forw > wy, the frequency separation between 0= 0 and 9, is Aw & w¥, The

angle §,,,, occurs Just prier to the sharp drop at ‘ cut-off * for the negative circular

‘component. ‘Thus it is possible to determine the effective mass of the carrier in a
manger analogous to that for magneto-plasma reflection. The experiment will
also perxmt additional data to be obtained from the- elhptxcnty of the emerging
‘wave, since between § = § and 0, the positive component is nearly fully refiected
_andthe negatwe component is partially reflected. Thus, the reﬂectxon also provides
mformatmn about t}@ relative amphtudea of these components. -

7. EXPERI‘VIENTAL TECHNIQUE%

7.1. Magneto-absorption , .

The observation of the magneto-absorption phenomena deacrtbed above in-
volves 2 variety of experimental techniques of spectroscopy and cryogenics which
merit description in moderate detail. The magnetospectrophotometric system
developed by Zwerdling® and co-workers for experixnental measurements on the
oscillatory effects and the Zeeman effect of excitons and i 1mpur1ty levels consisted

“of a double-pass infra-red spectrophotometer and a\12 in, electromagnet which. ‘

supported a liquid helium optical cryostat. The magnet was equipped with
specially designed pole ¢ pleces of Hlpf‘rco alloy tapered down to a pole face

2861
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diarneter of §in. and having a % in. air gap. At the maximum rated magnet power
of 4 kW, this system provided a magnetic fleld of 38-9 kgauss. The spectrophoto-
meter employed a rapid interchange multiple source unit containing tungsten
filament and globar sources and mtercuangeable monochromator units utilizing
prism or grating dispersion covering the spectral region from -2 to 50 microns,
The moeno acheomatic radiation from the exit slit transmitted by the sample which
was inside the ¢ ryostat aund between the pole faces was measured by an infra-red
dttectm suitable for the wavelength 'egmu being scanned at various constant
magnetic field intensities. The initial experiments on the oscillatory absorption
in gerrnanium were performed using dense flint prism dispersion with a chromatic
resolvi ing power ~ 1,000 corresponding to a spectral slit width equivalent to 10-2
eV. "This resolution, although adequate at roor temperature, was insufficient to
observe the fine structure at low temperatures where the lines become narrower,
Consequently, it was necessary to utilize diffraction grating dispersion which in-
creased the resolving power to values between 10,006 and 20,000, or an equivalent
spectral width ~ 10-4eV. Typicallow temperaiure results for germanium obtained
with the diffraction grating are shown in Figure 6. In order to conduct these
experiments at temperatures down to that of liquid helium, it was necessary to
constract a cryostat capable of maintaining the sample at low temperature in the
air gap of the magnet while allowing the radiation to pass through it from the
monochromator to the detector. An all-metal cryostat was built containing a
liquid helium compartment surrounded by a liquid nitrogen compartment for
radiation shielding, both inside an outer wall having two polished salt windows
transparent in the wavelength range of interest. The sarple was mounied in a
copper holder attached to the helium compartment and ccoled by thermal con-
duction. It was possible to lower the temperature of the quuid helium bath to
1-2° K by high speed mechanical pumping. For the direci transition experiments,
the samplee were prepared by cementing flat slabs of semiconducting raaterial to
suitable transparent substrates and grinding and polishing to ﬁnm thicknesses
from 4 to 15 microns. For the indirect transitions, samples with thicknesses
ranging from 1 to 6 mm were prepared having optically flat polished faces. Linearly
polarized radiation was produced either by means of infra-red transmitting type
HR Polaroid in the wavelengih region 1 to 2 microns, or at longer wavelengths by
means of a silver chloride sheet pile polarizer set to the Brewster angle. By rotating
these polarizers, the electric vector was aligned either parallel or perpendicular to
the magnetic field vector. For the experiments with grating dispersion at wave-
lengths between 1-1 microns and 2 m;c;ons, the higher orders of the grating were
removed by an anti-reflection coated silicon transmission filter.

The ragneto-absorption expenments with germammn at the Naval Research
Laboratory were conducted using a Bitter-type air core solenoid capable of achiev-
ing magnetic field intensities up to 60 kgauss. "The optical configuration made it

possible to propagate the radiation parallel to the field so that experiments with
ught- and left-hand circularly polarized radiation were possible. The use of
circular y poiarlze(; radiation has the feature of seps Atmg the spectra for tran-
sitions with spm selection rules AM = 41 and AM = — 1, whereas with lmsar
polarization, it is only possible to separate spectra with AM = G and AM = +1
The circularly polarized radiation was generated from linearly polarized radiation
by the use of a Fresnel rhomb made of sodium chloride.
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7.2. Zeeman Effect

The experiments on the Zeeman effect of impurity levels in germanmm and
silicon bave been done, respectlvely, in two different spectral reglons one in the
_ far infra-red from 50 to 200 microns, and the other from 15 to 2Z microns. Spectro-
photometric techniques-in the far infra-red require the use of diffraction grating
dispersion, an enclosure for the optical path from source to defector which is either
. evacuated or flushed with dry mtrogen to eliminate water- vapour absorption,
Jiquid helium sample temperatures, intense gas discharge sources such as the
mercury arc lamp, and a very sensitive radiation detector. It is still difficult to
generate adequate radiation intensity in this region, and the best practical sources
above 100 microns are gas discharge tubes which yield a higher output than the
more familiar black body radiators. - Although absorption by atmospheric water
vapour is a problem requiring the soluticn indicated, its known absorption lines in
this ‘region provide a convenient means of spectrometer calibration. - At these
wavelengths, the Golay pneumatic infra-red detector may be used successfully,
although a helium temperature carbon resistor bolometer mounted just behind the
sample has been employed by Boyle® and others.®® The latter arrangement has
the advantage that the sample is exposed to room temperature background radi-
ation from only one side instead of two, and furthermore, that the effective noisé
temperature of the detecting element is very low. Most far infra-red spectrometers
have a high radiation gathering power, or a low f number, requiring the use of la.rge
aperture optical coraponents. As with all diffraction grating spectrometers, it is
necessary to isolate the desired spectral order. This is usually done for wavelengths
A > 50 microns with an appropriate combination of transmission filters (such as
fused silica), reststrahlen reflection filters of various salts, and specular reflection -
-of the desired wavelengths from special gratings or roughened mirrors which
* scatter higher orders. Scattered radiation of the much more intense near'infra-red,
visible, and ultra-violet wavelength regions are usuaily removed by transnnssxon'
through sooted quartz or special black polyethylene.

Since the energy requn-ed for transitions from the ground state of the usual
monovalent impurities in germanium to the excited states or the adjacent band is
very small, of the order of 10-2 eV, the depopulation of the ground state and line
broadening effects by thermal éxcitation can be effectively avoided only by main-
taining the sample at liquid helium temperature (at 4° K, AT ~3x 10-* eV).
Furthermore, undesired photon-induced excitations due to absorption of undis-
pelsed radiation from the ~ 300° K background with an emission maximum close
‘to 9-microns must also be minimized. The latter problem may be solved by using -
helium temperature windows having suitable transmission properties, mounted
mternally in the optical path at the sample ‘For example, fused silica may be used,
since it is opaque fmm 2 4 to 50 microns, but becomes transparent at longer
Wavelengths ,

These problems are mouch less severe for the study of monovalent impurities in
silicon, since the ground states are considerably farther removed from the excited
states or the adjacent band extremum than for germaniumn, For example, the

. donor, bismuth, and the acceptor, aluminium, studied by Zwerdling, Button, and
Lax* have lonization energies close to 7x 10-2 eV, so that the Zeeman, effect of
their excitation spectra were measured in the potassium bromide prism dispersion -
region 15-22 microns. For this region, standard infra-red components were used, -
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The magneto-absurption experiraents of Grose and co-workers, ™ including the
Zeeman effect of excitons and iransitions between Landau Jev ¢lsin cuprous oxide,
were pﬂrformed from room temperature down to 1-3° ¥ in magnetic fields up to
~ 30 kgauss. The measurements were made pho'rogmpi"ni ,a;’fy with orism and
daffracuon grating spectrophotometers having livear dispersion 28 jarge a8 1-5
Amuat, For cuprous oxide, the spectra were obtainad by trans: om, through
crystal plates of thicknesses ranging from 1-7 mm dowr to ab

[siter prepared by a careful polishing procedure. Linearly pulariscd
employed for measuring the Zeeman effect of the excitor lnes, vi
spectrum (E_|_H) and the » spectrum (E{[#). Lowering the san
to 1-3° K resulted in appreciable line narrewing, not only for the
of thv exciton sefies, but also for the higher components. (f: 7
existence of the quadratic Zeeman effect was sbservable ata field of
for the transitions with higher quantum nuinbers, as well 25 2 L)hsoz' :
at energles greater than the exciton series lirnit. '
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7.3. Faraday Effect
The experimental techniques r .,quxred for studymg the Far aday effect in semi--
conauctors atinfra-red frequencies are in many ways similar to these for magmta-
50¥ guun The principal difference is that one measures ihc intensity of w’me
olsrized radiation transmitted by the sample, not to deteri")\"‘e 21180
to determine the angle through w}m‘h the pol.miatxon plane
the satuple in the magnetic field. In addition, it is necessary
radiation § tion e parallel to the magnetic field, so ths
i‘:vefsion of i it- and left-hand circularly polarized compone

the deaired o op of the nlane polarized wave. The usual procedure 13 to ubtain
r -
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- monochromatic radiation of the desired Wavelength from an infra-red mono-"
chromator having the appropridte prism or gratmg dispersing element,. After
passing this radiation through a linear polanzer it is brought to a focus.on the
sample. ‘The field induced rotation is determined by compensation with a
measured equal rotation of a polarizing analyser mounted between the sample and

~ the detector. In the experiments of Moss, Smith, and Taylor™ on indium anti-

monide, transmission polarizers made of thin sheets of polyethylene set at the
Brewster angle. were used. The rotations by the sample were determined in the
‘ wavelength region 10-30 microns using magnetic fields up to 4 kgauss. Brownand
Lax® also studied indium antimonide at room temperature, but used reflection
polarizers consisting of germanium mirrors at the Brewster angle arranged so that
there was no beam deviation as the unit was rotated.. For particular w av'*ic-ngths
and magnetic field values in the potassium bromide and sodium chloride prism
regions, the radiation intensity transmitted by the polarizer, sample, and analyser
was recorded continuously during the rotation of the maljrsér from an initial
- orientation with the polarizer fixed. The rotation of the plane of polarization pro-.
-duced by the field was then determined from shift of the cos®# curve along the 6
co-ordinate, where § is the angle between the polarization plar'es of polarizer and
‘analyser. Magnetxc fields up to 15 kgauss were obtained by using 2 4 in. calibre
Bltter-type air core solenoid. With low temperature cryostats, the Faraday rota- .
. tion experiments provide more detailed and precise data since the carriers in a
degenerate semiconductor reflect the properties at the energy defined by the Fermi
~surface. The low temperature Faraday rotation experiments of Moss and co-
_workers mdlcate the advantages whlch can be 'chus achieved. ‘

8. SUMMARY AND DISCUSSION

The main purpose of the magneto-absorptmn experiments described in thxs paper
~ has been to obtain quantitative information about the electronic band structure
of semiconductors. The earlier cyclotron resonance experiments in germanium
and silicon done at microwave frequencies’-? were eminently successful in eluci-
dating the band properties of these semiconductors at the extrema of the valence
of conduction bands. However, even in these materials, no information- was
- obtained about additional extrema occurring farther into these bands. Further-
‘more, the microwave results gave quantitative information only to.the extent of
~10~%-eV beyond the respective extrema and did not probe deeper into these
" bands. Still another weakness of the microwave method was that cyclotron -
resonance could not succeed in semiconductors of even moderate impurity con-
‘centrations because the necessary condition that wr> 1.could not then be fulfilled,
since 7 would be too small at microwave frequencies. Magnetospeciroscopyin -
semniconductors, which includes cyclotron resonance at infra-red frequencies and
the other magneto-optical phenomena previously discussed, has overcome many
of these difficulties. The first achievement was the measurement of the effective
mass of the electron‘at the & = 0 conduction band minimum in germanium, as well
" asanaccurate detertmnatlonoftheenergygap associated withthe directtransition.t
* The so~called ‘quantum effects’ of the magnetic levels of the valence band pre-
dicted by Luttinger and Kohn® were experimentally verified. The anomalous g

T See section added in proof, page 268.
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factors of the electrons due to spin—orbit coupling in indium zntimonide and in
germanium at & = 0 were discovered and quantitatively determined. The effective
mass of the electron in gallium antimonide was measured for the first time with fair
precision, the energy gap at liquid helium temperature determined, and the
associated transition shown to be direct.

Perhaps the most dramatic successes of the magneto-absorption measurements
were connected with the direct and indirect transitions in germanium. Firstly,
the energy gaps at liquid helium temperature were measured with great accuracy
to three signiﬁcant figures, or about 0-1 per cent. Secondly, the direct transition

exciton in germaninm was discovered for the first time and a technique was de-
ve].oped ‘which permitted a definitive determination of the binding energy of both
the direct} and indirect transition excitons. Thestudy of the latter was particularly.
fruitful, since the fine structure was observed as a function of magnetic field, and
quantitative parameters of 2 spin Hamiltonian which describes the exciton spec-
trum were determined and the g facior of the electron in germanium with its
anisotropy was finally uncovered.

The Zeeman effect of the excited states of both donor and acceptor impurities
has now been observed in both germanium and silicon, but has not yet produced
new fundamental information.} This work has served pnmduly toverify thetheory
developed, based on the model of the bands established by microwave cyclotron
resonance. In bismuth-doped silicon, however, the Zeeman effect experiments of
Zwerdling, Button, and Lax,*! which were performed in great detail using polar-
ized radiation and with the magnetic field alternately along the three principal
crystallographic directions, have served to identify some of the absorption maxima
of low intensity, previously observed by Hrostowski and Kaiser® at zero field, as
.due to transitions from the ground state to specific higher quantum number states.
The new phenomenon which has evolved with the Zeeman effect is the oscillatory
magneto-absorption of impurities,® correspondino to transitions from the ground
state of the impurity to the bound Landau states in the valence or conduction band.
Making use of such observations, Boyle®® has been able to obtain an experimental

- value for the lonization energy of arsenic impurity in germanium, usinga procedure
analogous to that developed for determlmng the energy gap in oscillatory magneto—
absorption experiments with germanium .’

Another capability of the type of experiments treated in this paper is the
measurement of the curvature of bands as a function of energy. The decreasing
curvature of the conduction band in indium antimonide was initially demonstrated
by the infra-red cyclotron resonance experiments using pulsed magnetic fields.®
This was subsequently verified by the experiments of Spitzer and Fan using free
carrier absorption.8! A similar determination of the conduction band curvature
in indium antimonide was provided by the Faraday rotation experiments of Moss,
Smith, and Taylor.5? It is probable that the probing of the curvature of bands is
most directly and accurately achieved by the oscillatory magneto-absorption. In
germanium, changes of a few per cent in the curvature of the k2 = 0 conduction
band minimum were determined with high accuracy, as shown by equation {5).
Similarly, small changes were also observed by means of the impurity oscillatory
effect as demonstrated by Figure 22.

Many of the phenomena which have been observed in germanium and silicon

1 See section added in proof, page 268.
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will probably be extended to other semiconducting materials when higher mag-
neticfields of the order of 100 kgauss become available, particularly when combined
with very low temperatures and high resolution spectrometers. For instance, the
oscillatory magneto-absorption of indium antimonide which was investigated at
room temperature should provide new quantitative information, particularly about
-the valence band structure under more favourable conditions of field and tem-
perature. Similarly, fine structure in gallium antimonide, which was evident but
not resolved with the present apparatus, should become well defined at higher
- fields. Indium antimonide¢, gallium arsenide, gallium phosphide, and other com-
pound semiconductors will yield to quantitative measurements from which the
effective masses of holes and electrons will be deduced. The magneto-absorption
of the forbidden transition between the valence bands in germanium, which has
not.yet been observed, should be detected at higher fields. The indirect tranpsition -
magneto-absorption in silicon which was ba: Al perceptible at 39 kgauss will
certainly yield fruitful results at higher fields. Thls can be best appreciated by
looking at equation (8), which shows that for this transition; the absorptlon
coefficient increases as the square of the magnetic field..
In addition to the extension of already observed effects to new materials, new
‘phenomena can be studied with the .magneto-spectrometers now available.
' Although the experiments discussed have been studied by transmission techniques, .
they can be also observed by reflection. These may be more difficult, however,
but where the absorption coefficient is high and the preparation of very thin samples
impractical, they may be necessary. The magneto-plasma effects which are best
studied by reflection experiments, should be observable and most fruitful at high
- magnetic fields. These, together with Faraday rotation experiments, should pro-.
- vide information about the band structure where the quadratxc effects at high fields -
give rise to anisotropy. The hlgh fields, partlcularly in larger volumes, will be
helpful in extendxng the i mvestlgauons using recombination radiation techmques
in semiconductors.” The experiments of Haynes“ in germanium and silicon, in-
‘volving the indirect: tt‘ansmon, produce strong emission lines whereas the corres-
ponding transitionsin absorption produce ‘edges’. Consequéntly, at liquid helium
temperatures and magnetic fields of 60 kgauss or more, the emission lines should
exhibit resolvable structure. If the Zeeman effect of excitons can then bé observed
in emission, greater resolution of the fine structure should permit the determina-
tion of the tensor components of the electron g factor fmm the anisotropy of the
effect.
Extension of the Zeeman experiments to shallow i impurities in silicon would be
. desirable. Insilicon, the Zeeman effects have thus far been observed only with the
rclanvely deeper levels of aluminium and bismuth impurities. With shallower
impurities, such as boron for an acceptor and antimony for a donor, it should be
possible to obtain more intense absorption with the same concentration, or.
- narrower lines with lower concentration than before. Thisissobecause the ground
state wave function is less localized and overlaps those of the excited states more, -
thus increasing the matrix elemént and hence the transition probability. For the
- same reason, the intensity of the oscillatory magneto-absorption of the impurities
- will also inerease and permit quantitative measurements of the ionization energles
to be made. These measurements will have to be performed with-a caesium
bromide pnsm in the wavelength region of 25 to 36 microns. :
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Another experiment involving the oscillaticns of the absorption, analogous te
the de Haas—van Alphen effect in metals, can be made in semiconductors. These
oscillziions arise from the guantization of the magnetic levels in 1 degenerate semi-
conductor. The free carrier absorption at moderate wavelengths, e.g. in the
potasstum bromidé (10-20 microns) region, could exhibit this effect at low tem-
perature. The oscillations would be analogous to those found for indiwra anti-
menide and indium arsenide by Frederickse™ and also Sladek™ in their magneto-
resistance and Hall effect measurements. For semiconductors, the de Haas—van
Alphen type oscillaitons of free carriers will occur for simple barids when the
scattering is energy dependeat. The theory is essentially that developed by
Argyres™ for the magnetoresistance in high fields, except that instead of 2 d.c.
electric field, the expressions for the conductivity should contain the frequency of

_ the electromagnetic field. Actually, such 2 phenomenon has alrsady been observed
in bismuth by Boyle™ in which oscillations as a function of magnetic field at
~2 20 microns and 4-2° K were observed in thin, 56 micron, samples.

These are some of the accomplisiiments to date in a field of research which is
barely three years old. This is an impressive beginning which portends a bright
futurs for magnetospectroscopy, not only in semiconductors, but in other solids
as well. The combination of high resolution spectroscopy, low temperatures, and
high magnetic fields sheuld provide a tool for fundamental research which will be
as revolutionary as the microwave techniques which have been exploited for solids
during the last dozen vears.

ADDED IN PROOF

Since this paper was wiitten, 2 number of important developments have occurred
which ate closely related to the topics discuseed. In particular, further work on
the Zeeman effect ofexcitons in cadmiuin sulphide by Wheeler and Diramock™and
also by Hopfield and Thomas™ has produced new results on the band structure
‘of this compound and on the g values from the complex fine structure of the Zee-
man effect. The latter authors have also deseribed a new magneto-optical pheno-
menon associated with the momentum of the photon in which they observed
marked changes in the abscrption spectrum of cadmium sulphide with reversal
of the magnetic field direction. In their experiments, the radiation was linearly
polarized parallel to the ¢ axis and normally incident on the sample, and the
magnetic field was perpendicular to the ¢ axis and the direction of propagation,
New developments dealing with the excitons in germanium have been twofold.
.First, a proposal for observing a third exciton formed by a direct transition from
the Ly or [111] valence band to an energy just below the {111] conduction band
was advanced by Lax.™ The binding energy of ~ 0-0048 eV was estimated for
this exciton, and the possibility of determining the effective masses and the com-
ponents of the g factor of the L, band from the Zeeman pattern and the magneto-
reflection spectrum was described. The second development involves the
interpretation of the exciton binding energy at 2= 0. According to the experi-
mental results of Edwards and Lazazzera” the linear portion of a piot of the
energy of absorption maxima versus field obtained from the magneto-absorption
spectrum extrapolates to a convergence point-at B =0 which falls below the
energy of the zero field exciton line in an unstrained sample. These authors
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: mtermﬂi. this result ae évidence for direct transitions to the higher bound exciton
levels which are magnetically shifted, rather than to free conduction band Landau
levels, and invoke the theoretical work of Elliott and Louden® and Howard and
fasegawa” The latter- suggest thot the magnetu-absorption. spectrum of -
‘r:tanDj ticras from an fmpurily ground staté in germanivi as observed by Boyle®¥ are
transitions ta bound sxcited siates rather than free Landau states, The implication
of these theories is that the experinuental valaes of the binding energy of the
dosor impurity in germanioe, as well as the divect transition energy gap obtained
from s convergence plot, raust be corrected in an '*ppropnate manner. These
considerations (xpparcnﬂy do not apply to the indirect exciton, since the phonon-
assisted transitions to higher states in the conduction band have no selection rules

" on the guantun pumber 7. This conclusion is indicated by the data of Figure 10,

in which the Landau transitions conVerge well above the exciton line in an un-

straind sample.

In studying the Zeernan x,&‘ect of Pmrvpe impurities in sxhcon Zwezdhng,
Butiton, Laz, and Roth” discovered the existence of impurity ﬂwels within the
conitimyum of the P valence bands, just above the'split-off py g band, The epin-
orbit splitting of the valénce bands in silicon was deduced from the spectrum to
be A= 0-044250-0004 €V and the hole effective rags of the D, band to be
025 my. The Zeeman speotrum of these ‘intersal’ levels, although complex, is
consistent with this mass value. In addition, fine structure due to spin effects
should provide quantitative Information about g values, Anoiher inferssiing
aspect was that fransitions te quantized magnetic levels were obssrved extending
1o energies well above the series limit of the internal leveis ag determined by fitting
the zero field data to 2 modified Rydberg formula. The energy of thess tranditions
showed linear hehaviour at high fields, and the steaight lines, eztmpomrcd 0 zero
field, coalesced 1o an energy well below the sevies ,!mutv Sirce it was also possible
ta follow these tfdam»txr‘ﬁs to comparatively lowet fields where they showed
guadratic bebaviour, and appeared to coalesce just belors the series hmzi these
observations are in accord with the theory of Howard and Hasegawds : "

The magneto-plastoa refleciion effect treated theoretically in this paper has

now been' observed experimentally and is described by Lax and Wright®? for |

type indinm antimonide and mescury selenide with donor concéntrations

~ H‘J*“ sm~8, The effective masses were found to be 0-041m, and (-045m,,

rsepectively, A dielectric constant of x = 149 was deduced for mercury selenide

fromy the o prical measurements. The experimental points were found to fit
vheoretical curves when losses dueto scattermg were included..

New rezults on the Faraday rotation in inditm antimonide have been reported
by Swmith, Moss, and Taylor,® The authors analysed in greater detail the energy
dependence of the electron mass in this material, In dddmon, Moss and Walton®2
have deterrained the effective mass of the electrons in gallium arsenide and indium
phosphide with carrier concentrations of the order of 5 < 101 cm~3 and cbtained

. effective mass values of the crder of 0:072m, and 0-G73m, respectively, by the
ase of the infra-red Faradiy affect. On the theeretical side, 2 quantum-mechanical
_atatysis of Faraday retation at phomb energies just below the gap has been made.
“y Lax. The clagsical analysis in the text indicated that Faraday rotation can

esult from 2 bound electron in the presence of a magnetic field, but quantitative-
agireemen'i' with exparimental cesults was not satisfactory. Qnanium mechanically,
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however, the rotation can be analysed by considering the existence of virtual
transitions at photon energies below that of the gap, which give rise to msperswn
At zero magnetic field, the phase constant is given approzimately by

Po+ A5~ Fi)

where 4 is the constant defined in cquatlon {2)and /S‘o = wepy, is the phase constant
associated with the dielectric propecties of the medium. When the magnetic field
1s introduced, one obtains the resule
A< Fw
e tel <
@_ > 60“-“ re

= 2 Lt e Pk §gBH)

where ¢, = ¢,--(-+ $Wiw, Is the enet gy associated with the magnetic guantum
levels of the electron and the heavy hole bands, w is the cyclotron angular fre-
quency for the reduced effective mass of the electron and the heavy hole, and the
selection rule Anm = Q applies. The radical contains the spin g factor of the electron
at the bottom of the band, and £ is the Bohr magnetor. The g factor of heavy hole

is comparatively small compared to that of the electron. The Faraday rotation due
to this effect alone is then
—3/2
gBH Z’ (e,l—— hw)

This last result shows the proper singularity near the energy gap and gives rise
to an increasing component of Faraday rotation as the photon energy approaches
the gap value, Theimportant consequence of this quantum—mechan;cal treatment
is that this rotation component is due primarily to electron spin, in the presence
of spin—orbit coupling, and to virtual transitions between the heavy hole and the
electron, The virtual transitions between. the light hole and the electron do not
contribute, since the spins in the two bands are reversed and no Faraday rotation
results to a first approximation. The other interesting consequence is that'if the-
spin is ignored, there is no Faraday rotation due to the diamagnetic terms alone,
contrary to the result predicted by the classical theory. Lastly, the experiment
indicates that the interband Faraday rotation is opposite to that of the free electrons,
which provides confirmation that the sign of the g factor for the electron in indium
antimonide is negative, as predicted theoretically by equation (6).
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THE BAND STRUCTURE AND ELECTRONIC
PROPERTIES OF GRAPHITE CRYSTALS

1. INTRODUCTION

Although not as popular as germanium or silicon, graphite has lately drawn a

. considerable amount of attention. A mixedtype crystal being the end product of
the process of aromatization, exhibits a number of unique electronic properties of
interest to the theoretical as well as to the experimental physicist. The pioneering
papers of Ganguli and Krishnan, of Wallace, and of Coulsen, followed by an ever
increasing stream of pubhcatlons, have led to a’general understandmg of a number
of fundamental properties of graphite. Today graphite is one of the best known,
if not best understood, single crystals, Asusual,a great deal of work remains to be’
done and, consequently, in addition to reviewing what is already understood, this
_paper will be devoted, in part, to those effects which have not yet been satisfactorily
explained.

In an effort to present the whole subject in an orderly and logical manner, 2
unified point of view had to be adopted. As a result, some of the important
contributions or ideas have undoubtedly not been stressed as much as they deserve

 to be, and perhaps some have not even been mentioned. The subject of graphxte
is, however, so broad today that a complete discussion is out of the question m a
’ review article of this length

2. BAND STRUCTURE OF GRAPHITE

The nelghbourmg carbon atoms'in a plane hexagonal layer of graphlte are separ-
ated by 1-42A. Onthe other hand, the distance between adjacent layers (1 egardltss
of how these layers are stacked) is 3-37 . Because of this large anisotropy, it is
reasonable to base any theoretical model of the band structure of graphite on a
discussion of a single hexagonal layer. Since the interlayer spacing is large, we
expect that the interaction of neighbouring planes can then be treated in the tight
binding approximation.! In the following section, we shall therefore consxder the
. band structure of two-dlmenslonal graphite.

2.1. Band Structure of Two-dimensional Graphite

The electronic configuration of an isolated carbon atom is 1s22s22p?, Since the
1s electrons are well localized, we shall consider them to be part of the ‘ion core’
and discuss only the remaining four valence electrons. When carbon atoms are
arranged in a plane hexagonal layer, three of the four valence electrons form co-~
*- valent bonds with valence electrons on nel/ghbounng atoms. These three electrons
are described by hybrid orbitals.? The normalized orthogonal hybrid orbitals for
carbon atoms in a graphite layer are: ‘
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o = —\% et V()]
o = 75| Tt VO

bors = <75 [z/fza tin= VD,

"The remaining electron is described by a 2p, atomic orbital.
‘We next observe that the Hamiltonian of a graphite layer is invariant under a
~refiection in the plane containing the atoms. For this reason, we may label the
exgemtates according to whether they are even or odd with respect to the above’
zeflection. We shall denote even and odd states by o and 7 respectively. We note
that an approximate (tight binding) wave function made up of a linear combination

Figure 1. 4 single layer of the graphzte lattice showmg
the unit'cell

of hybrid orbitals on ditferent atoms is of the o type, while a linear combination of
2p, orbitals yields a wave function of the 7 type. Since the classification of states
into ¢ and = is a rigorous one, o—7r-mixing can be excluded and the pfoblems of
solving for the o and o bands are independent.

Figure 1 shows the unit cell of a-graphite layer. Since this cell contains two
afoms, and since there are three o orbitals and one 7 orbital for each atom, we shall
obtain eight bands which all merge into the n=2 atoraic level in the limit of -
infinite lattice spacing. Of these eight bands, six are of the o type and two are of |
the = type. However, only four of these eight bands will normally be cccupied,
since the number of states in each band is 2V (IV is the number of unit cells) and

_ there are 8NV electrons to be accommodated. - We shall refer to the four normally
occupied bands as the valence bands and to the four normally empty bands as the
conduction bands.

We expect, on the basis of chemical bu/’xmg theory, that the states of lowest
energy correspond to the thres occupied o hands. The order of the remaining five
bands should be ; =, ¢ in order of increasing energy. If the two « bands do not
overlap, the Fermi energy, Fi, lies at the maximum encrgy of the 7 valence band.

276



"THE BAND STRUCTURE OF GRAPHITE CRYSTALS '

Smce the only energy region of interest in most physical problems is the vscnury .
of the Fermi energy, Wallace® was led to ignore the ¢ bands completely in his
calculation of the band structure. The role of the o bands has been considered by
Lomer? and Corbato.® Lomer estimgtes that the occupied and unoccupied o band
edges lie~ 1 eV below the above Eg respectively, while Corbato obtains ~ 6 eV
by a very elaborate self-consistent field calculation, The experimental evidence
on this point is indecisive. ‘Taft and Apker® have studied the energy distribution
of photoelectrons from polycrystalline graphite; the results are consistent withja
~ density of states relatively small at the Fermi level and rising to a value several-fold
higher1 eV away, No new band seems to appear up to this depth. In the emission
of the soft X-ray K, line of graphite a broad band is observed (width ~ 20 eV or
wider) which shows some fine structure.? This band undoubtedly oorresponds to
the 0 and 7 valence bands. The density of states at the absorption edge is very low
and increases rapidly away from this edge. Since only one broad band is observed,
the o and  valence bands must at least partly overdap. If the estimate of Coulson
and Taylor? for the total width of the 7 valence band is correct (= 5 eV), a value
for the depression of the upper edge of the o band intermediate to those of Lomer
and Corbato would seem to be indicated. A tentative decomposition of the fine
structure of the K, band iito two componenté would be consistent with a value
* 3to 4 eV for this depression.” In view of the above dxscussxon, we shall confine -
 our attention to the two,zr bands. : '
A number of calculations of the structure of the 7 bands have been reported in
the literature (Wallace,® Coulson,® Coulson and Taylor,® Carter,' Lomer,$
Corbato,? Slonczewski and ‘Weiss'). These investigations ‘all agree as to the
nature of the 77 bands near the Fermi energy. It is found that the two 7 bands are
- degenerate in energy at the six Brillouin zone corners and that, in the vicinity of .
the corners, the energy is a linear function of «. (3 is the wave vector k measured
from a zone corner; x=k—k;.) ‘The treatments given by Carter® and by
- Slonczewski and Welss11 are by far the most satisfying: These authors show that
the degeneracy is solely due to crystal symmetry.. The behaviour of the energy in
the vicinity of the degeneracy point is obtained by an application of x. p perturba- o
tion theory. Dlagonahzmg the perturbation: o :
B2xd

, ®
S

‘ N ¢}
where x =k—k,.
One finds ta ﬁrst order in k:

E(ku+x) f’°«+ o) (@)

In equatzon ), po isa posxtlve constant and E, is -.he ar band energy at‘a zone
corner. -

It is worth while to compare equation (2} with the ongmal result obtained by '
Wallace.® Wallacé based his calculation on tight binding wave functions i 1gnor1ng '
overlap, and keeping only near_estfnelghbour exchange mt\,grals -His result is:

B 44) = u--”fnanw(xz) e
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where a = 246 A and
Yo = — | Al fr—xa) (V= Vi r—13) > 0

is the ‘resonance’ integral for o orbitals on nearest-neighbour atoms. In the
. expression for y,, ¥ is the periodic one-electron potential and ¥, is the potential
of an isclated atom. : ‘

\V/
Symmetrical Alternate
brillouin zone brillouin zcne
Figure 2, Brillouin zons for a single layer of
graphite

o

Conduction bgnd /

Energy

e band \

W v U L O
. Wave vector

Figure 3. Variation of = band energies with
wave vector along OLUVW of Figure 2

The value of the constant p, in equation (2) is not given by group theoretical
_ considerations and is usually taken to be a parameter to be fixed by experiment.
We sce that equation (2) agrees with the earlier result cf Wallace (cf. equation (3))

if we put
/3m
Po= 57 Vel
Various attempts have been made to estimate p, {or y,) theoretically. Wallace®

quotes an early estimate by Coulson (y,~ 0-9 eV). A later estimate by Coulson
and Taylor® yields y, = 3 eV, Corbato® estimates y,~ 3-8 eV. Slonczewski and
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Weiss, ! finally, estimate y, 224 ¢V. We shall sec later that experiment indicates
a value of 2-3 eV for y,, in fair agreement with the latter three estimates.

Slonczewski and Weiss!* have also pointed out that a negative value of p, would
 imply an overlap of the two 7 bands. However, if one believes that at least the

sign-of py is given correctly by a tight binding estimate, such an overlap may be
excluded. These authors also justified the neglect of spin—orbit coupling. They
estimate that the spin—orbit interaction removes the # band degeneracy but that
the resultant splitting is less than 10— eV and can thus be ignored even at very low
temperatures.

Figure 2 shows the Brillouin zone of two-dlmensmnal graphite. The notation is
* that of Slonczewski and Weiss.** Figure 3 shows the variation of energy along
 OLUVW of this zone. Equations (2) and (3) apply in the vicinity of U (or Uy,
where the constant energy contours are, cn'cles

2.2. Band Structure of Three-dimensional Graplnte

~ We have seen that the various investigations of the band structure of a layer of
'graphite all agree as to the nature of the energy contours for energies near the Fermi
energy, Ey. The reason for this agreement is that the qualitative shape of the
energy surfaces does not depend' on the magnitude of the parameter Yo provided
that we restrict ourselves to positive values of this constant, For any positive value
* of y,, the 7 bands form two touching cones. However, i in the three-dimensional
case, the energy bands depend on several parameters and even the qualitative
- nature of the bands is greatly affected by the relative magnitudes of these para-
-meters. The only satisfactory procedure is then to obtain the most general
possible set of energy surfaces in terms of a number of parameters. The values of
_these parameters must then be determined by comparison with experiment. '
There is some doubt asto what the crystalline structure of graphite is. However,
it seems fairly certain that the Bernal structure® accounts for most of a good single -
- crystal of 'graphite, and theoretical calculations generally assume this structure,
This assumption is certainly open to criticism, since it has been shown (Haering?®)
that the stacking ordet greatly affects the band structure. We shall return to this-
_ pointlater, but for the present we will assume Bernal stacking. This structure may
be obtained from Figure 4 by repeating the layers shown in the manner 121212..
‘The unit cell of this structure contains four atoms, namely the atoms labelled
‘A, B, A’, B’ in Figure 4. Since we are cons1dermg four orbitals per atom (three o
orbxtals and one r orbital), the band energies will be obtained from the solution
of a 16 x 16 secular determinant. As the Hamiltonian is no longer invariant under
a reflection in a plane parallel to a graphite layer, we cannot expect that the o and
the 7 orbitals will not mix. ‘That is, for an arbitrary value of the wave vector k,
the Hamiltonian will have miatrix elements between & and 7 states. The effect of |
this mixing has been investigated by Johnston* and has been found to resultin an
overlap of the o bands. However, we shall see later thata tlght bmdmg calculation -
taking into account next-nearést plane o overlaps {but ignoring o—= mixing)
'yields a similar term in the energy spectrum. For this reason, we may ignore the
effect of o~z mixing provided that we keep next-nearest plane terms for # orbitals
and provided that we do not attempt to estimate the magnitude of these terms
using the tight binding method. This procedure is mathematically simpler, since
it reduees the secular determinant from 16 x 16 to 4x 4.
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The Brillouin zone for three-dimensional Bernal graphite is shown in Figure 5,
The first calculation of the three-dimensional band structure was made by
Wallace.® In the vicinity of the lines HKH or H'K'H' of Figure 5, Wallace finds
the following energy bands: .

E(k) = E, +'ylcos(k z) + [-ylcosz( )+%y2a2,<2]” .;.(4)

3-37 R

Figure 4. The graphite crystal latiice

Mz s ical
lr— ymmetricat zone

Iy
”“,..-— TS //]
g P

o~ —
« \\\\7/ //_,,«f———"Alternme zone

Figure 5. Possible chotces for the Brillouin zone of the Bernal
structure

In equation (4), «c has the same meaning as in equations (1) and(3)and ¢, = 6-74 A
is the height of the unit cell. The parameter y; is the resonance integral between
A and A’ atoms. Resonance integrals other than those between A-B and A-A’
atoms are ignored in equation (4). Equation (4) also ignores the fact that carbon
atoms at Jocations A and B in Figure 4 have different surroundings as far as their
out-of-plane cavironment goes. This has been pointed out by Carter and
Krumhansl®® and we shall return to this point later.
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It is convenient to adopt 2 more compact notatxon due to McClure 16 Let us
deﬁne the dunensmnless quantmes;' : , :

o= yzl—ax D= 2cos§' N

2
o= m—l(%yf) S = oexp(ia)

¢= ke

‘then equatxoﬁ 4 becomes , , :
Bo,) = E +%71P+[@y11‘)3+</oo>-«}*'& G

The variatio* of energy in the four bands described by equation (4a) is plotted in
Figure 6 for the zone edge HKH. F or any value of £, the four bands form a set of

A C . APE
R
W F. ’ . - ' .
5 Eofe—— —— . -
g » .
i EXNC s N
Ey= 2" / D -
H K & HE o
(@) ' (b)

) Flgure 6. Variation of energy with'wave vector according to
Wallace: (a)Variation with £ along a line HKH (or H' K’ H ")
in Figure 5; (b) Hyperbolic variationwith cina piane §=¢

Dberpendicular to KH

hypérbolmds of revolutlon The outstanding feature of this band structure is the
fact that two of the bands are degenerate anywhere along the zone edge and that
these two bands are ‘flat’; i.e. display no variation with £ along an edge HKH.
Later 1nvest1gat10ns have shown this ‘flatness’ to be due to the approximation
employed. A variation of E, with £ would result iri ‘vertical overlap’ of the two.
bands. For the same value of £ the two bands wonld still just touch; however, the
‘conduction band energies for one value of £ will overlap valence band energies for
a different £ value. Since the Fermi energy, B, coincides with Ej in the Wallace
model, such an overlap would result in free carriers (holes and electrons) and may
be expected. to have a profound effect on the transport properties, at least at low
_temperatures. Polder” and later' Horton and Tauber!® and Johnston!® have
~ pointed out that contributions from more distant nieighbouts than those considered
by Wallace® can yield a band overlap of the type discussed above. In view of this
sens:txve dependence of the energy spectrum on dlstanf neighbour i mfera,ctxons it
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is desirable to abandon completely the tight binding approach and to consider what
features of the band structure are entirely due to the lattice symmetry. Such group
theoretical studies of the band structure have been carried out by Carter,10
Slonczewski,?® and Slonczewski and Weiss. 1t Here, we shall outline the work of
Slonczewski and Weiss 1t

T'he basic idea of the Slonczewski-Weiss model (hereafter referred to as SW)
may be stated quite simply. We first note that previous calculations indicate that
energies near Ep occur only in the vicinity of the zone edges. We thus forgo a
complete calculation of the band structure and confine our attention to the
neighbourhood of the zone edges.

Consider for the moment a single layer of graphite. We have already seen that
the two m states are degenerate at the zone corners, Let us denote the two basic
functions corresponding to such a corner by #; and u,. By considering separately
two adjacent planes, we obtain in this way four layer functions of the # type,
namely, #,,14;, and u,,%,. In order to introduce &, dependence into the problem,
we now make up Bloch sums of such layer functions. This procedure is completely
analogous to making up a tight binding wave-function for a one-dimensional
crystal. Moreover, Slonczewski and Weiss11 showed that if one defines:

b= 2| 2 epntyute nco>+z exp o+ )] ey |

o = vz{}xp(mf)&(r—nc@ >, e i+ zil(r—nc(,)} 8

Y = X exp [i(n-+1) €] dfr—ncy)

s = T expl(in)ax—ney) | J

the four functions iy, ¥, Y51, g, form the basis ‘of an irreducible representation
of the wave vector group correspondmg to an arbitrary point on the zone edge.
For such an arbitrary point, i, and i, are the basic functions for two one-
dimensional representations (except at the points ¥ and H', where these two
representations merge into a two-dimensional one) The two functions i, and
5 form the basis of a two-dimensional representation anywhere along the edges
HKH or HK'H'.

Since ¢; = 6-74 A is the distance between similar layers, and since », and », are
layer functions on the first layer in the cell while #, and 4, are layer functions of
the second layer, we sec at once that i, involves only layers 1, 3, 5, .... Similarly,

ifs, involves only layers 2, 4, 6, .... However, ¢; and s, involve all layers.

Equations(5) are more general than the corresponding tight binding expressxons
Nevertheless, it is instructive to study the tight binding limit of these expressions
in order to gain insight into their meaning. This may be done by comparing the
transformation properties of the above basic functions with the transformation
properties of atomic orbitals. Slonczewskﬁ“ has shown that in the tight binding
limit one obtains:
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b~ s [Z exp(ik R)p e —2,) +
+exp(i) > explik Rule =)
. A’ . . .

bl exp R )~

f L b...:(Sa)’ |
—exp(if) 3, expli Ra) e |
. ' A" :

Yo ~ exp(if) 3 exp (k- Ry)po(r—1w) -

Ya-~ T expik.R)polr—1s)

The variation of energy along an edge is now easily established from equations
(5) or (5a). We keep only the lowest order terms, since the sums over layers may
- be expected to converge very rapidly due to'the large layer separauon “In the
notation of McClure18 one obtains:

E, = A+2'}’1°93§
: . |
E, = A—Zylc;os—z- 1 R ()]
Ey = 2780052§

7

The quantities A, 4, and y, are constants with the dimensions of energy. The
notation has been chosen so as to agree as much as possxble with that of Wallace.3
However, it should be remembered that the form of equations(6)does not depend
on the tight bmdmg approxunatlon Nevertheless, we will later find it convenient
tointerpret the various constants in terms of tight binding in order to get some idea
~ . of their relative magmtud&s »
~ Thenext step is to consider the variation of the energy ina plane k,= = constant.
Here, we restrict ourselves to the vicinity of the zone edge and use x. p perturbatxon
theory. Using the symmetry properties of our basic functions (5), we must _
establish the form of the momentum matrix. We will not do this here, but will
<snnply write down the form of the Hamiltonian matrix. One finds:

E 0 Hg,  H%
0 E,  Hy _Hz: :
HY HY E  Hg| ()
Hy —Hy Hy E;

H =
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. In eguation {7 s the rows and columas are iy, oy sy, tfige, 1n that order, and:
1 &)
Hyy = \/,) *yo+'y4cos—2— S

Hy=—> (+70+7’4COS§) 5 | ... (8)

Hyy = ('ya cosé) S
’ 4
Here vy, 73, and yaore again constants and &= oexp(ia) (cf equation (4a)).

The Hamiltonian matrix(7) is the result of the 8W calenlation. The expressions
{€) and (8) for the matrix elements are obtained if only the lowest order terms are
ke};c in the sums over layers. The four bands are obtained from the solution of
the secular equation

H—EI| = 0 .. (9)

where I is the unit matrix. The six parameters invelved in equations (6) and (8)
may be estimated in the tight binding limit. Howaver, we cannot have much faith
in such estimates because of our lack of knowledge of the erystal potential.

The nature of the energy surfaces may now be obfamﬁd from equation (9). If
we ignore vy, and v, for the moment, we find:

E = §(By+Ey) £ [HE - B+ (v o)1 "
E = Y(Eyt By s [HE— Ef+(yo o)1

For any value of £, we again have a set of four hyperboloids of revolution (cf,
equation (4)). However, because of the variation of Ey along the edges HKH or
H'K'H, one of the valence bands may overlap one of the conduction bands. This
is illustrated in Figure 7. In the absence of overlap, the Fermi energy, By, would
coincide with Ey(K). However, because of overlap, Fr'is lowered (sec Figure 7)
with the result that there are two pockets containing free elecirons and a central
region containing holes. We note that if y, were chosen negative, we could obtain
a central region containing electrons and two ‘wings’ containing holes, Yet
another possibility is shown in Figure 8, in which y, was assumed positive and A
was chosen greater than 2y;. In this case, there'is a gap between the valence and
-conduction bands. If y, were chosen positive and Ey(K) = E,(K), the valence
bands would just touch the lower conduction band at K and the reésult would be a
zero-gap semiconductor.

So far, we have ignored terms involving y; and y,. v, might easily be included
hut does not affect the arguments qualitatively (cf. equation (8)). On the other
hand, the inclusion of y, introduces extra structure. This was first found by
Johnston.*® The effect is most pronounced for energies in the vicinity of £,, and
results in trigonal warping and in additional degeneracies for o # 0 (Slonczew-
ski and Weiss, 't McClure,'® and N'oaleresm) (See for example, Flgure 5 of
Nozieres ™)
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We may summarize this section by saying that the conduction and valence bands
of three-dimensional graphite may touch, overlap, or be separated. It is left to

. experiment to decide which of these poss:bm'iles actually occurs. In fitting the
- band structure to experiment, we may use the tight binding limit as a guide. This

. : o AE

[

@ o)

Figure 7. Variation of energy mth wave vector according to
Slonczewski and Weiss: () Variation with ¢ along a line HKH
(or H’ K” H’) in Figure 5; (b) Hyperbolic variation with ¢ in a
plane £ =¢§; perpendtcular to HKH. y; has been chosen poszzwe

L ) AE
A ‘
N4
>
A= v : '
'&7 : .
. _ —~
0 S 7 | X
H K L OHE ‘ v

Figure 8. Possible variation of energy with wave vector accordmgv
to Slonczewski and Weiss. In this case there is a gap between the
Iughe:t valence band aﬂd the lowest conduction band

gives us some idea as to the relative magnitudes of the six parameters of the pre-

ceding band model. For instance, it is faitly safe to assume v, > y; > ,. This

restriction alone greatly limits the number of possibilities. It means, for example,

that the variation of Egalong a zone edge is less than that of £, or E,. We have used

this in plotting Figures 6 and 7. One may also feel rea.»onably confident that
* A <y, (Carter and Krumhansl%). This condition alone is sufficient to cause the

bands to overlap, at least for positive values of y,. However, one cannot estimate’
- the relative magnitudes of v, y,, and y, with any confidence.
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3. APPLICATIONS OF THE BAND MODEL
3.1. General Remarks e

_In the following sections we shall mainly outline the various attempts which
have been made to correlate the previously mentioned model of the band structure
with experiment. Since this model involves six parameters, no single experiment
is a severe test of its validity. Our aim is, therefore, to find a consistent set of band
parameters which allow us to interpret all available experiments. We shall find it
convenient to distinguish between two completely different approaches to this
problem. The first of these is due to Haering and Wallace,?? hereafter called the
small y; model. The second approach is due to McClure,® Nozm’:res,21 and Boyle
and Noziéres?®, and will be refetred to as the overlap model. -

The small o, model is primarily based on a calculation of the diamagnetic sus-

" ceptibility. Its basic features are an unusually small value of y, (y, 22 0-005 eV)
and a certain number of excess electrons (~ 10~ per atom) whose origin is un-
explained. Since we may be confident that y, < ;, the band overlap discussed in

the last section is extremely small. Hence, the hyperbolic bands in Figure 7

approach their asymptotes very quickly, so that for an energy E'> E; the bands

are well described by the Wallace expression (cf. Figure 6). However, the small
value of y, implied by the susceptibility forces one to choose the Fermi energy

Ex~0-06 eV (measured from E; in Figure 6), in order that the de Haas—van

Alphen effect may be explained. This choice of Ey implies the presence of about

104 free electrons per atom, Af present, there is no plausible explanation for the

origin of such electrons. The small y; model has also been used to calculate the

electrical conductivity, the Hall coefficient, the magnetoresistance (Haering and
- Wallace??), the orientation dependence of the de Haas—van Alphen effect and the
electronic specific heat (Haering®). Attempts bave also been made to explain
the cyclotron resonance (Murphy®) and the high field galvanomagnetic effects

(Storey?).

In the overlap model, the free carriers arise from the ‘vertical’ band overlap
discussed previously. The basic feature of this model is the simultaneous presence
of positive and negative carriers (cf. Figure 7). The presence of holes as well as
electrons is confirmed by cyclotron resonance measurements (Galt et al.??) and
also by the Hall effect data of Soule.® 2 The six parameters of the overlap modei
are determined by first fitting the de Faas—van Alphen effect measurements. This

~ procedure determines the ratio y3/y, and also the values of y,, v,, and A in terms
" of an assumed value for y,. A lower limit for y (y, > 1-17 eV) is also obtained, as
well as the Fermi energy Ef, which istreated as 2 seventh parameter. The de Haas—
van Alphen effect is not sensitive to either y3 or y,. In principle, one would expect
vs to be determined by the cyclotron resonance data. However, the analysis of this
data is complicated (Lax and Zeiger,® and Nozi¢res') and has so far only con-
firmed the value of y/y; obtained from the de Haas—van Alphen effect. Infra-red
absorption studies (Boyle and Noziéres®) yield an independent value of y,
(y, =0-14 V). Another independent value for y, is obtained from studies of the
energy loss of electrons in graphite. The energy spectrum consists of several fairly
sharp lines with positions independent of the incident energy; the.angular
dependence of loss and of the intensity were also observed, although the agreement
between different workers is not good in this case. Ichikawa® has given good
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reasons to identify the 7-5 eV loss line with the collective excitation of electrons,
and has estimated y, to be = 0-32 €V on this basis. The reader is referred to the
paper by Ichikaws® for references to the literature on the subject of electron energy
osses in graphite. Finally, one may determine y, from the diamagnetic sus-
ceptibility (McClure®?). We shall defer a discussion of the internal consistency of
. these band parameter determmauons until we have discussed them in more -
detail. ‘
Since free carriers arise in a natural Way in the overlap model, this approach is
more satisfying than the small y; model, in which excess catriers must be postu-
lated. However, a surprising number of phenomena may be successfuily explamed
in terms of either model. -
In the following sections we shall discuss the various ¢xperiments which have
~ contributed to our- understanding of graphite. Whenever a certain ex periment has
been interpreted in termis of either of the above mentioned band models, we shall
discuss both interpretations. Section 4 contains a review of investigations which
have not yet béen interpreted in terms of a band structure model. A summiary of
~ the results is given in Section 5. This latter section also contains some general
remarks concerning those aspeds of graphite about which we know very little at
present

3.2. Diamagnetic Susceptibility

it has been known for a long time that graphite possesses an anomalously hxgh
- diamagnetic susceptibility in the direction perpendicular to the graphite planes, -
By analogy with other aromatic ring systems it was presumed that this suscepti-

" bility is due to w electrons, possibly representing some kind of generalized

" London-type diamagnetism. Ganguli and Krishnao® investigated the suscepti- -
bility of a single crystal over a wide temperature range and found a strong tempera-
ture dependence of a type characteristic of an electron gas with a low degeneracy

. ,temperature. Ganguli and Krishnan attempted to explain the relation found by

’ considering the zone structure of graphite and the probable shape of the energy -
surfaces for o electrons. Remarkably good agreerhent between the theoretical -
curve and the experimental data was obtained. Some inconsistencies in' their
theory were removed by Mrozowski,* who also pointed out that'a correction for

- London diamagnetisrp should be introduced before a comparison of the experi-
mental data with the theory is made. Some later attempts to calculate the sus-
ceptibility were based on the Wallace band structure (Smoluchowski,® Eatherly,3
and Hove®) although it was already clear at that time that Wallace’s model was .
too simplified and that the « bands probably overlapped (Mrozowski®®). All this”
work, as well as the more recent calculation of Mase®® was based on the Landau—
Peierls formula,* which as shown by Ganguli : and Krishnan® fixes the low tem-

- perature limit and the high  temperature behaviour of the susceptibility, leaving
little room for testing the band structure as far as the shape of the y vs 1/T curve
is concerned (see below the Pacault-Marchand relation).” Although these calcu-
Iations give the correct temiperature dependence of the susceptlbﬂlty, they giveits
magnitude incorrectly (a factor of 100 too low). This is not surprising since the
Landau-Peierls relation was never intended to apply to a case such as graphite .
where, near the Fermi-surface, we have degenerate bands. A magnetic field will

. introduce off-diagonal matrix elements which couple not only the states ina given
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band but which also couple the various bands. The possible importance of such
band-to-band terms was pointed out by Adams.*

McClure®* succeeded in calculating the susceptibility of two-dimensional
graphite taking into account the above mentioned band-to-band transitions. His
calculation yields the correct temperature dependence and magnitude for the high
temperature susceptibility, provided that v, (the only band parameter of the two-
dimensional model) is chosen to be 2-6 eV, ’

It is worth while to reproduce McClure’s approximate calculation of the dia-
magnetism, since it gives 2 good deal of insight into the origin of the large
susceptibility. In the absence of a magnetic field, the density of states per unit
volume predicted by equation (3) is:

8| E—Ey|

2 2
3meyvia

NE) = e

In the presence of a magnetic field, the energy spectrum consists of a series of
discrete Jevels spaced according to:

O\ Ve
E-E, = iy(g)yoa(i_\ N ... (12)
fic |
where n=0,1,2,.... The degeneracy of each level is
4 (eH
e\ fic

per unit volume. The diamagnetista has its origin in the increase of the total
energy associated with. this rearrangement of the electrons. It is readily seen that
at high temperatures most of this energy increase is due to those electrons which,
in the presence of the magnetic field (applied perpendicularly to the graphite layer),
occupy the n =0 level. We estimate this increase to be (cf. Figure 9):

En+8 . ~
AE >~ — J [E—E,) NyE)f(E)dE . (13)
Ey-3 y
s
where § = %3'70“(%-%{')

and f{(E)is the Fermi-Dirac distribution function. The integral is readily evalu-
ated when k7'> 8 and yields:

 Syaat (eH\2[ of

The susceptibiiity resulting from this estitﬁate is:
o _LoAE)  3y5e® e \* sech’(Ep—E,/2kT) 14
X=TH H T e, \he kT - (19)
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-where By is the Fermi energy (~ E,)and kis Boltzmann’s constant. A more exact
calculation shows equation (14) to be an over-estimate by a factor of about 3,
Choosing y, = 26 €V, one obtains: -

L 0010 En—~E“ 1 ' .
P~ T s¢»h( T )emuvﬁ} ‘ ... (15)

in good agreemer;_t with the experimental data (Ganguli and Krishnan®?),
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Figure 9. Origin of the sus-

cepisbility - of swo-dimensiomal
~ graphite; (a) Density of states in

the absence of a magnetic field;

&) Deusity of states in the pre-

sence’ of a magnetic Yield; (c)

Fermi~Dirac distribution

tion for RT3 8

The reason for the large susceptibility is apparent from Figure 9, The =0
~ level lies precisely at the zero of Ny(E). When electrons ‘condense’ into this level,

they condense from the relatively large energy range — 8 < E—E, < +9. If band-
to-band transitions were ignored, the n = 0 level would be replaced by two levels,
the corresponding energy spectrum being: - '

E-B= tv@ye(R) Vo) 09

where n=0,1,2,.... Itis readily verified that equation (16) leads to a negligibly
small suscep‘rxbihty a fact which clearly demonstrates the Importan& of band-to-
band terms. :

It is still possible to treat the ba‘.ud to-band terms v&hen the three-dimensional
model is considered. This was first done by Haering and Wallace?? (hereafter
HW), who based their calculation on equation (7) with A = 3 = yy =y, = 0. The
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energy levels in a magnetic field applied along the ¢, axis are then determined by
. the equation:

(2n+1)(§y§a2%i[—) = E?% [4E3'y cos2§+ (&yoazeH)g] B 17

wheren=0,1,2,...,,and E is measured from Es in Figure 6. The degeneracy of
each’level is still given by (4/mcy)(efI%c) per unit volume. The chief feature of
the level spectrum given by equation (17) is that there is still a sharp level corre-
sponding to n == 0.  All other levels get broadened by the introduction of k,. HW
then argue that the chief contribution to the susceptibility still comes from the
n=0level. They estimate the susceptibility in a manner analogous to McClure’s
estimate, using, however, the density of states appropnate tothe three-dzmensronal

model, namely: :
. 16y, 8|E]
Ny(E) = Tic, yﬁa’+3wéo'y§a“ ... (18)

Since the density of states is non-vanishing at E = 0, the electrons which condense
into the 7 = 0 level come from an energy range very much smalier than 28. There-
fore, proper advantage cannot be taken of the preferential occupation of f the lower
energy states, and hence the energy of the system will not increase greatly When a
field is apphed HW showed that if one chooses :

3 [(eH\V
ﬁ<§n4;)- .19

the high temperature susceptibility predxcted by the three-dimensional model
agrees with equation {15). When equation (19) is not satisfied, the susceptibility -
is field dependent and approaches zero as the field approaches zero. Since the
experimental values show no such field dependence, HW conclude that y; < 0-005
eV. Even with this value of ;, the susceptibility should decrease with magnetic
field below about 800 oersteds. However, no experimental mformatzon is available
in this range. '

The above argument is the basis of the small 7; model, The calculation of the
low temperature susceptibility is fairly involved but agrees with experiment pro~
vided the Fermi level at these temperatures is chosen to be 2t 0-06 eV. Although
there is an appreciable shift of Ep with temperature, Ep approaches E, only
asymptotically at high temperatures (cf. Figure 1 of HW?%). For this reason, the
small .y, model would predict a slight initial increase of y as 7 electrons are’
depleted by some mechanism such as bromination. This is due to the variation
of the sech? factor in equation (15). Such an increase has been found by Hennig
and McClelland.#* However, a quantitative comparison with theory is difficult
and the startling agreement of the small y; model with the results of Hennig and
McCleliand is probably fortuitous. In the next section we shall see that the small
4 model is also capable of explammg the two periods of the de Haas-van Alphen
effect.

Very recently, Uemura and Inoue® and McClure® have calculated the energy

spectrum in the presence of a magnetic field using equation (17) in its more com-

plete form, but still ignoring y; and y,. They find that the levels are determined
« by the equation:
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@) (pAeSy) - E-ENE-Ee-0) |
| [(E—Es)"(E —Ey+ (gyzazeH ) ] ... (20)

This result is a suitable generahzauon of equation (17). The calculation of the
susceptibility from equation (20) is complicated and must be done numerically.
This has been done by McClure.?® In order to limit the number of levels which
contribute, the calculation is carried out with a field of 5 x 104 oersteds. Although
the introduction of y, reduces the susceptibility, McClure® finds that this reduc- .
tion is not as severe as the argument of HW would indicate. The reason is that

10 ' 2 3
. afx ' y=1-exp{-a}

08 :
! )

0 [ 2 3 4. 5
. BT = \

Figure 10. Temperature variation of the diamagnetic
susceptibility of graphite x1 (corrected for core and London’
 diamagnetism).. Experimental data of Ganguli and Krish-

n” the theoreucal curve accora'mg to equatzon 21)

there is 2 small energy increase of all levels in the energy range + 2y, and the sum

- of these contributions. yields a term proportional to y2fy; in the susceptibility.
Preliminary results indicate that the following choice of parameters will fit ( + 10
per cent) both the susceptibility and the de Haas—van Alphen effect:

Yo 3-0eV yr 2 0:35eV
v 0:016eV A~ 0-022eV

*

. Itis not clear that one is justified in assuming that the susceptibility calculated
in fields smaller than 5 x 102 oersteds would agree with McClure’s value, "This
suspicion is based on equauon (19). A calculation at lower fields would be highly
desirable; however, since the amount of numerical computatlon increases greatly
at lower fields, this may not be feasible.
In concluslon we mention. the work of Pacault and Marchand*® whlch is
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essenual]y an extension of the paper by Ganguh and Krishnan 5 Assummg the
© carriers to constitute a two-dimensional neany free electron gezs and using the

Landau-Peierls relation, they derive an expreox.on for the temperature dependence
" of the susceptibility of the form:

x = Xoll—exp(—T3/T)] ‘ e

where T, is the degeneracy temperature of the gas. Fitting such a curve to the
data of Ganguh and Krishnan, they find Ty = 350° X for graphztp The concen-
tration of carriers is found to be 1 x 10~ and their effective mass is about #2,/300.
The first two of these quantities are in fairly good agresment with the results of 2
more refined analysis of the band model (see next section). Although the assump-
tions raade in deriving the relation (21) are clearly too simplified, the formula is
remarkable since it fits the experimental data (corrected for core and London
diamagnetism) very well over the entire temperature range (see Figure 10).
Furthermore, Pacault and Marchand show that curves of the type of equation
(21) can be fitted equally well to data obtained for different polycrystalline carbons
whether or not these are graphitized; thus the formula (21) seems to havs very .
general applicability and might be used as a two-parameter empirical relation
until such time as it {s derived on the basis of a more refined model.

Very recently, Marchand® has reported the results of precision measurements
of susceptibility in maguetic fields from 5,000 to 10,000 oersteds, Having found
no variation with the field intensity, he concludes that if the electronic energy is
proportional to «", z must be equal to either 1 or 2.

3.3. de Haas-van Alphen Effect
The de Haas—van Alphen effect of graphite displays two periods of 2:2x 10-5
and 1-6x 10-% oersted1. The oscillatory dependence of magnetic susceptibility
was tirst observed by Shoenberg.4” Betlincourt and Steele® investigated a single
crystal of good quality and obtained results in complete agreement with thosé of
Shoenberg. The theoretical desctiption of the susceptibility oscillations at low
temperatures is considerably simpler thaa the description of the constant part of
the diamagnetism. The reason for this is that the oscillatory behaviour is 2 large
quantum rumber effect while the main contribution to the, constant part of the
susceptibility comes from small guanture numbers. For this reascn, one may use
the semi-classical (WKRB) appro*dmation in discussing the de Haas—van Alphen
~effect (szsma and Xosevich®). The periods and amplitudes may then be
evaluated in teris of quantities whic:h are determnined directlv by the shape of the
Fermi susrface. Figures 11 and 12 show the Fermi surfaces of the small y, and
overlap models, I‘igu”e 11 employs the double height zone convention (Wallaces).
Basically, the Fermi surface of the small y, model is a cylinder of variable cross-
section whose axis extends along a zone edge HKH (cf. Fi iqure 5). The perioda in
the de Haas—van Alphen effect are determined by the maximum and minimum
areas of cross section of ‘the surface E= Ey with a plane £, = constant. (We
assume here that the field is appiied along3 thP cp Axis.) Equatlon {4} vields with

the double zone convention:

. ¢ '
(yoo) = EF(EF+2-,/1 cos_—z“—). . (22)
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_ Flgure 11 is readily drawn from ecmatlon (22). Unless Ep > 2y,, the Fermi surface
is spindle shaped and has no minimum cross-sectional area. We identify the two
: observed penods w1th Snax and Sy in Figure 11. Usmg

-2are 4 ’ . v
T= = 5 St Sz (T penod) .. (23)
“H /
—
Hy Stmax,e ) Electrons
2‘Fko sr}ﬁn
OO . .
} SR S Hoies
o
H; VEIectrons
) Vo N . Electrons
2wy Smax
¥
P
) H_
Figure 11 The Fermi :mface of the ' Figure 12. The Fermi sutface of
small y, model. It is assimed that .  the overlap model. vy, has been
EF > 2y, and the double height zone assumed to be positive. The -
convention'is used. The drawing is not drawing is not o scale

1o scale

-one readily finds Eg ~ 0065 €V; Eg/y, ~ 14. The amplitudes of the susceptibility
oscillations may alsc be obtained from the work of Lifshitz and Kosevich.#® Even

if temperature damping is accounted for, the calculated amplitudes are abouteight |

times larger than the observed amplitudes of ~ 2 e.m.u. g It seems unlikely
that collision damping could aceount for this discrepancy.
In the small ¢, model, a complete description of the susceptlblhty, including its

‘ oscz[latxons, fixes ail band paramex..xs We find: ) _
Yo = 2:6 eV from high temperatule suscepublhty
7 = 0-005eV from de Haas-van Alphen effect -
L‘F(at0°K) ~ 0-065 ¢V " P

293



PROGRESS IN SEMICONDUCTORS

Any further corrélation of this model with experiment must, therefore, be made
without further adjustment of parameters.

In the overlap model, the two periods both arise from maximum areas of cross-
section of the Fermi surface. However, one of these (2-2 1675 oersted—?) is due
to electrons, while the other (1-6 x 10-5 cersted) is due to holes. The ‘feet’ of
the constant energy surface in Figure 12 are the result of . It is clear that the
periods inx the de Haas—van Alphen effect are not sensitive to y3, except perhaps
when the field is apphed perpendicalarly to the ¢, axis, McClure' also estimates
that the neglect of y, only introduces an error of about 10 per cent. The overlap
model, as applied to the de Hzas—van Alphen effect, is thus a ﬁve-parameter model
involving yg, y5, ¥ A, and K. The relation analogous to equation (22) is:

w 2 = (Ep—E;)(Ep—Ey) 28

Equation (24) foliows frem equation {10) when the double height zone convention
is used,

The observed periods may be fitted with any y,> 1-17 eV and with either
positive or negative y,. A positive value for y, is favoured, since this choice of
sign leads to excess electrons in agreement with Soule’s Hail effect data (Soule® 50),

In the previcus section we have seen that the steady part of the susceptibility
requires vy~ 3 ¢V, For this choice of y,, the remaining band parameters as
determined by the de Haas—van Alphén effect are (McClure!®):

ya= 03776V y, = 0-016 €V
A=0-008cV Eg= 00226V

McClure’s analysis also yields the carrier concentrations, the mass, and the mass
anisotropy ratio of the camera responsible for the susceptibility fluctuations,
These are:

ny = 2-3x 105 per atom np = 1-9x10-® per atom
(m)e = 0-036 m, - (i), = 007 my
. \
(‘ﬁ) =130 (ﬂ} =130
m;i/e ’ my/p »

An expenmental measurement of these mass ratios involves a measurement of the
amplitude of the susceptibility oscillations. In this way, S\hr‘)'e,nbeyrg"7 obtams (for

ya>0):
(’ﬁ) '~ 350 (ﬁ) ~ 90-10,600

Mije mJ., =

In view of the uiﬂiculty of the emerimental analysis, this disagreement is not

copsidered serious. Itis m*cerestmg to note that 2 negative value for y, would make

the disagreement more serious,

- McClure’s analysis of the de Haas-van Alphen effect is based on Shoenberg’s
periods of 2- 20x 10-5 and 1-65x 10-5 oersted—!, McClure and Sraith! have

recently re-analysed Shoenberg’s data. They find periods of 2-209 x 10-5 and

1-631x 10-% cersted! and mass ratios of 100 and 225 for electrons and holes
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respectively. These mass ratios are in good agreement with those determined
from the band structure analysis.

A study of the orientation dependence of the de Haas-van Alphen effect is of
 great interest. Although the small y, and overlap models yield similar pericds
when the field is applied along the ¢, axis, they predict a somewhat different
orientation dependence. Soule and McClure® have studied this problem.
(Actually, the oscillations used were those in the magnetoreslstance not those in
the susceptibility. However, since these have the same origin, we mention their
results here.) Only the variation of the average period has so far been studied.
‘This variation may be explained with an ellipsoidal energy surface of axis ratio

11-6 to 1. The results are shown in Figure 13, :

2

1o
oL N
09 ]
, N
08 N
- N
—F kN
g R o
i i
\
AN
. Fermi [ ‘\
o r surface B
| o | (|} X
0 10020 30 40 50.60 70 80 90
G —r {degrees)
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Flgure 13, Depender.ce of the de Haas~van Alphen

period on the angte between the magnetic field and

the co axzs = (2meR)/cSpan. (After Soule and
. " McClure)

[

On the basis of the small ¢, model, one expects

[, = e

which follows for a cylindrical energy surface. The difference between this pre-
diction and Figure 13 is so small that with the scale used, the two curves would be
distinct only for angles 8 > 80°, Unfortunately, there are no experimental points
in this range of angles. ’

- 'The individual variation of the two periods would be much more significant
than the variation of their average. In this manner, one should be‘able to establish
whether 92E/0k2 is positive for both periods (cf. TFigure 12) or posxtlve for one
penod and negative for the other (cf. Figure 11). v
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34. Cyclotron Reso&xance ,

Cyelotron resonance effects in graphite have been found and investigated by
Galt et al.?” The magnetic field was applied along the ¢, axis and circularly
polarized radiation was employed. The data dlsplays the following general
features.

(i) The variation of the power absorption coefficient with magnetic field is
approximately symmetric about H = 0, suggesting the presence of electrons
and holes in approximately equal numbers,

(2) The derivative of the power absorption coefficient shows a number of sharp
peaks, suggesting the presence of minority carriers.

The experiment was performed at two different microwave frequencies. These
measurements suggested a linear relation between the resonance frequency and
the magnetic field.

The approximate symmetry of the power absorption curve does not necessarily
imply the presence of both types of carriers. If the constant energy surfaces are
extremely anisotropic in the plane perpendicular to the applied magnetic field,
ciu,ularly polarized radiation will not discriminate between the two types of
carriers. However, our discussion of the band structure gave us nc reason to -
believe that the constant energy contours rmght show an eccentricity of the above
type. It is true that some anisotropy exists in the overlap raodel because of the
presence of g (cf. Figure 12). However, this warpmg is probably insufficient and,
in any case, it does not affect the ‘majority carriers’, i.e. those carriers located
near S,mx,e and Spay i, of the Fermi surface. We must therefore conclude that.
both holes and electrons are present in graphite. This conclusion is a severe blow

. to the small y; model. In spite of this difficulty, an attempt was made to explain
the data of Galt et al. on the basis of this model (Murphy?®®). On the basis of the
small y; model, certain peaks in the absorption data may be explained as well as
the linear relationship between resonance frequency and magnetic field. However,

- the symmetry of the power absorption curve does not follow on the basis of the
small y; model. A possible way out of the difficulty lies in a suggestion by Cham-

.bers.3 Chambers suggests that (in bismuth) the dip in the power absorption is a
magnetoresistance effect. As such, it would certainly be expected to be sym-
metrical in the magnetic field. Even if this explanation is adopted, most of the
complicated-detai! of the experimental data remains unexplained.

Lax and Zeiger‘“’ have interpreted the cyclotron resonance data in terms of
majority and minority electrons and holes. The shape of the experimental curves
suggests that classical resonance conditions apply (mean free path > skin depth).
1.ax and Zeiger show that the dominant peaksin the data resemble very closely the
theoretical shape expected for 2 minority carrier in the presence of a majotity
carrier of the same type. They conclude that the peaks at —550 and —120 -
oersteds are due to majority and mdinority electrons; those at +750 and +240
oersteds are presumed to be due to' majority and minority holes. The ratio of
majority to-minority carrier concentration is estimaied to be about 5:1 and the
majority to minority mass ratic is taken to be 311, The remaining peaks in the data
are then attributed te barmonics of the findamental majority and minority
resonances. Such harmonics ave the result of a warped energy surface. In this
way, the peaks at + 120 oersteds and +91 oersteds are attributed to second and
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third harmonics of the minority holes, while those at —65 and ~45 oergteds are
interpreted as second and third harmonics of the minority electrons. The weaker
peaks at —230, —150, and + 330 oersteds are attributed to majority harmonics.
Although the above interpretation is not very closely linked to 2ny band model
we have discussed, it is possible to make certain statements regarding the sym-
metry. of constant energy surfaces which are compatible with this explanation.
This follows because of the existence of certain harmonic selection rules (Ze1ger,
Lax, and Dexter®). For instance, for an energy sutface with a threefold axis of
' symmetry, only harmonics with trequency w1 +3n) can occur (v, = cyclotron
frequency; n = integer). The above interpretation; which involves second and
third harmonics, therefore exciudes an energy surface along HKH of Figure 5.
For this reason it is not possible to reconcile this explanation with any of our models
' of the band structure. It is true that the harmonic selection rule does not apply to
- the outer ‘feet” of the Fermi surface (cf. Figure 12), but i it would be unreasonable
to suppose that all carriers contributing to cyclotron resonance are located in these
‘feet’, Furthermore, Noziéres®* has shown that carri€rs in these ‘feet’ cannot
give rise to sharp resonances.
‘Noziéres® has proposed an explanation of the cyclotron resonance data which
is consistent with the overlap model. He atiribuies the broad variation of the
absorption coefficient to majority holes and electrons. The shape of the derivative

curve indicates that w,7 ~ 2 for these carriers. The sharp peaks are all presumed-

to be due to minority carrier resonances and their harmonics. The sharpness of

the peaks indicates that the relaxation time for these minority carriers is much

_longer than that for the majority carriers. In terms of the Fermi surface in Figure
12, these minority carriers are electrons and holes located near but not in the ‘feet’

of the surface. In this way, all observed lines may be accounted for in terms of a.
. fundamental resonance for electrons and holes, and harmonics consistent with the -

harmonic selection rule mentioned earlier. We briefly summarize Nomeres
cunclusxons .

(1) There is a continuous distribution of mass values over the Fermi surface
ranging from 0-to 0-054m, for electrons and from 0-054m, to 0-066m, for
holes,

(2) The méss values-at Sy, o and Smax u(cf. Figure 12) are 0- 031m,, for electrons '
~ and 0-066m, for holes. These values should be compared with the resui*s of

the de Haas~van Alphen effect studies.

(3) From the masses of the carriers, one finds y/y, ~ 25 eV, which should again
be compared with the de Haas~van Alphen result,

(4) The sign of y, may be established as positive from the fact that the strongest
minority resonance occurs on the electron side. :

In view of the complexity of a quantitative analysis, the agreement of Noziéres’
over-simplified calculation with the de Haas—van Alphen resulis is considered
satisfactory. Although it is the incorporation of ¥y into the calculation which
results in the occurrence of harmonic resonances, Noziéres’ analysis gives no
indication of the magnitude of this parameter. At first sight it would appear that
there must be a considerable number of minority carriers present because of the
pronounced nature of the minority peaks. Yet, with a reasonable value of y,

- (= 0-1€V), one obtains warping only in the unmedlate v1c1mty of the ‘feet’ of the
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Fermi surface, and hence only very few minority carriers. Without further
investigation, the agreement of cyclotron resonance results with the overlap model
cannot, therefore, be considered quantitative.

3.5. Absorpiion and Reﬂecﬁon of Light

The reﬂectmty of various samples of graphite to light at normal incidence has
been measured in the range of wavelengths 6,000 A to 2,300 A by Humphreys-
Owen and Gilbert.% From the experimental data the r«“fractxve index and the
extinction coefficient have been derived. All three quantities show a peak ataround
2,600 A (the refractive index at slightly longer and the extinction coefficient at
slightly shorter wavelengths), thus indicating the existence of an anomalous dis-
persion region. The peak rrobably corresponds to transitions between. the states
of maximum density in the 7 valence and the 7 conduction bands. Such an inter-
pretation seems to be in agreement with the work of Coulson and Taylor,® who
estimated the energy difference between these states to be about 5 eV. The
numerical agreement with the photoelectric work function (4-5 to 42 eV, Taft
and Apker®) and the thermionic emission work function (439 €V, Braun and
Busch®®) is certainly fortuitous, Measurements of reflectivity were also performed
by McCartney and Ergun™ with light of a wavelength =2 5,500 A on a (1012) face
of a graphite crystal for different planes of polarization; from these data, the
optical constants perpendicular and parallel to the graphite planes have been
derived. The extinction coefficient is in good agreement with that of Humphreys-
Owen and Gilbert,% but the index of refraction and the reflectivity do not agree.
The disagreement in these values might be due to the preliminary nature of the
results of the latter investigators (Humphreys-Owen and Gilbert).

Recently, high temperature emissivity and reflectivity measurements were
performed by two groups of investigators (Null and Lozier,®® Plunkett and
Kingery®) leading to some clarification of disagreements existing in the literature.

Boyle and Noziéres®® have measured the infra-red absorption of graphite and
have interpreted their results in terms of the band structure. Their measurements
consist of a determination of the emissivity of a single crystal of graphite at 250° C
and a determination of the reflection coefficient, R, at 4° K. Accerding to Kirch-
hoff’s law, the emissivity is proportional to 1— R, and hence to the amount of
incident energy absorbed in a reflection. Of the two experiments, the emissivity
determination is considered more reliable, but the low power level of the emitted
radiation limits the measurements to wavelengths shorter than 12 microns. The
low température measurements of the reflection coefficient extend to 30 microns
and agree qualitatively with the reflection coefficient inferred from the emissivity
measuremerits in the range from 4 to 7 microns,

Figure 14 shows the results obtained. Since the work did not extend to wave-
lenigths shorter than 1-5 microns only the beginning of the flattening out of the
curve is noticeable, Humphreys-Owen and Gilbert® found a plateau extending
from 0-6 to about 0-35 micron, that is, up to the point where the increase
associated with the §-26 micron peak starts to show up.

Although the low temperature measurerhents are, in principle, a more sensitive
" test of the band structure, they are difficult to interpret because the light is not at
normal incidence. Boyle and Noziéres® therefore restrict their quantitative
analysis to the emissivity measurements. In this analysis, certain simplifying
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approximations about the band structure are made. The parameters vy, y3, vy, and
A are all equated to zero. In this approximation, the difference between the small
v, and overlap models vanishes, except for the position of the Fermi surface, and
at 250° C even this difference is negligible. The band structure is, therefore, just
the Wallace structure as shown in Figure 5. One expects that the neg’lect of s,
Vs Yo and Ais justified if fiw, the energy of a quantum of radiation, is larger than
any of these parameters. This will be the case in the above range of frequencies.

With these approximations, the absorption properties of graphite are determined
by y;: Figure 14 shows the measured emissivity as well as the theoretical curve.

The value of y, has been adjusted so that the break in the theoretical curve comes

{orbitrary units)
©
N

I-OV \

08 .\ - )
06— N o
05 - - <
- :

Emissivity =—w

0 7 4 6 8 10 12
. Wavelength e N 173
O Fxperiment . ——— Theory with ¥; = 0-14 eV

Figure 14. The emmmty of a single crystal of graphtze
(After N ozzérex)

at 4-5 microns. 'This yields ¢, = 0+14 eV, Since theory and experiment agree

poorly both above and l;elow this point, the value of y,; determined in this way

seems unreliable. 1t is-also difficult to see how at 250° C, where RT'=0-05 eV,

one can have any sensitive criterion for a parameter as small as 3-14 eV.

-A more convincing criterion for 9, is obtained from the susceptibility measure-

' ments For the overlap model, we have seen that these measurements require
12 0-35 eV, :

3 .6., Electronic Specific Heat o

. The specific heat of graphite has received a good deal of attention in the litera-
ture. We shall here concern ourselves only with the electronic contribution.. The
electrons contribute a term 9T to the total specific heat. The constant y is pro-
portional to the density of electron states at the Fermi surface and is readlly
calculated When the band structure is known.
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- Measurements of the electronic specific heat have been made by Keesom and

Pearlman® and by DeSorbo and Nichols.®* The value of the constant y derived
from these measurements is 0-6 x 105 calmole~tdeg.~*. For further measure-
ments of the (total) specific heat the reader is referred to the bibliography of the
paper by DeSorbo and Nichols.

Calculations of the constant o in terms of the band parameters have been carried -
out by Komatsu and Nagamiya,®® Bowman and Krumhansl,® McClure,*® and
Haering.®* Using the three-dimensional Wallace band structure {cf. Flgure 5),
one finds (Bowman and Krumhansi®):

571
6-62x 10822 {Hm-
y Yo

f (FF) }\.alm letdeg.~2 ...
Iy V2, OO OET B)
Here, Ey is the position of the Fermi level relative to £, anj Yor ¥1, and Ep are to be
expressed in electron volts.

In calculating y on the basis of the overlap model one should use equation (18)
of McClure ¥ However, this density of states is so nearly equal to that implied by
equation (25) with the same values.of y,, ¥4, and Ey, that we may use equation{25)
without introducing any serious error. Using 35y, =25 eV, »=0-35 &V,
Eg = (-02 eV, one obtains

y 22 0-3% 10 cal mole—* deg.—?

This is one-lalf of the oheerved value. A siilar vabie is obtained on the basis of
the small v, model. 1n this case, equation (25} must be replaced (Hacring®) by:

v = 209x 18 %}3 calmole? deg.—* .- (26}

()
With Eyg = 0-065 ¢V and 9, = 2-6 eV, this yields
v =~ 0-2x10-5calmole~? deg ~#

Both of these values are fow, Thet ‘;7"?’1 experitnental value might be due to
presence of excess carriers (especially in the case of polycrystalline samples).
However, in view of the diﬁ?cuiticrs of the exgerimaents and the uncertainties of
extrapolation. procedure, the disagreerent may wot be real,

3.7. Wan-oscillatory Hall Effect and Magnetoresistance

Tt was convenient to discuss the steady susceptibility and the de Haas—van
Alpher effecy separately. Our discussion of the Hall effect and the magneto-
resistance will be sirpilarly subdivided, We first discuss non-oscillatery effects.
A correlation of the observed properties with the band structure model is-compli-
-cated by the dependence of these properties on the scattering mechanisms. This
remark does not apply to the high field oscillatory behavicur. These oscillations,
which will be discussed in the next section, have their origin in the passage of
quantized levels through the Fermi surface. They confirm the values of the band
pararneters deduced from the de Haas—van Alp‘len effect,

Of the non-oscillatory transpost properties, ondy the Hall coefficient, R is
relatively insensitive to the relaxation time. In fact, under the assumption of a
constapt relaxation time, 7, over the Fermi surface, the zero field Hall coeflicient
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is independent of 7, and may be calculated when the band structure is known.
This has been done by Johnston® and by Haering and Wallace.22 The results of
-these i mvestlgatmns are qualitatively similar. The Hall coefficient is found to be
negative (~ —0-7 cm® C-2) at low temperatures and approaches zero asymptot- ‘
xcally at high temperatures.
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" Figure 15. Field dependence ‘of the Hall coefficient of .
samples EP-7 and EP-14 at 298° 77°, and 4-2°K
(After Soule)

* The first measurements of the Hall constant for single crystals at low tempera-
tures were performed by Kinchin.% The Hall constant was found to be strongly
field dependent, so that a direct comparison of the results with the calculations of
‘Johnston and of Haering and Wallace was not possible without extrapolation to
zero field.  The general form of the temperature and field dependence found by

- Kinchin for his single crystals was not substantiated by the more precise measure-
ments of Berlincourt and Steele®® and of Soule.? The latter two papers are in
substantial agrecment with each other, although individual differences exist
between various samples. Flgures 15 and 16 show the results cbtained by Soule?
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and illustrate this effect. Therefore, it seems possible that the results of Kinchin
are simply a further manifestation of this variation from sample to sample. In
extending the measurements to very low fields, Soule has shown that the Hall
coefficient is strongly field dependent even at fields as low as 100 oersteds, which
invalidates all attempts at extrapolation of the data to zero field. A theoretical
analysis of the data requires therefore a curve fitting procedure which has to be
done for each sample individually, This hds been done by McClure® using-
Soule’s samples EP-7 and EP-14. McClure’s analysis is based on the magneto-
conductivity tensor (McClure®?) and involves the magnetoresistance as well as the
Hall effect data. Itis assumed that the magnetic field is applied along the ¢, axis
{here called the z axis) and that the electric field is applied in the plane perpendicular
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Figure 16. Field dependence of the Hall
coefficient in low fields (After Soule)
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to this axis. The energy surfaces are assumed to have rotational symmetry about
the ¢, axis, an approximation which is reasonable for the majority electrons and
holes, but which does not describe the minority carriers very well. In effect, we
are thinking of the overlap model but ignoring the warping duetoy,. Under these
conditions, the magnetoconductivity tensor has only two independent elements

Oy a0d 0,,. These are related to the zero field, xy plane conductivity ¢, and to the
Hall coefficient R through: .
g
%= = TY(RoH )
o{RoH)

G-W = mRO'H)s g e (27)

Re= oo
- H(o%+03) ]
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In obtammg equations (27), it has been assumed that the Boltzmann equauon is
- valid and that the relaxation time is constant over a path in k-space defined by the
intersection of the Fermi surface with a plane %, = constant. For large magnetic
fields, where both the magnetoresistance (see Flgure 17) and the Hall coefficient
(see Figure 15) dlsplay oscﬂlatlons at low temperatures, a Boltzmann treatment
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Figure 17. Field dependence of the magmtoreszstance of

o :amples EP-7 and EP-14 at 298°, 77°, and 4- 2°K .
: ’ (After Soule)

cannot be trusted. Certainly, sucha treatment will not. reproduce the oscillations
and it is doubtful whether one should even apply it to the ‘base line’.

~ The experimental curves of ¢,, and o,,,/H versus H are fitted to a linear com-
,bmatlon of ‘Lorentz factors’: : :

o= D L)
w14 (._“) . S
A snmlar expression is vahd for oyy/H. The best values of the coeﬁiclents A,, and
the ‘saturation ﬁelds ' H, are obtamed bya least-squares ﬁttmg procedure. These _
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are listed in 'T'able 1. A relation for g, more general than equation (28) would be:

- dsg.(s) :
oxx—z TCE] . (29)

where g(s) is a distribution function and the sum on n extends over the various
carriers present. When Fermi-Dirac statistics are applicable, g(s) is sharply
peaked so that we may replace the integral in equation (29) by the value of the
integrand {apart from g(s)) at the peak. This yields equation (28). The Hall
coefficient and magnetoresistance calculated on the basis of the entries in Table 1

Table 1. Parameters from Least-square Fit of Magnetoconductivity Tensor Elements
(After McClure?®)

For gy X 101

Temper-
Sample | ature Ay H, . A, H, Ay H,
: (°K)
EP-14 4-2 1430-0 267-0 | 5720-0 74-4 2-0 | 14000-0
EP-14 77-0 416-0 | 1230-0 19-2 66300 — —_
EP-14 | 298-0 1810 | 7290-0 360 19800-0 — —
EP-7 4-2 4420 428-0 3410 116-0 1-7 | 14000-0
EP-7 77-0 358-0 | 1190-0 60-9 3710-0 — —
EP-7 300-0 i81-0 | 72000 38-3 220000 —_— —
For ( ) x 10-1
H
EP-14 4.2 | —-1240-0 267-0 | 15010-0 744 — —
EP.14 |  77-0 -87-4 | 1410-0 128-0 11400 [ 15.0 180-0
EP-14 | 300-0 —2-22 | 68700 0-123 | 28300-0 | —1-09 260-0
EP-7 |- 42 | =236-0 487-0 | 2220-0 145-0 —— —
EP-7 77-0 —~210-0 | 1240-C 3150 1000-0 { 5000 50-0.
EP-7 300-0 —2-28 | 6850-0 0-0863 | 32010-0{ 18-3 ' 67-0
|

All quantities are in c.g.s. (Gaussian) units.

fit the data displayed in Figures 15-17 very well. The reader is referred to the
papers by Soule? and by McClure®® for diagrams and for a more complete
discussion. '
The results summarized in Table 1 may be interpreted in terms of majority and
minority carriers. We note that the terms in columns 4; and 4, of Table 1 are
resent at all temperatures, while the term 4, is required only at 4-2° K in o,
and only at 77° and 300° K in o,,/H. Furthermore, at a given temperature, the
saturation fieid Hy is always very different from H, or H,, while the latter two are
of the same © \,rder It is therefore reasonable to assume that the terms in column
A, of Table 1 represent mipority carriers.
It is possible to infer densities and mobilities for the various carriers, through the
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use of certain dispersion’ relations mvolvmg the elements of the magnetocon- :

_ ductivity tensor. Rewrite. the conductivity o, as:
Tuw = Oyt Oumh ... (30)

where g, , and o, stand for the partial conductivities due to electrons and
holes, It is possﬂole to show (‘VIcClure“) that ‘

(sz+p)ec j dHo-xx(H)
e (3

. o«
2 O
O h— Oy e = — -2
sox, X, e p T
. O )

" where n rand pare the electron and hole concentrations respectively. The integrals
involved in these expressions may be evaluated numerically from the experimentat

-, databy extrapolating these results to infinity. McClure has applied equation (31)

to the minority carriers separately, he has also applied equation (31) to the fofal
contribution of the majonty carriers, .e. to the conductivities iinplied by the surm
of the first two terms in equation (28). In this way, the results listed in Table 2
. are obtained. i

Using these results and the effecuve masses determined by the de Hass-van
Alphen effect, one may also make estimates of the relaxation time of the majority

Table 2. The Propertiss of the Current Carziers in Graphue as Derived from
Galvanomagnetxc Data (After McClure®®)

. Sample N EP-14 EP-7
Temperature °K) © . | 42 | 77 | 208 4 42 | 77 | 300
Majority hole . _ .. .

Density x 1018 (crn—3) 2-88 | 2-19 7-04 2-084¢ 239 7-22
Mobility x 10— (cm”V‘lsec'l) 104-0 7-33 1-01 ] 64-3 6-53 | 0-99
Majority electron ‘ i
Density x 10-1* (cm™9) 292 | 224 | 7:04] 2:14| 2-46 736
Mobility x10~¢ (¢cm*V-1sec™®) .| 83-9 | 6-38 1-13 1 591 | 486 1-09 ‘
Hole moblllty/electron ‘mobility “1-24] 115 -89 1-09 1 1.34 | 0-90
| Theoretical density x 101 (em=%) | 2-4 | 3.6 |13-¢ | 24 | 3.6 |13-4
Minority hole | ‘ . o
© Density x 1018 (cm’a) - 33 8.7 9-57
Mobility x 104 (cm?V-tsec™?) 57 26-0 [ 150

- Minority electron X
Density x 108 %cm'a) 200-0 0-50 | 206-0
Mobility X 10~% (cm?V—~2 sec'l) 07 39-0 0G-7

The mobilities refer to motion in the layer plane. Theoretical densxty is the result of a
numerical calculation based on the overlap model.”
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carriers. This is done through the use of the relation p = er/m*. At4-2°K, the
relaxation times are 3-5x 10~ sec and 1+5 x 10~ sec for holes and electrons,
respectively. , , ’

The above analysis yields carrier densities which zgree within 80 per cent with
those derived from the overlap model. This in itself can hardly be considered a.
success of this medel, since we have seen that the density of states is sensitive only -
to the values of vy and y;. However, the change of sign of the Hall coefficient in
low fields is definite evidence for the presence of positive and negative carriers,
although this does not establish that these carriers arise from band overlap. A
change in sign of the Hall coefficient can also be obtained from the change in
carrier concentration resulting when a magnetic field is applied (Uemura and
Inoue®). However, these authors postulate acceptor levels in the conduction
band. At present, it is not known whether such states are meaningful.

3.8. Oscillatory Hall Effect and Magaetoresistance

One expects that, at low temperatures, oscillations should appear in the galvano-
magnetic properties just as they appeared in the susceptibility, These oscillations
are the result of the fluctuations in the density of states which arise as the various
quantized levels are swept out through the Fermi surface. The conditions that
such oscillations appear are that the electron gas be highly degenerate(RT/Ey < 1)
and that the levels be swept through the Fermi surface one at a time (RT/AE S 1).
Here AEis the energy difference between adjacent quantum levels corresponding
to the same value of &,. Just as the sesceptibility oscillations were a large quantum
number effect, so are the oscillations in the galvanomagnetic properties {except
perhaps at very large fields). A semi-classical ireatment is therefore again
appropriate {Zilberman,® Lifshitz and Kosevich??),

Since the physical reasor: for the oscillations in the Hall effect and magneto-
resistance is the same as the reason for the susceptibility fluctuations, we expect
that the periods observed in any of these fluctuations will be identical. Berlincourt
and Steele®® were the first to observe these oscillations in graphite. They found 2
comumon period of 2:15x 10-% oersted™. In the de Haas—van Alphen effect an
additional period of 1-61 x 10~ oersted—* was observed. More recently, Soule%®
has obtained similar results and has established that a(weaker) period of 1-58 x 103
oersted 1 is also present in the Hall effect and magnetoresistance.

Although the periods in all of the above mentioned effects are identical, there
exist certain phase differences between them. Berlincourt and Steele®® find a
phase difference of #/2 between Hall effect and de Haas—van Alphen effect

fuctuations. They also report a phase difference of /4 between the oscillations
in'the magnetoresistance and the Hall effect; however, Soule™ reports a value of
a7 for this phase lag, The reason for this difference is not understood at present.

It is clear that an analysis of the galvanomagnetic fluctuations cannot establish
the nature of the carriers. We assuume that the carriers are electrons and holes as
indicated by the cyclotron resonance and Hall effect measurements. It is, how-
ever, possible to obtain additional information about effective masses and carrier
densities from such an analysis. The values obtained are (for sample EP-14):

my = 0-030m, mg, = 0-060m,
7=2:8x108cm® . p=2-2x10Bem?
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" The mass values compare favourably with those obtained from cyclotron resonance
" and from the de Hass-van Alpheq effect: The carrier densities should be com-
pareé to the majority hole and electron densitiés for EP-14 at 4-2° K (see Table 2).

- REL! ATED SF UDIES Ozﬂ %‘jRAPFITE

In this chapter we shall review 2 nunber of other i investigations of the electronic
properties of graphive. We list these in a separate section because the effects in
"-guestion have not yet been sufficiently analysed in terms of 2 band model, either
due to the mathematical difficulties of the problems or due to the complexity of
the experimeﬁtal ﬁndings:or because the investigations are still at a preliminary
stage. : ' -

4.1. Thermoelectuc Effect and F lectrical Conauctnmy

_ No studies of the thermoelectric effect were performed on emgle crystals of
graphite. Since graphite is strongly anisotropic, it was to be expected that the’
 effect would be different in the two directions aléng and across the graphite planes.
Ubbelohde and Orr® have cut out szples from blocks of materidl in which the
alignment of crystallites, although not perfect, was not far from that for a single

“crystal. The thermoelectric power of such graphite against copper was found
(presumably at room temperature} to be about + 306 12V deg.C perpendicular to

“the planeas compared with about 411 xV deg.C along the plane. Two samples
cut out in these two directions were combinedin a thermo—;uncnon which showed
a current varying linearly with the temperature of the junction between 0° and
700° C. Itisbelieved that the effect is due to the directional anisotropy of the work

. function; so that the conduction band is sepazated by an energy gap from the

" valence band in the ¢ direction resulting in a junction which behaves like a
sem:conductor—»meta? contact.

- Itis difficelt to find good single crystals of graphxte ofa reasonably large sme,

" it is also difficult to ensure good contact between electrodes and the crystal. These ,
are probably the main reasons for discrepancies in the values and in teraperature
dependenoe reported for the electrical conductivity p, along the graphitic planes
and p, in the direction perpendicular to the planes. In measuring Pa ODE has to
ensure that good contact of the electrodes with all graphitic planes is obtained.
Since this is difficult, the cxpenmental values will ‘always tend to be too high.
Since p, is much higher than p,, there are many reasons why the measured p,
might be too low: Rothstein™ drew attention to the fact that the presence of one -
spiral dislocation can cut down the resistance by a large factor. Although such
dislocations are rare in graphite crysLals, one has to remember that anything that

~ disturbs the perfect alignment of planes, like mosaic structure, will lead to a -

zigzag flow and to a decrease in p,. On the other hand, a layer of i nnpuntles ora .

- crack paraLel to the planes will cause a considerable increase in p,.

There is general agreement that at room temperature p, 22 5 x 103 Qem. As
far as p, is concerned, the values reported vary from 1 (om (Krishnan and Gan-
guli 1 Dutta?) to § % 102 {2 con (Washburn,™ Primak and Fuchs?). Irregularities

in the curves of Dutta™ suggest some contact troubles in his experiments; on the ..

* other hand Primak and Fuchs™ could directly estimate the ratio p /p, by 2 study
of the potential distribution on the surface of the crystals. It is for this reason that
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the lower value of p, seems to be the more reliable one. As to the temperature
dependence, with increase of temperature p, increases at first from 0°K up to a
maximum located below room temiperature™ and subsequently decreases (mea-
surements were made up to 450°-C7), p, increases steadily with increase of
temperature, rapidly at first and then above room temperature in a linear fashion.
Figure 18 gives the recent results of Soule® for his sarnples EP-7 and EP-14 and
shows the general character of the variation of p, in the low temperature range as
originally found by Rcynold‘; Hemstreet, and Leinhardt.™ .

The shape of the curve in Figure 18 may be understood qualitatively in terms
of the overlap model. If we refer to Table 2, we first note that the mobilities
decrease with increasing temperature roughiy as 7-'% - On the other hand, the
carrier densities are roughly constant up to 77° X. but increase by a factor of 2-3
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Figure 18. Temperature dependence of the
resistivity of graphite (After Soule)

between 77° K and 298° K. Hence, up to ~ 120° K, the increase in the resistivities -
is mainly due to the decrease .in the mobilities. Above this temperature, the
increase In carrier concentration reduces the rate of increase of the resistivity,
hence t'e knee in the curve. This implies an average degeneracy temperature of
~ 120° K for the carriers. An independent estimate can be obtained from the
total band overlap (2y,). The average Fermi energy for the carriers should be
just one-half of this overlap. Choosing 9, = 0-016 eV, the value cbtained earlier,
this yields an average degeneracy temperature of ~ 190° K.

No attempts have yet been made to obtain further correlation of the overlap
model with the electrical conductivities. Such an investigation might lead to
information about the relevant scattering mechanisms, but cannot be expected to
vield further information about the band structure,

Wallace, in his originai paper,? has attempted to make some estimates of g, and

- p.. Recently, Haering and Wallace?® have caleunlated the ratio p /p, on the basis
of the small y, model. Assuming the same relaxation time for p, as for p, they find
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: p,/ 0a = 108, "This result cannot be trusted since the above assumptlon concernmg :
 the relaxation times cannot be justified. In general, it must be expected that the.
rela.xatzon time is an arbitrary function of wave vector. -
~'The. resssthty e is wuch lower than the resistivity of crystalo of mum-rmg
aromatic compounds as measured in the direction’of the molecular stacks (the
resistivity in the other direction is even higher). Thiscan be readily understocod
frora the point of view of the charge transfer effect between aromatic planes, As -
the nuraber of rings in & molesule increases, the charge transfer interaction con-
tributes more and more to the attractive force bztween layer planes, thus leading
to a decrease in the interplanar distance. Increased charge transfer means a higher -
conductivity; unfortunately, not éven an order of magmmde estlmate of the
resulting effect on p, can be obtmned in this manner. '

4 2. Paramagnetxc Resonance Absorptmn

The questlon of the nature of paramagnetic spm centres in chars carbons, and
graphites is still in a somewhat confused state in spite of some recent important

advances in the field. As far as crystals of graphite are concerned, however, the * v ,

situation has been lately greatly clarified. The paramagnetic resonance in graphite
has two sources: (1) localized spin centres at the boundaries of crystals andatall
kinds of defects; and (2) non-localizéd spins of free carriers. The spin resonance
* ingraphitewas dxscovered by Castle”and independently by Hennig and Smaller.”
- Inbighly purified Ceylon graphite powder, Castle found a line. correspondmg to
g=2-008 with a width of ahout 20 cersteds and in view of the low spin concen-
tration of 10~2-10-% per atorn ascribed the absorption to free carriers. Hennig,
Smaller, and Yassitis™. performed eypernnents with doped graphite and came to,
-the conclusion that the spin. centres formed by doping are different from those-
observed in regular graphite, Thie result wouid seera to support Castle’s cmg,mal
view. Later; Henuig and Smalles™ observed that exposure of samples to air and
subsequent heat treatment strongly affected the intensity of the absorptxon. "This
.n'nportant observation implies that the spin centres ave localized. In view of the
high spin concentration observed (10-3-1 0~4), Hennig and Smaller™ concluded
that the spin centres misst be defects at internal surfaces or mosaic boundaries. In
all these experiments graphite samples were finely ground in air ‘before the
measurements were performed. It is well known that when graphite is ground, the
powder acquires a great chemical activity and absorbs oxygen abundantly; the
oxygen being bound at the free carbon valences created along the broken surfaces.
-T'his oxygen can. be driven out {presumably in the form of some omplexes) only
by heat treatment to above 800°.C.
- In order to see what happens tg the broken carbon bonds when oxygen is not
‘present, Andrew; Akamaty, and Mrozowski®® have petformed some preliminary
‘experiments on grinding polycrystalline graphite in-a neutral atmosphere. These -
experiments were further extended by Mrozowski and Andrew.8! Tt was found
that grinding creates a large number of spin centres (g=2- 0075 and line width
> 15 oersteds) the concentration of which increases with the duration of grinding.
When the grinding is pesformed tu a helivm atmospuere subgequent admission
of air kills about a third of the resonance irreversibly ; but no matter under what
conditions the grinding js performed (in vacuum, in helium, orin air)largenumbers” .
of spin centres will stilkbe present and a strong resonaice absorption will still be -
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observed However, the resonance gradually weakens as the sample is heat treated

to higher and higher temperature (in vacuum or in a neutral atmosphere) and
disappears completely after heat treatment to 1,000° C whether or not the sample
was exposed fo air after grinding. This shows that the carbon atoms on the
boundary of the aromatic lattice change from their regular state in which they
possess a free valence to a different state in which there is no free spin available.
This transition requires an activation energy, which is supplied in heat treatment.
In reality there js a whole spectrum of activation energies, since the peripheral
states formed in grinding probably have a variety of bond strain energies to start
with., This new (saturated) state of the peripheral atoms would explain the
absence of chemical absotptlon by powders which havé been heat treated. Atoms
in this state probably constitute some kind of electronic trap for o electrons, This
is suggested by the work of Loebner®? who has shown that grinding of polverystal-

line graphite in air and subsequent removai of oxygen by heat treatment to 1 ,000°C
changes the thermoelectric power of graphite, indicating the creation of an excess
of holes in the w'band. ‘Coulson® explains the nature of this new state by proposing
that single carbon atoms on the periphery of the crystals change under the influ-
ence of heat treatment from the configuration 2s2p3 with four valencies (one
unsaturated o bond) to the basic configuration 22 2p? with two valencies (saturated
bonds). - Such peripheral atoms could trap # electrons into their 2p, orbitals. On
edges where two carbon atoms belonging to a single aromatic ring are exposed,
Coulson® expects a change into a state with a preponderant acetylene type triple
bonding, again leading to a disappearance of the spin resonance. . One can visual-
ize, however, situations for some internal defects where a jump into an inactive
state is not possible. Therefore, one can expect that the resonance due te localized

spin centres will not be entirely removed by heat treatment (unless the graphite

crystal used is quite free of internal defects).

Recently, Wagoner®* has observed the spin resonance in a single crystal of
‘graphite. - The resonance is much weaker than the one observed for ground
samples. The most striking feature of Wagoner’s results is the large g-value
‘anisotropy. At room temperature, g varies from 2-0026 1.0-0002 to 2-0495 +
0-0002 as the magnetic field is oriented from perpendicular to parallel to the ¢,
axis. The g-value anisotropy increases with decreasing temperature: g, becomes
2-127 at 7°K while g, rernains constant. The line width is only a few oersteds,
Wagoner establishes the resonance as being due to free carriers by showing that

the observed line has the Dysonian shape expected for mobile spin centres and by -

demonstrating that the number of spin cenires agrees:roughly with the number of

free carriers expected on the basis of the band structure. Itis further shown that

"the temperature dependence of the number of spin centres agrees with band model
predictions. At present, it is not known whether both electrons and holes con-
tribute to the spin resonance. The large g shift must be due to spin—orbit coupling
effects. Such effects wete shown by Slonczewski?® to have a small effect on the
band structure. In'a discussion of the spin resonance they will, however, be of
prime importance, and it may be expected that a detailed analysis ¢ Wagoner’s
results will yield further information about the band structure,
Abragam, Landesman, and Winter®® have found an Overhauser effect in
graphite. They observed the resonance absorption of carbon-13 nuclei and found
that the nuclei exhibit a long relaxation time £, (210 min). When the sample was
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~ irradiated with microwaves polarizing the electronic spins fora time long compared
to #,, the absorption of nuclei polarized by the interaction with electronic spins
could be observed after the microwave field was turned off. An increase in signal
by a factor of 300 in comparison with a non-irradiated sample was found at room
temperature. The factor decreases very rapidly with decreasing temperature.
One suspects that the electronic spins responsible for thefolarization of the nuclei
in these experiments are those connected with the free carriers; unfortunately, the
electron spin resonance was not directly observed by these investigators. Abra-
_ gam, Landesmian, and Winter find that the Overhauser effect in neutron irradiated
graphites shows a different behaviour, more in line with the behaviour of chars.
It is likely that in this case the electronic spms in questionare those localized at the
defects. : -

43, Rbombohedral Graplute ' :
Lipson and: Stokes®® established that graphite crystais ‘sometimes show a
rhombohedral structure which differs from the Bernal structure in that the
- stacking sequence is 123123.... A number of other investigators have confirmed
this result.87-88 The fraction of the rhombohedral form present may vary from 0
to 30 per cent.. Hoerni® has found one purely rhombohedral crystal. When the,
rhombohedral form is present, groups of layers which are stacked this way
 alternate with layers which follow the more usual Bernal stacking, thus formmg a
- mosaic. Well crystallized graphites which contain only a small percentage of the
rhombohedral structure may have this percentage increased up to 20 per cent by
mechanical gnndmg (Bacon®). Boehm and Hofmann?®8 have found that the rhom-
bohedral form is formed by slight pressure, and that this form disappears on heat
treatment at 2,000°-3,000° C
Since the essential dlﬁerence between the above mentioned crystalline forms is
the stackmg order, it is reasonable to expect that a comparison of the electronic
properties of these two forms would lead to useful information concerping the
- band parameter y,. This led Haering’® 10 investigate the band structure of
rhombohedral graphite. The band structure which emerges from this calculation
issurprisingly complex. Inthe Wallace appr oximation, the conduction and valence
bands still touch as they do for Bernal graphite. However, the loci of these touch-
ing points are no longer the lines HKH and B/K'H’ (cf, Figure 5). Instead, these
loci lie on cylinders whose axcs are the lines HKH {or H’K'H’) and whose radii
depend on ;. It seems certain that a study of the electrenic properties of such a
’crystal would contribute greatly to our understanding of graphite

. &

44, Gmphlte Compounds, Lamce Vacanczes, and Radiation Damage

- Effects
* Although the study of graphite compourds is not dx_rectly related to the study
of a single crystal of elemental graphite, it is felt that a brief outline of our know-
ledge of such compounds is in order. The reason for this is the fact that numerous
. checks on the validity of the band structure model involve changing the carrier
concentration by doping techniques. If we are to interpret such doping experi-
ments, we must understand how the added unpurx’a% enter the grapbite lattice,
how they distribute themselves, and what their effect is on the electronic energy
spectrum. A good deal of work-along these lines has been done by Henmg and his
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associates. For a summary of this work and for references, the reader is reforred
to Hennig.® Graphite compounds are clagsified according to whether the foreign
atomns enter the lattice substitutionally or interstitiaily, Boron atoms are thought
to enter substitutionally, By anzlogy with the semicondustors silicon and get-
manium, it is belisved that atome of nitrogen, phosphorus, snritony, and alu-
mintum also enter graphite s this manner, A latiice vacancy way also be thought
of zs a substitutional compound. Vacancies aud eiher lattice defects can apparently
be introduced even into » single crystal by quenching from high fenpecatures,
Qur knowledge of interstitial corapounds is somewhat moie coplete than our |
koowledge of substitutional corepowads, Aforas, molecules, and ioms lodge
themseives between the carbon layers. Such interstitial groups may act either as
donors or as acceptors, In certain cases the atows raay alse form covalent bends
with adjacent carbon atoms. The isterpretation of the electronic properties of
interstitial compounds is not simple 2nd presents many serious problers. From
the point of view of doping experiments, substifutional impurities are more
attractive, since these probably distort the graphite lattice 10 a lesser extentand do -
not provide a ‘bridge’ for electron transfer between adjacent layers, v
Radiation damage affects the electronic properties in two ways, Fisstly, the

number of free carriers is changed because of the formation of vacancies and - -

possibly also of intexstitial atoms and, secendly, the pumber of scattering centres
is changed. The observed Hall coefficient, susceptibility, and thermoelectric
power have been roughly correlated with the two-dimensicnal band structure and
it has been found that qualitative agreement is possible Jsee a review hy Hove®?
‘and 2 paper by Kinchin®). Inview of the complexity of such damage effects, this
is all that can be hoped for at the present time. Strong irradiaiion breaks up the
graphite structure and changes a graphite crystal into a polycrystailine specimen.
To somae extent this is the opposite of the graphitization procéss by heat treatment,
Therefore, the problems of radiation damage and its thermal annealing have much
in cornmon with the problems of polycrystalline graphites and carbons, and
analogics can easily be noticed.™

5. SUMMARY OF THE BAND STRUCTURE

The graphite lattice is made up of hexagonal layers, nsually stacked according to a
1212... stacking scheme. Each carbon atom has four valence eluctrons, three of
which form tight eovalent o bonds with the three nearest-neighbour atoms located
in the sarne plane, The remaining electron is in a o state and is more loosely
bound, Since the intertayer distance (3-37 A) is large compared to the interatomic
epacing of atoms in a given plane (1-42 A), 2 first approximation is obtained by
considering a single layer of carbon atoms. Such a caleniation shows that the three
occupied and the three unoccupied o bands are separated by 2 gap of approxi-
mately 5 €V and that this gap encloses the Fermi levelin the w bands. The occupied
and unoccupied = bands touch at the corners of the hexagonal Brillouin zone and
the Fermi ‘surface’ tonsists of arcs of circles near the six zone corners.

"The band structurs of three-dimensional graphite is expected to be similar in
the gross features to that of two-diroensional graphite, but may differ in detail near
degeneracy points such as these of the 7 hands, The effect ¢f oo mixing should
now be included but this is expectad to besmall, The best approach is to study the
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: band structure in the vicinity of the zone edges by using group theory Such an
- analysis yields the most general allowable energy surfaces in terms ofa number of -
. parameters. These parameters must be determined by expemnent '
, The small y, model is an attempt to determine these parameters by expenment

- From the calculation of the constant part of the susoeptzblhty it is concluded that

Cyy~2-6€eVandthaty, S0 005 eV. The two periods in the de Haas-van Alphen
" effect{or in the galvanomagnetlc phenomena) may then be fitted only if a number
of excess electrons is postulated (~ 10~* per atom). The model also yields approxi-
mately the correct orientation dependence of the susceptibility fluctuations and
roughly the correct specific heat.. None of the above experiments determine

whether the cartiers are electrons or holes or both. Experiments able to settle this = -
point are those dealing with the cyclotron resonance and Hall effect. Bothofthese

. indicate that electrons and holes are present sunultaneomly even at low tempera-
tures. The’ small vy model can. account fox the presence of holes only at hlgh :
| temperatures. ,
" 'The overlap model is based ona smal! vertical overlap of the 7-bands, mamly'
the result of the parameter y,. Other band parameters are yg, y1, Ve, ¥o» and A,
) is the same parameter as enters into the two-dimensional band structure, and
' is determined by the susceptibility te.be ~ 3 eV, in good agreement with theo-
retical estimates. v, represents the main interlayer interaction. - The ratio 92/y,
is determined by the de Haas-van Alphen effect, by cyclotron resonance, and by
‘theelectronic sPecxﬁc heattobe ~ 25¢V. Withy, ~ 3¢V, thisyieldsy, ~ 0-36eV.
_ Independent. estimates of y, can be made from electron energy loss studies
(y1=10-32 V) and from infra-red absorption data (y, = 0-14 ¢V). Experiments
.- with rthombohedral graphite would provide a sensitive criterion for V1. Yo Mainly
determines the total band overlap and hence the number of carriers present. The
analysxs of the de Haas-van Alphen effect yields y, ~ 0-016 V. A rough check
is obtained from the ‘knee’ in the resistivity curve. Ya. is the chief reason for the - -
trigonal warping of the energy surfaces. In principle, it should be determined by
the cyclotron resonance data, but this has not yet been done. The number of
minority carriers contn’mtmg to cyclotron resonance is-quite large. Itisnot known
whether a reasonable value of y, (y; > 0+1 V) can yield this pumber. y, hasso
far always been neglected and nothing is known about its magnitude. A reflects
the non-identical surroundings of the 4 and B sites. From the de Haas-van
Alphen effect, a value of ~ 002 €V is obtained.

Galvanomagnetic measurements yield convincing ev1dence about the gross
features of the band structure, such as the simultanecus presence of majority and
minority electrons and holes. A very rough indirect check on tlie values of the
band parameters is also.obtained, in so far as it is possible to estimate carrier
concentrations from this data. It may also be expected that an analysis of the spin

- resonance data will yield information concerning the spm—orblt interaction and
_pérhaps o— mixing. -

The overlap model allows us to understand a large number of phenomena in a.
qualitative way. This in itsell is a great success. It is also possible to obtain a
great deal of quantitative agreement with this model.  In view of the simplifying
assumptions which have been made in the various calculations, an overall agree-
ment of 4-10-20 per cent must be considered very satisfactory. However, there
are two features which are somewhat out of line at the moment. The first concerns -
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the number of minority carriers observed in cyclotron resonance. T he second is
the value of , obtained {rom an analysis of ‘the infra-red absorption data. In
addition, there is the worry about the field dependence of the susceptibility at low
" fields. But by far the most serious gap in our understanding of graphite is the lack
of an adequate model for describing i xmpunty states. Let us consider this briefly.
In the semiconductors germanium and silicon, we have a fairly satxsfactory
theory of impurity states provided that these localized states are shallow; i.e.
provided that they have small jonization energies and large Bohr orbits. Consider
now the hypothetical experiment of making the gap between the conduction and
valence bands of such a semiconductor smalier and smaller. What will happen to
such an impurity state ! Apart from the fact that we must now deseribe the state
by censidering both the valence and conduction bands, the ionization energy of
- such a state will become smaller and its Bohr orbit will increase. Finally, if the
" bands touch, we may expect the state to be completely non-localized. It seems
therefore that impurities might alter the Jensity of states near such a degeneracy
point. Before dopmg n,xpenments can: be properly understood, we must know the
answer to questions such as the one discussed here. :
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