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 PREFACE

1IN this, our second volume of Progress in Semiconductors we have extended our .
coverage of the broad field of semiconductor research with eight further papers

. by acknowledged authorities in their own branches of the subject. Our general
aims remain unchanged The difficulties that arise from intensive spec1ahzatxon
are well known and it is the purpose of this series of review articles to help in
al.lewatmg this problem.

‘The best treatment of a particular aspect of semiconductors clearly varies -
with the subject matter. Frequently, however, a broad physical picture is more -
valuable than a detailed, perhaps highly mathematical description. . In our
present issue Dr. Rose contributes a paper describing a general model from
which the carrier lifetime in a very wide range of materials can be deduced.
Thus, in this treatment, for example, the familiar equation originally deduced
by Shockley and Read appears as a special case appropriate to a material like
germanium,

The growing importance of semiconductors other than silicon and germanium
is reflected in the papers by Dr. Cunnell and Dr. Saker and by Dr. Herman and -
his collaborators. Since the early work by Prof. Welker on compounds between
Group III and Group V elements, interest in this family of materials has grown
rapidly and it would appear that, by exploiting some of their unique proper-
ties, the already impressive array of semiconductor devices will be considerably -
extended. In their present paper Dr. Cunnell and Dr. Saker describe the pro-
perties of these materials and indicate some of their applications, a field to which
‘the authors have made significant contributions, - '

The paper by Dr. Herman, Dr. Glicksman and Dr. Parmenter on ‘Semicon- .
ductor Alloys’ is of a more theoretical nature. The contributions of these
workers and their colleagues at Princeton to the study of germanium-silicon
alloys are widely appreciated and it would be difficult to find a group of more
qualified authors.

It is a platitude that the growth of high-quality single crystal material is the
foundation stone of semiconductor research. The surprising thing is that sig-
nificant advances in the art of growing germanium are still being made. The. .

- recent interest in horizontal crystal growing encouraged us to ask Mr. Cressell’
- and Dr. Powell, long standing exponents of this technique, to state their case
and to describe some of their recent work. ‘The low dislocation densities indi-
cated by some of their photographs are convincing evidence of the efficacy
and value of their method. On the other hand, the direct study of dislocations

and other defects in crystals is obviously facilitated by controlled methods of

introducing high densities of defects by, for example, radiation damage. The
effects of nuclear radiation on semiconductors and insulators have been studied
for many years but it must be admitted that there remain as many questions.as '
answers. The paper by Dr. Crawford and Mr. Cleland describes both the pro-
gress and the problems in this field of research,
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Dr. Dunlap’s name has long been associated—in my mind, at least—with .
somewhat exotic impurities in germanium and silicon. His paper stresses these
rather than the simpler and better understood Group IIT and Group V impuri-
ties. The properties of gold or manganese doped germanium, for example,
are not only interesting in their own right but contribute significantly to the
understandmg of impurity effects in semiconductors generally A review of
progress at the present time'is fully justified, though here agam is a field in which
furt.her developments can be expected.

*Our two remaining papers are concerned with electronic effects at high
electric fields in semiconductors. Dr. Curie’s paper describes and compares
the various theories of electroluminescence. The potential application of
electroluminescence to lighting and light amplification has engendered wide-
spread interest in this effect in recent years. Mr. Gunn’s paper is concerned
with high field effects in germanium and silicon, where considerably more is
known about the mechanism of carrier scattering, though even here there are
some significant discrepancies between theory and experiment. The experi-
mental study of deviation§ from Ohm’s law in semiconductors, to which Mr.
Gunn has made important contributions, is of great value in the whole field of
transport phenomena,

Finally, may I be allowed to take this opportumty of offering my sincere
congratulations to Prof. Bardeen, Dr. Brattain and Dr. Shockley on the recent
recognition of their great contribution to semiconductor research. The award
. of a Nobel prize in ‘any field of scientific endeavour marks the coming of age of
that field. In the presence instance the work of these prize-winners converted
a physicists playground into a major industry.

A. F. GiBson.
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' SEMICONDUCTOR ALLOYS

1. INTRODUCTION

The object of this paper is to review some of the recent work on crystalline
. semiconductors whose atomic structure is characterized by a substantial degree
of disorder. Such substances are properly called semiconductor alloys. To be
specific, the term alloy will be restricted to disordered crystals of the solid sub-
stitutional solution type. The ordered phases of alloy systems will be regarded
as compounds (ordered stoichiometric crystals). Interest will be centered on the
effect of disorder on various physical properties, notably the electronic energy
level scheme, the lattice vibrational spectrum, and mlscellaneous electrical,

magnetic, thermal and optical characteristics.

During the past decade a great deal of effort has been devoted to the study of
semiconducting materials'. Until relatively recently, most of this activity has
been concerned with silicon and germanium?- 3 4, Much of the current pioneer-
ing work is being done on semiconducting compounds 3 ¢ 7. An extensive search
for new semiconducting materials, both crystalline and non-crystallin, is now
under way in many laboratories. The search is motivated partly by the need for
substances having optimum properties for particular device apphcatlons partly
by the hope of dlscovermg materials with unusual physwal properties, and
partly by scientific curiosity.

As an out-growth of the current interest in new materials, a number of labora-
tories have initiated research programs on semiconducting alloy systems. While
the objective of discovering substances with unique or desirable properties has
not always been realized, these investigations have nevertheless provided a good
deal of valuable information.

From a scientific standpoint, the most significant advance has been the
work, both experimental and theoretical, on the germanium-silicon alloy

. system. Since the enérgy band structure of these alloys can be predicted
tolerably well, it has proved possible to interpret, in satisfying detail, the
observed variation with alloy composition of certain major electrical and optical
properties.

In the present review, no attempt will be made to summarize the results of the
© numerous experimental investigations which have been carried out in recent
years on diverse semiconducting alloy systems. However, adequate references
will be given so that the interested reader may trace the original papers. The
authors have adopted the view that it is better to indicate the present status of
the theory. of semiconducting alloys, and to illustrate the theory by typical
examples, than to summarize vast amounts of experimental data, most of which,
unfortunately, lack suitable theoretical mterpretatlon

It is the hope that the appearance of this review will not only call attention to
interesting but perhaps little-known work, such as that published recently in
the Russian literature (see Table 1 below), but will also stimulate further research
activity on semiconducting alloy systems.
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2. ATOMIC STRUCTURES®

There is a fundamental distinction between ordered and disordered crystals,
just as there is a basic difference between crystalline and non-crystalline solids.
In an ideal ordered crystal, the constituent atoms are arranged in space in the
form of a regular array, with the proper type of atom occupying each lattice site.
Such solids necessarily satisfy a stoichiometric requirement, and exhibit both
long- and short-range order. Substitutional alloys (interstitial alloys will not be
considered here) resemble ordered crystals in that the equilibrium positions of
all the atomic nuclei form, very nearly, a regular lattice. In such alloys all the
normal lattice sites are occupied, with the solute atoms replacing the solvent
atoms at some of these sites. The disorder in alloys results from the essentially
random arrangement of the solute atoms among the available lattice sites.

In crystalline substances, both ordered and disordered, there is long-range
order in the sense that the positions in space occupied by atoms form a lattice.
Of course, the identity of the atoms must be ignored when dealing with dis-
ordered crystals from this point of view. On the other hand, there is no such
long-range order in non-crystalline (amorphous) materials. In the thin amor-
phous films?® obtained by evaporation, however, there is usually some degree of
short-range order present. (The same statements hold for liquid semicon-
ductors??.) In the case of amorphous germanjum'?, each atom is found to have
four nearest neighbors at 2-40 A and twelve next-nearest neighbors at 3-95 A,
with an essentially random atomic distribution beyond second neighbors. These

‘numerical values are virtually identical to those in single-crystal germanium.

(In contrast, each atom in liquid germanium!? has eight nearest neighbors at
2:70 A, and there is a random arrangement beyond this distance.) The basic
difference between disordered crystals and amorphous solids may be stated as
follows: In the former, there is a correlation in the relative positions of different
atoms—the identity of the atoms being ignored—for all orders of neighbors; in
the latter, there is no correlation beyond a certain order of neighbor.

The distinction between disordered crystals and amorphous solids just stated
has a number of important physical consequences. For example, the one-
electron energy spectrum and the lattice vibrational spectrum of disordered
crystals may be characterized by a Brillouin zone structure, though the reduced
wave vector concept has a more restricted meaning than in ordered crystals.
Since amorphous materials have no periodicity properties whatever, there is no
associated reciprocal lattice, and hence a description of electronic and vibrational
quantum states in terms of the zone scheme seems inappropriate. While some
of the work to be discussed in subsequent sections has a bearing both on crystal-
line and non-crystalline materials, the major emphasis will be on the former.

For the purposes of classification, it is convenient to subdivide semiconductor
alloys into the following categories.

(1) Lightly doped ordered crystals. This class includes nearly perfect crystals
having impurity concentrations so small that the individual impurity atoms
can be treated independently. If the solute atoms (in substitutional alloys)
have a different valency than the solvent atoms they replace, there will
usually be localized donor or acceptor states associated with the solute atoms.
On the other hand, if the solute and solvent atoms have the same valency, as in
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_germanium-silicon alloys, localized electronic states having energy levels in the
forbidden band are less likely to occur. Since the effect of thei impurity atoms on °
the properties of the host crystal can be treated by perturbation methods, the
theory of lightly doped ordered crystals has reached a high state of develoP-

" ment. The same is true for the crystals in the next class.

-(2) Crystals with missing or extra host atoms. If a crystal dev1ates from the
ideal form due to the presence of vacancies andfor interstitials in limited
numbers rather than the presence of foreign atoms, the crystal belongs to this
category. There will usually be localized donor or acceptor states associated with
‘the vacant lattice sites or the interstitial host atoms. It is often possible to produce
vacancy-interstitial pairs by irradiating perfect crystals’®, or by synthesizing
crystals under carefully controlled conditions,

(3) Heavily doped ordered crystals. Included in this category are crystals
having impurity concentrations so great that the various impurity atoms can no
longer be dealt with separately. For convenience, this class of materials will be
restricted to the case of solute atoms having a valency different from that of the
solvent atoms they replace. The new feature which arises here is the merging of
impurity levels into bands, or, what amounts to the same thing, the interaction of
neighboring impurity atoms. The theory of impurity bands is still in an early
stage of development. This circumstance may be traced to the inherent mathe~
matical difficulties, and also to the lack of clear-cut experimental results capable
of guiding the theory.

(4) Mixed crystals. This category differs from the previous one in two respects:
Firstly, it contemplates a wider composition range; secondly, the corresponding
solute and solvent atoms here must have the same valency. In most cases this
stipulation will be equivalent to the condition that the presence of the solute
atoms does not lead to the creation of localized donor or acceptor states. Only if
this latter condition is fulfilled can there be semiconducting alloys over a wide
composition range. If the impurity concentration in (3) is too great, the impurity
bands may become so broad that there is no longer any forbidden band, and the
crystal will behave more like a metal than a semiconductor. In the present case,
a similar valency does not ensure a wide range of solubility; there are also factors
such as ionic radius and eléctronegativity differences to consider. However, if a
wide solubility range exists, it is likely that the system will be semiconducting
over the whole of this range.

Perhaps the two simplest examples of mixed crystal systems are the- binary
systems Ge-Si'® and Se-Te'8. Stohr and Klemm?® showed that germanium and

. silicon were miscible in all proportions, and noted that the lattice constant varied
monotonically from that of silicon (5430 A) to that of germanium (5-657 A).
This curve is shown in Figure 1, with some later data of Johnson and Christian!?
included. X-ray analysis!® indicates that the germanium and silicon atoms are
arranged at random at the sites of a diamond-type lattice over the entire com-
posmon range. There is no X-ray evidence!® for the presence of interstitial
germanium or silicon atoms. Analogous studies of the Se~Te systems have
been carried out by Grison'®, who showed that selenium and tellurium are
mutually soluble in any concentration.

Some work has recently been done on the Ge-Sn alloy system by Trumbore!8#,
Germanium single crystals were grown from melts containing relatively large
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amounts of very pure tin. The distribution coefficient (atomic percent Sn in
Solid/atomic percent Sn in melt) was found to be approximately 0-02 in the
range 0-5 atomic percent Sn in the melt. In the range 5-6 atomic percent
Sn in the melt, difficulty was encountered with polycrystalline growth, occlu-
sion, and undoubtedly with constitutional supercooling.

According to X-ray lattice constant determinations, the expansion of the
germanium lattice by the inclusion of tin is in agreement with the assumption
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Figure 1. Variation of lattice constant of germanium—

stlican alloys with mol per cent silicon. X = Values

given by Stéhr and Klemin®® corrected to the more

modern values of lattice constant for pure germanium -

and silicon. O = Values of lattice constant measured

and reported by Fohnson and Christian'® (Joknson
and Christian'")

that Vegard’s law holds over'the entire composition range, within experimental
error. Since the lattice constant of pure germanium is 5:6576 A, and that of
pure tin (diamond structure) 6-489 A, Vegard’s law predicts a lattice constant
of 5-6663 A for a Ge-Sn alloy with 0-0105 atomic percent Sn, while the observed
value is 5:6667 -£0-0014 A.

Electrical measurements'8s indicated that at concentrations of tin as high
as 1020 atoms cm™3, it is truly neutral insofar as its effect on the electrical
conductivity of germanium is concerned. Measurements of the free carrier
lifetime suggested that at these concentration levels tin is definitely not an
effective recombination center for electrons or holes in germanium.
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. In a mixed crystal of the ternary type, such as ZnS-ZnSe'?- 20 21 the zing
. -atoms form one sub-lattice, while the sulphur and selenium atoms are arranged
at random on another sub-lattice. In a quaternary alloy such as ZnS-CdSe??, the
zinc and cadmium atoms are randomly arranged on one sub-lattice, and the
sulphur and selenium atoms are similarly dispersed on another. Listed in Table 1
are some mixed crystal systems involving three or more constituent atomic
species which have been studied experimentally and which have come to our
attention. No attempt has been made to compile a complete list of known mixed
crystal systems; the contents of Table 1 should be regarded as representative,
 rather than as exhaustive, especially in the case of the Russian work.
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 Figure 2. Variation of lattice constant of ZnS-ZnSe

mixed crystals with mol per cent ZnSe. The open

circles represent samples prepared at 850° C; the

heavy dots represent samples prepared at 1100° C.
(A4sano®')

One of the most interesting features of mixed crystal systems is the relation-

. ship between crystal structure and composition. In the case of isomorphous
- components (substances having-the same crystalline form and similar chemical
formulae), the same crystal structure will usually persist at all concentrations,
However, if one or more of the ingredients can crystallize in more than one
crystal form—this situation is described by the term ‘polymorphism’—the
structure of an intermediate alloy may depend upon the composition, as well as
upon the method of preparation. For example, pure zinc sulphide can exist in a
number of distinct crystal forms??, the cubic (sphalerite) and hexagonal (wurt-
zite) modifications being the most common. Asano®! has shown that mixtures of
zinc sulphide and zinc selenide form cubic solid solutions in any proportion as

- long as they are crystallized at 850° C. The lattice constant varies linearly with
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composition (see Figure 2). In contrast, for a crystallization temperature of
1100° C, the predominant crystal structure tends to be hexagonal up to about
30 mol per cent ZnSe; beyond this proportion the cubic form is the more
common. Similar studies on other mixed crystal systems have been reported
(see references to Table 1).

Table 1. Mixed Crystals,

Chemical formula Reference Chemical formula Reference
Mg.Ge-Mg,Sn a T1,Se~Sb,Se; g
HgS-HgSe, HgSe-HgTe b As,Se~SbySe, h
HgTe-HgS b T1,Se—[As:Sb],Se, h
InAs-InSb ¢, d GaySe;~ZnSe i
InP-InAs, GaP-GaAs e Ga,Teg-ZnTe i
InSb-GaSb 4, f ZnS-ZnSe 7
InSb-AlSb, GaSb-AlSb f {Zn:Cd}-[S:Se] k
GaAs—-GaSb, GaAs-InAs d

a. G. Busch and U. Winkler. Helv. Phys. Acta. 26, 578 (1953).

b. E.I Nikol’skaya and A. R. Regel. Z. Tek. Fiz. 25, 1347 and 1352 (1955) [In Russian].

¢. C. Shih and E. A. Perretti. ¥. Amer. Chem. Soc. 75, 608 (1953); Trans. Amer. Soc.
Metals. 46, 389 (1954); Trans. Amer. Soc. Metals Preprint. 48, (45) (1955).

d. N. A. Goryunova and N. N. Fedorova. Z. Tek. Fiz. 25, 1339 (1955) [In Russian].

e. O.G. Folberth. Z. Naturf. 10a, 502 (1955).

f. W. Koster and B. Thoma. Z. Metallkunde. 46, 293 (1955); J. S. Blakemore. Can.

J. Phys. 35, 91 (1957); J. C. Woolley, B. A. Smith, and D. G. Lees. Proc. Phys.

Soc. B69, 1339 (1956).

B. T. Kolomiets and N. A. Goryunova. Z. Tek. Fiz. 25, 984 (1955) {In Russian].

N. A. Goryunova and B. T. Kolomiets. Z. Tek. Fiz. 25, 2069 (1955) [In Russian].

N. A. Goryunova, V. A. Kotovich and V. A. Frank-Kamenetskii. Doklady Akad.

Nauk. S.S.S.R. 103, 659 (1955); N. A. Goryunova, V. A. Grigor’eva, B. M. Kono-

valenko and S. M. Ryvkin. Z. Tek. Fiz. 25, 1675 (1955) {In Russian].

7. J. A. Amick (private communication); H. W. Leverenz. An Introduction to Lumines-
cence of Solids. (Wiley, New York, 1950); H. A. Klasens. J. Electrochem. Soc. 100,
72 (1953).

k. H. W. Leverenz, E. J. Wood, R. E. Shrader and S. Lasof. Contribution to G. R.
Fonda (Ed.). Preparation and Characteristics of Luminescent Materials (Wiley, New
York, 1948).

(5) Crystals with random stacking. Many crystals are known?®2 to consist
of perfectly ordered two-dimensional layers stacked with respect to one another
in a random fashion, Such crystals are ordered along directions parallel to the
layers, and disordered along the direction perpendicular to the layers. Poly-
morphism is closely related to the phenomenon of random stacking, and the
transition from one polymorphic modification to another is believed to take
place through the rearrangement of the stacking of the various layers. An
isolated stacking fault in an otherwise perfect crystal may be regarded as a twin
boundary?22, It has recently been observed?*® that the electroluminescence
properties of certain phosphors can be correlated with the degree of structural
disorder apparently arising from random stacking.

(6) Crystals with randomly arranged host atoms. In certain polyatomic crystals,
some or all of the host atoms are arranged at random among the available lattice
sites, If the randomly arranged atoms lying on a given sub-lattice have the same
valency, we have mixed crystals of the type belonging to category (4). If such
atoms have different valencies, we have a somewhat different situation. As an
example, we will consider stoichiometric or nearly stoichiometric CsySb.

8
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~ According to recent work by Jack-and Wachtel??¢, the crystal structure of Cs,Sb

“consists of two inter-penetrating diamond-type sub-lattices. Taken together,
these two sub-lattices form a body-centered cubic lattice. X-ray measurements.
- indicate that all the sites of one sub-lattice are occupied by caesium atoms,
- and that caesium and antimony, in equal or nearly equal proportions, are
arranged at random at the sites of the other sub-lattice. It is not clear from
the work of Jack and Wachtel what types of impurity states arise from the dis-
ordered arrangement of the caesium and antimony atoms. Whatever their
nature, the presence of these impurity states distinguishes this case from that
of mixed crystals belonging to category (4). -

It should be emphasized that so far as atomic disorder is concerned, i.e.,
disorder due to point imperfections, the concentrations of various types of
imperfections are not independent of each other: 224, For example, during
the growth of a crystal from the melt, the amount of a given impurity in the melt
that will be dissolved in the crystal depends upon the types and concentrations
of impurities already present in the crystal.

In summary, we observe that disorder can arise from the presence of foreign
atoms ((1) and (3) above), from the presence of missing or extra host atoms (2),
from the random arrangement of host atoms ((4), (5), and (6)), and from
‘architectural’ disorder (5). Of course, ‘architectural’ disorder can also occur
through the presence of dislocations; as the dislocation density is increased, we
go over gradually from a crystalline to a non-crystalline substance.

3. ONE-ELECTRON ENERGY LEVELS

A pumber of attempts to calculate the electronic energy level distribution in
disordered crystals have been made in recent years. A good deal of useful
qualitative information has already been obtained by the examination of idealized
one-dimensional alloys. Some inroads into the more difficult problem of a
realistic three-dimensional alloy have been made with the aid of perturbation
techniques. In the present section we will survey some of the recent theoretical
work on alloys, emphasizing those conceptual aspects which are particularly
pertinent to semiconducting alloys.
As is well known, the problem of determining the energy levels of electrons in

a perfect crystal is greatly simplified by the translational symmetry of the
crystal. In fact, it is possible to obtain an eigensolution valid for the entire
crystal volume merely by solving the appropriate wave equation within a single
unit cell. Since this simplification can no longer be made in the case of a dis-

" ordered crystal, it is much more difficult to study a disordered crystal than an
ordered one. ‘ -

 Inaperfect crystal, the electronic energy levels fall naturally into well-defined
bands. The transition from an allowed to a forbidden band of energies is abrupt.
Within a given band, each quantum state is characterized by a reduced wave
vector k. This follows from the fact that k is a constant of the motion, or, as it is
often expressed, k is a ‘good’ quantum number. Much of the theoretical work to
be described below has been concerned with determining the extent to which
the concepts of allowed bands, forbidden bands, and quantum states character-
ized by k carry over to the case of disordered crystals.

B 9
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James and Ginzbarg?? and Landauer and Helland 2 approached the problem
by constructing an idealized one-dimensional random alloy, and then determin-~
ing the energy level distribution by numerical methods. It was found that the
presence of disorder tends to smear out the transition regions between allowed
and forbidden bands, so that the density of states decreases gradually, rather
than abruptly, in the passage from allowed to forbidden bands. While these
direct calculations provide a useful qualitative picture of the effect of disorder
on the energy level distribution, they provide no general rules for the one-
dimensional case, and, more seriously, they cannot be extended in an obvious
manner to the practical case of three-dimensional alloys,

Various authors, including Saxon and Hutner?, Luttinger?®, Kerner??, Hart?8
and des Cloizeaux®, have treated idealized one-dimensional alloys by analytical
rather than numerical methods, in the hope of formulating general principles
relating to the energy level distribution. Some progress has been made in the
direction of answering such questions as the following: What is the probability
that a given energy in a binary alloy AB is allowed (forbidden) if the correspond-
ing energy in the pure constituents A and B is allowed (forbidden)?

While the above mentioned one-dimensional studies are instructive, they do
not provide the type of quantitative information—such as the detailed form of
the transition regions—that is essential to the analysis of three-dimensional
alloys. In particular, there is reason to believe that the nature of the transition
region depends upon the dimensionality of the crystal, so that the results for
one-dimensional cases are not directly applicable to two- or three-dimensional
" cases. For information pertinent to three-dimensional problems, it is necessary
to turn to the early work of Nordheim®® and Muto®, and to the more recent
work of Parmenter®? 3 34 all of which are based on perturbation methods.
Since some of this work employs Nordheim’s virtual crystal mode! of an alloy,
it is desirable to introduce the virtual crystal concept at this point.

Consider an aggregate of atoms arranged at random on the sites of some
periodic lattice. The potential acting on an electron moving through the dis-
ordered alloy formed by the random configuration of atoms can be decomposed
into a periodic part and a non-periodic part, as follows:

Valloy(r) = Vperiodic(r) + Vnon-periodic(r)'

The decomposition is carried out in such a manner that the periodic part is the
average of the alloy potential over all possible random configurations of atoms in
the alloy, consistent with the given composition of the alloy. Vion periodic (%)
is then the deviation of Vy,, (¥) from its average, V jeriogic (¥). In 2 given alloy,
the non-periodic part will have a form which depends upon the specific
arrangement of the atoms, while in an ensemble of alloys of given composition,
the non-periodic part will have definite statistical attributes. The virtual crystal
is defined by the periodic component, and the effect of disorder is represented
by the non-periodic component.

Nordheim3® used the virtual crystal concept in the course of a study of the
residual resistance of alloys. He proceeded essentially by first order perturbation
theory, regarding the virtual crystal potential V. oq; (r) as the unperturbed
potential, and the disorder potential ¥, nerioaic (¥) as the perturbing potential.
Somewhat later, Muto®! attempted to calculate the energy level distribution of an

10
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. éﬂoy onthe basis of the virtual crystal viewpoint. Muto reasoned that the average °
‘over the Bloch functions of the virtual crystal is zero, so that there is no shift in
_ the-energy levels produced by disorder in the first order of perturbation theory.
. He suggested that a smearing of the band edges would take place in the second

order ofperturbation theory.
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Figure 3a. dn/de versus ¢ for various values of ¢, (Parmenter®),

- Subsequent work by Parmenter® 3 extended the virtual crystal approach to
* the higher orders of conventional perturbation theory. Parmenter showed that
the higher orders have only a minor effect on the energy level distribution near
the middle of an unperturbed band. Near the top or bottom of an unperturbed
band, however, the higher orders can have an important effect. In general, even
orders of perturbation theory tend to raise or lower band edges according to
whether the perturbing potential, V., periodgic (), is predominantly repulsive or

11
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attractive, respectively. Odd orders of perturbation theory, other than first
order, always tend to move the band edge out into the forbidden band, irrespec-
tive of the nature of the perturbing potential. The net effect is that band edges-
are smeared out into the forbidden bands. For three-dimensional alloys, this
smearing is always finite in extent, so that the forbidden bands need not dis-
-appear together. ’
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Figure 3b. dy/de versus ¢ for various values of e, (Parmenter®®).

The contribution of second order perturbation theory to the smearing of a
band edge can be seen from Figure 3, taken from Parmenter3?. In this figure,
€ is proportional to the energy and dy/de to the density of allowed states per
unit energy. The parameter ¢, determines the shape of the energy tail extending
into the forbidden band; e.g. ¢, = 0 corresponds to a vanishing perturbation
potential. ,

Under conditions. that a perturbation approach is valid (see below), it is

12
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possible to label the quantum states in the disordered alloy by band indices and
reduced ‘wave vectors k. This follows from two considerations:

"(1) A conventional Brillouin zone scheme and conventional energy bands can
be associated with the periodic virtual crystal potential.

2) Perturbation theory prov1des a bridge between the case of strict periodicity -
and the case of disorder in the limit of vanishingly small disorder.

Fxgure 4. E versus k for various values of E,,
(Parmenter®).

Although k is not really a good quantum number in a disordered alloy, however
small the disorder, it can be used to label the quantum states in a restricted
sense. To this extent, it can be employed®? in connection with the determination
- of such quantities-as the density of allowed states per unit energy, the expecta-
tion value of velocity of an electron, and the electron effective mass (the pro-
_portionality constant relating an externally applied force and the resultant
acceleration of the electron). °
In Figure 4 are shown the E(k) curves correspondmg to some of the density-
of-states curves of Figure 3. An examination of the low-energy tail suggests
that rather large velocities and rather small effective masses may result from the
alloying in this energy region. While these effects tend to increase the electron
mobility, they are probably offset by the incoherent scattering resulting from the
disorder, so that the net effect would be a decrease in mobility with alloying,
rather than an increase. A further effect which may be predlcted theoretically®

13
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is that, upon alloying, anisotropic effective masses at the bottom or the top of an
energy band will become more nearly isotropic.

The virtual crystal approach leads to wave functions which can be misleading
unless properly interpreted. In the case of a germanium-silicon alloy, for
example, it is expected on physical grounds that a state near the bottom of the
valence band has a wave function which resembles a germanium 4s atomic
orbital in the neighborhood of germanium nuclei, just as this wave function
should resemble a silicon 3s atomic orbital near the silicon nuclei. If the virtual
crystal concept is misinterpreted it might be thought that the nodal structure
of the wave function is averaged in the same manner as the potentials, so that
the state just considered would have a wave function with a nodal structure
intermediate between germanium 4s and silicon 3s near all the crystal nuclei.

When properly interpreted, the virtual crystal approach requires that a given
wave function have the appropriate nodal structure everywhere in space. A
recent formulation by Parmenter®?, which, incidentally, is particularly suitable
for actual numerical calculations, guarantees that the electronic wave functions
behave properly in the vicinity of each crystal nucleus.

Muto’s®! utilization of non-degenerate perturbation theory, in conjunction
with the virtual crystal model of a disordered alloy, has been criticized by James
and Ginzbarg® on the ground that the perturbing potential mixes originally
degenerate states together. While it is true that degenerate perturbation theory,
rather than non-degenerate perturbation theory, must be employed when the
calculation is restricted to a given order, Parmenter3?- 3. 3¢ has pointed out that

.the non-degenerate form is justified as long as one is prepared to carry the
calculation to all orders of perturbation theory.

Under certain conditions, all of the states in the virtual crystal energy bands
are modified only slightly by the presenceof disorder. When this situation obtains,
it is expected that all the states can be correctly represented by rapidly conver-
gent perturbation-type expansions. If the presence of imperfections leads to a

_splitting-off of some states from the virtual crystal energy bands, the split-off
states, and the remaining states as well, cannot be treated by perturbation
methods, since the perturbation expansions diverge. When there is very sub-
stantial disorder present, the perturbing potential may be so large that a per-
turbation treatment fails. Such questions as these have received some attention®,
but deserve further study.

The electronic states which are split-off from the unperturbed energy bands
by the presence of imperfections are of particular interest in semiconductors,
since they form the donor and acceptor states. For sufficiently small impurity
concentrations, the energy levels associated with these localized states will be
sharp, and the associated density-of-states curve will be a delta function centered
on the energy of these levels. As the impurity concentration increases, the
impurity-level wave functions centered on neighboring impurity atoms will
start to overlap, causing the originally sharp levels to spread into a narrow band
of energies—the so-called impurity band.

A number of attempts have been made to study impurity bands theoretically,
in particular, to determine the density-cf-states curve. The one-dimensional
model of an impurity band studied by James and Ginzbarg?® has already been
mentioned. The main objection to this model is that it is one-dimensional, so
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that conclusions reached need not necessarily apply to three-dimensional
problems. For example, there will always be at least one discrete state associated
" with an impurity atom in a one-dimensional problem, no matter how small the
perturbing potential of the impurity is. On the other hand, small localized per-
'turbmg potentials do not necessarily give rise to discrete states in three d1men-
sions,

. A number of workers3-38 have assumed that the impurity atoms form a super-.
lattice in the host crystal. By this assumption, the problem is given spatial
. periodicity, so that a conventional energy-band solution may be obtained.
Unfortunately, such an assumption removes one of the most important features
of the problem—iz. the disorder. A three-dimensional model which attempts
to take the disorder into-account has been studied by Aigrain and Jancovici®®: 49,
These authors obtained the expectation value of energy with respect to approxi- -
mate, mutually orthogonal wave functions which were so constructed as to
incorporate the disorder of the problem. It was possible to define a pseudo-
quantum number k, having the significance that the density-of-state curve
could be obtained from the energy E(k) in exactly the same manner as for an
ordinary energy band.

The width in energy of a band formed by a superlattice of impurity atoms will
vanish in an exponential fashion as f, the mol fraction of impurity atoms, goes
to zero. This results from the nature of the overlap of the impurity atom wave
functions. On the other hand, the bandwidth associated with a disordered set of
impurity atoms will vanish much less rapidly with vanishing f. This difference
in-behavior results from the fact that the disorder admits of the possibility that
two impurity atoms may be close together even when f is small.

In summarizing this section, it may be said that considerable progress has
been made, particularly in recent years, in obtaining a conceptual understanding
of the nature of electronic energy levels in disordered alloys. Despite this, much
work remains to be done. For example, the present status of this work in no way
compares with the advanced state of development of the theory of energy bands
of a perfect crystal®'—especially with regard to numerical calculations on
spec1ﬁc systems. Concerning the even more difficult problem of energy levels
in liquids®*- 43 or amorphous solids®, very little work has been done.

[Note added in proof.] Mott*32 has recently raised an objection to the view
expressed by some writers on impurity band conduction that, with only one
type of impurity center present, an array of singly charged centers can be

treated as a half-filled band, the gap between this band and the conduction band
- decreasing to zero as the concentration increases. The view to which Mott
objects is based on the Bloch-Wilson theory of semiconductors, According to
this theory, there will always be conduction in the band produced by an array,
ordered or disordered, of singly charged centers, and the effective mass of the
free carriers will decrease continuously as the impurity concentration is increased.
If the only type of impurity present is an aggregate of divalent impurity atoms,
the -Bloch-Wilson theory predicts that, at absolute zero temperature, there is
no -conduction in the (filled) ground state impurity band until such high
concentrations are reached that this band overlaps the next highest impurity
band.

Mott argues that the Bloch-Wilson theory does not provide the correct
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description of the wave functions of electronic states associated with sufficiently
dilute concentrations of monovalent or divalent impurity atoms embedded in a
semiconductor. Below a critical impurity concentration, Mott believes these
wave functions to be highly localized at the impurity sites, rather than non-
localized and extending over the entire crystal (Bloch-like wave functions).
There would be no electrical conduction according to such a picture. When
the impurity concentration exceeds a certain critical value, Mott suggests that
the impurity-state wave functions suffer a drastic change in character, changing
from ones having a localized nature to others having a non-localized nature.
It is predicted that a sudden onset of conduction in the impurity band system
accompanies this drastic change in the character of the impurity-state wave
functions. Although this theoretical prediction is not borne out by the available
experimental evidence, Mott feels that more refined measurements on single
crystal samples will bear out his contention.

In considering Mott’s work, it should be recalled that the Bloch-Wilson
energy band theory is based on the one-electron approximation. What Mott is
doing, in effect, is going beyond the conventional one-electron approximation,
and introducing correlations between particles (electrons at impurity centers
and their parent impurity atoms) not given by the Block-Wilson (or Hartree-
Fock) scheme. The adequacy of Mott’s qualitative approach cannot be judged
in the absence of a simple, quantitative many-electron theory of electrons in
crystals.

It has been emphasized by Conwell®®?, and also by Mott#®, that impurity
- conduction in compensated samples can have a character quite different from
that in uncompensated samples, z.¢., in samples having only one type of impurity
present. Consider an N-type semiconductor having (per unit volume) Np
donor levels and a smaller number N 4 acceptor levels. It will be assumed that
the donor and acceptor impurity atoms have hydrogen-like impurity states.
At the absolute zero of temperature, all the acceptor levels will be occupied,
and negatively charged, since there are enough donor electrons present to fill
the holes in the valence band created by the presence of the acceptor atoms.
Under these conditions, there will be NV p—N 4 neutral donor atoms, and N4
positively charged donor atoms with an unfilled level. These vacant sites (posi-
tive holes) can always jump to adjacent, occupied donor sites, provided these
adjacent sites are sufficiently close. Clearly, the jumping of the positive holes
from donor site to donor site allows for P-type electrical conduction,

According to Mott#33 and others®¢: %3d, an activation energy must be
associated with the jumping of vacant sites, and the existence of such an acti-
vation energy will have a profound effect upon the temperature dependence of
the associated electrical conduction. James®d and Anderson?3d have gone even
farther, and postulated the existence of networks of closely spaced sites,
along which the conduction occurs in a threshold impurity concentration
range. 'This follows from the fact that the probability of jumping decreases
with increasing separation between sites, so that the actual, overall jump path
will be determined by networks of the most closely spaced sites. James#3d
has shown that the formation of these networks can be treated to advantage by
methods well known in high polymer theory, while Anderson®d has reported
a successful treatment of this problem by a different method.
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4, LATTICE VIBRATIONAL SPECTRUM

. The problem of determining “the vibrational spectra of dlsordered crystals

. can be approached theoretically from several points of view. First, the dis-
- ordered crystal can be replaced by the corresponding virtual crystal, and the
spectrum of the latter can be calculated by standard methods. Next, an attempt
can be made to obtain rigorous solutions for highly idealized models, and then
infer from the results the nature of the solutions for more realistic cases. Finally,

_in the limit of extremely dilute alloys (very small amount of disorder), the
problem can be treated in a variety of ways by perturbation methods. Some of

~the work which has already been done along these lines will be reviewed briefly
below.

It should be noted at the outset that the problem of deducing the vibrational -
spectrum of an alloy is in many respects analogous to that of finding the spectrum
of one-clectron energy levels in an alloy. In each case there is an eigenvalue
equation to be solved, and in each case the complicating factor is the presence of
disorder. Information of a qualitative nature obtained by solving either prob-
lem is often directly applicable to the other. For example, just as certain inter-
ruptions in the crystal periodicity give rise to localized electronic states, so are
particular structural imperfections expected to result in localized normal modes
of vibration.

According to the. virtual crystal approximation, an alloy is replaced by an
equivalent perfect crystal in which each lattice site is occupied by the appropriate
type of virtual atom. The force constants which enter into the dynamical theory
must be taken as suitably averaged quantities. As an illustration of the method%
consider a germanium-silicon alloy having the composition Ge,Si;_;. The virtual
crystal is a diamond-type crystal, so that the results of Smith’s work on diamond*
are pertinent to the mathematical development of the theory.

The lattice vibrational Hamiltonian for a germanium-silicon alloy has the
following form#:

I =—h?[2 [fZ]MGe"1 ?loX%ge + (1—f) X Mgi=1 8/oX2g1]--f2/2 E E
?0X ge 8Xc,e+2f (1—-pH/2 2 E 9%/0X ge 3sz—!—(1 —f)¥2 E 2 10X 81 8X51
. - (1)
where M ge and M; are the masses of germanium and silicon atoms, and X is
the nuclear displacement from equilibrium. The summations are carried out
_over all lattice sites as indicated. In order to apply the virtual crystal approxi-
mation, it is necessary to average the various terms in the Hamiltonian (1)
over all random configurations consistent with the composition Ge,Si;_4. The
outcome is that an atom of sultably averaged mass M(f) is placed at each lattice
site; also, each pair of atoms; 7, j, is coupled by a suitably averaged force con-
stant [ 92/0X;0X;];. It follows from (1) that:

M-1(f) =f Mg +(1—f) Mgt )

[P0X X)), = (f* P/0X cedX ce+2(1—)P/0X o 0Xs1 - - . (3)
+(1—f)? PloX s 0X 1.

If we assume that the coupling between a Ge-Si pair is the arithmetic average of
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the couplings between Ge-Ge and Si-Si pairs, (3) reduces to:
[0°/0X,0X;); = f 0/0X GedX ge+(1— f) 0%/0X 510X st NN )

If attention is restricted to nearest-neighbour interactions, the coupling
constants on the right-hand side of (4) can be determined from elastic constant
data®s, Carrying out the necessary calculations®, it is found that the virtual
crystal approximation predicts a substantially linear variation with composition
of nearly all the normal modes of vibration, and hence of the lattice spectrum
as a whole. Further analysis* suggests that the virtual crystal approximation is
satisfactory for long wavelength acoustical modes, but not for other types of
modes.

A rigorous solution for the vibrational spectrum of a one-dimensional chain
has been given by Dyson?”. The chain is composed of point masses with nearest
neighbors coupled by elastic springs obeying Hooke’s law. Considering only
longitudinal vibrations, and regarding the masses and strengths of the springs
as random variables, Dyson derives in closed form an expression for the normal
mode distribution. The result depends, of course, on the probability laws that
are taken to represent the distribution of the masses and spring constants.
Dyson’s study of a special case suggests that as these distributions become wider
and wider, the high-frequency portion of the spectrum grows at the expense of
the low-frequency portion, and the upper extremity of the spectrum changes
from a form having a sharp cut-off to one having a long tail.

Unfortunately, multi-dimensional problems do not appear amenable to treat-
" ment by the elegant formalism developed by Dyson for the one-dimensional
case. About the best that can be done at present on the theoretical side is to
consider multidimensional cases in the limit of vanishingly small disorder.

One of the first studies along these lines was that of Stripp and Kirkwood?8,
They investigated the vibrational spectrum and partition function of very dilute
(three-dimensional) alloys by means of a powerful perturbation technique. A
classical, closely packed, monatomic crystal served as the model, and the nearest-
neighbor, harmonic approximation was employed in formulating the problem.
The only defects considered were small numbers of vacant lattice sites. It was
found that the influence of these vacancies on the thermodynamic properties
increases in relative importance with the absolute temperature. Another inter-
esting result was that a pair of vacancies will attract each other with an average
force whose potential diminishes asymptotically as 1/R?, where R is the distance
of separation of the vacancies.

Montroll and Potts*® 50 have also examined theoretically the effect of local-
ized defects on the vibrations of a crystal. Their approach is somewhat more
general than that of Stripp and Kirkwood, in that the localized defects can be
impurity atoms and interstitial atoms as well as vacancies. Montroll and Potts*®
find: (1) that the vast majority of the normal modes are perturbed only slightly
by the presence of defects, and (2) that various types of defects can cause
localized normal modes whose effect dies out rapidly with distance from the
defect. These localized modes have vibrational frequencies which are dis-
placed out of the frequency bands of the perfect crystal. In this respect they
resemble localized electronic impurity states in semiconductors.

Montroll and Potts?? also develop a theory of the interaction of two defects
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" _as-a function of their distance of separation. The change in the zero-point energy :

- of the crystal produced by the introduction of a defect pair was determined in the
. range of very low temperatures. The calculations show that like defects attract
. each other in a monatomic lattice. In their most recent paper®’, they also con-
sider the interaction between localized defects and the boundaries of the crystal.
They find that the defects will be attracted or repelled by the boundaries, de-
peniding upon the nature of the defects.

- The lattice spectrum of a non-dilute alloy can be determined by experimental
methods as well as by theoretical ones. In fact, certain experimental techniques
seem ideally suited to the problem.. The methods of temperature-diffuse X-ray
. scattering® and cold neutron scattering® have already proved their value in

- studies of metals and metallic alloys; if applied to semiconductor alloys they
might yield valuable information. Investigations of the infra-red lattice absorp-
tion and of the Raman effect are also likely to provide important information
bearing on the lattice spectrum.

5. OPTICAL PROPERTIES

In general, the intrinsic and extrinsic optical properties of a semiconducting
alloy will depend upon (1) the nature of the electronic' quantum states; (2) the
nature of the lattice vibrational spectrum; and (3) the coupling between the
electrons and the lattice vibrations. As long as ordering effects do not occur,
these three factors may be expected to vary in a continuous manner with com-
position in a given alloy system. Therefore, a continuous variation of the optical
properties with composition is anticipated.

This expectation is generally borne out by the experimental results (see
references in Table 1). For example, the threshold for fundamental absorption
(due to electronic transitions across the forbidden band) is found to shift gradu-
ally with composition in a number of alloy systems, including the following:
Ge-Sil% 53, 54; Se—Te%; InP-InAs5%; and GaP-GaAs®8. For the Ge-Si system,
data are available over the entire composition range, while in the other three
.cases some ranges have not yet been examined. In some systems, notably Ge-Si
and GaP-GaAs, the rate of change of the absorption edge with composition has
markedly different values at different compositions. While a gradual variation
in the rate of change does not call for any detailed explanation, a discontinuity
of the type observed in the Ge~Si systems (see below) needs an interpretation.

Because of this unusual behavior, it is instructive to consider the Ge—Si alloys
in some detail. In Figure 5 is'shown the experimental data for the variation of
the optical gap with composition, as reported by Johnson and Christian'?. Note
that the curve exhibits a marked change in slope in the neighborhood of 15
atomic per cent silicon. In order to explain this unexpected- behavior, it is
necessary to consider the energy band structure of the separate components,
and of the intermediate alloys (see Figure 6). ‘

“For both germanium and silicon, the valence band edge (i.e. absolute maxi-
mum) occurs at the central point of the reduced zone. The conduction band edge
liés along the [111] and the [100] axes of the reduced zone in germanium and
silicon, respectively. Since a good deal is known about the band structure of
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the two extremes? 3 4, including the gross topology of the lowest conduction
bands and the highest valence bands, it is a relatively simple matter’” to predict
what sort of change in the band structure with alloying would lead to the experi-
mental results shown in Figure 5. For example, it may be inferred from the
results of some theoretical work58 that the valence band edge remains at the
central zone point over the entire composition range, and, further, that the
major changes occur in the conduction band structure. Of course, the spin-
orbit splitting between certain pairs of bands will vary with composition, but
this feature is of no real importance for the problem at hand.
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Figure 5. Variation of the energy gap in germanium—

silicon alloys with mol per cent silicon, as deter-

mined by optical absorption measurements. (Johnson
and Christian*7)

As silicon atoms are substituted for germanium atoms, the three types of
minima in the lowest conduction band of germanium (see Figure 6¢c) move
away from the highest valence band state, but at different rates. The [000]
minimum rises most rapidly, and the [100] minima least rapidly, the motion of
the [111] minima being intermediate. For the moment, the role that phonons
play in assisting the optical absorption will be ignored, and the intermediate
alloys will be treated in terms of their virtual crystals. The threshold for absorp-
tion is then determined by the energy separation between the top of the valence
band and the bottom of the conduction band, irrespective of the location of the
latter in the reduced zone. '

On the basis of these remarks, it is clear that the rapid change of the optical
gap in the range 0 to 15 atomic per cent silicon can be attributed to the rapid
motion of the [111] minima relative to the valence band edge. At about 15
per cent, the [111] minima rise above the [100] minima, and the relatively slow
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Figure 6. Schematic diagrams of electronic energy bands of
(a) pure silicon, (b) germanium—silicon alloy, composition 85/15
and (c) pure germanium. For reasons of simplicity, the spin-orbit
splitting is not shown. In all three cases, the top of the valence
band is at the central zone point. In (a) and (c), the bottom of the
conduction band lies along the[100] and the [111] axes respectively.
In (c), the [000] minimum and the [100] minima lie 0-10 and 0-18
eV above the [111} minima, respectively. In (b), the bottom of the
conduction band occurs along both the [100] and the [111} axes.
Symbols such as X, denote the symmetry classification of the
electronic states, in the conventional group theoretical notation.
: ‘ (After Herman® ®7» 58)

change in the remaining composition range is due to the slower motion of the
[100] minima. In going from pure germanium to pure silicon, the conduction
band electrons first occupy states only near the [111] minima, then near both
the [111] and the [100] minima, and finally only near the [100] minima. The
. conduction band edge switches its location in the reduced zone at some critical
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composition, which, according to the experimental evidence!?, is approximately
15 atomic per cent silicon. While the [111] and the [100] minima are within a
few kT of each other on an energy scale, states near both types of minima will be
occupied.

As has already been mentioned, the valence and conduction band edges in
Ge-Si alloys occur at different positions in the reduced zone over the entire
composition range. Since optically induced electronic transitions involving a
change in k require the assistance of phonons, a detailed study of the optical
absorption as a function of composition must take into account not only the
change in band structure with alloying, but also the corresponding changes in
the lattice spectrum and in the electron—phonon coupling.

Detailed measurements of the fundamental optical absorption in Ge-Si
alloys have been carried out by Braunstein®® and by Moore®. Using the pheno-
menological theory of Macfarlane and Roberts®® as a guide, Braunstein and
Moore are able to determine the composition dependence of the forbidden band-
width to a high degree of precision. Their results agree qualitatively with those
reported previously by Johnson and Christian'”. In addition, Braunstein and
Moore are able to deduce the frequencies of the phonons which assist the non-
vertical electronic transitions. The variation of these phonon frequencies with
composition lends further credence to the theoretical interpretation®” of the
optical behavior. Finally, Moore> has examined the effect of alloying upon the
absorption due to vertical (k-conserving) electronic transitions, atthe germanium-
rich end of the range. He found that the motion of the {000] minimum is roughly
" twice as rapid as that of the [111] minima, a result which is consistent with the
theory®?.

In summary, it might be observed that a study of the intrinsic optical pro-
perties can shed considerable light on the energy band structure of an alloy
system. The more that is known in advance about the band structure, the more
can be deduced from a careful examination of the optical properties. If the band
structures of the two extreme cases are known in sufficient detail, it will usually
be possible to predict the intermediate behavior with the aid of symmetry argu-
ments and topological considerations.

Let us now turn to some of the extrinsic optical properties, particularly the
absorption and emission associated with electronic transitions to or from localized
states due to the presence of impurity atoms. '

Consider first an impurity atom having a ground state energy level which lies
close (within a few hundredths of an eV) to the valence or conduction band
edge. Since the associated electronic orbit will extend over many hundreds or
thousands of atomic cells, this impurity state will not be greatly influenced by
the particular host atoms which happen to be its immediate neighbors. In such
cases, there will be only one donor or acceptor ground state over the entire com-
position range, and the energy level of this state will vary essentially continuously
with composition. Interesting effects may take place if there is a switchover in
the band structure bordering the impurity level. For example, in the case of
column V donors in the Ge-Si alloy system, there should be a change in the
multiplet structure®® and in the order of certain excited states as the critical
composition (15 atomic per cent silicon) is traversed.

For purposes of comparison, consider next an impurity atom having a ground
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" state energy level which lies deep within the forbidden band, say at least a few
. tenths of an €V away from the nearest band edge. The electronic orbit will now
be confined to relatively few atomic cells, so that the nature of the state will be

strongly influenced by the particular host atoms which occupy positions adjacent
to the impurity atom in question. Under such conditions, a multiplication in the

-number of ground states will occur as a sweep across the composition range is.
made.

This actually occurs in the emission spectrum of silver-activated zinc sulpho-

" selenides?0. As selenium is substituted for sulphur, the original emission bands
shift to longer wavelengths, and at the same time new emission bands appear

“which are also shifted to longer wavelengths with increasing selenium content.
The original emission bands are undoubtedly associated with a silver atom sub-
stituting for a zinc atom and having four sulphur atoms as nearest neighbors. On
this interpretation, the new bands would arise from silver atoms having one or
more selenium atoms as nearest neighbors. While the overall behavior is
continuous in the sense that emission bands grow or decay very gradually with
‘composition, it is certainly more complicated than the behavior in the previous
example, where instead of a multiplicity of ground state impurity levels, there
is only one. - '

The variation with composition of certain ionization energies of copper and
gold impurities in germanium-rich germanium-silicon alloys has recently been
studied by Schultz!, Now it is known®'2 that both copper and gold introduce
three acceptor levels in the forbidden band of germanium. In the. case of
copper, there are levels at 0-04 ¢V and 0-32 eV from the valence band, and an-
other 2t 0-26 ¢V from the conduction band. In the case of gold, the three acceptor
levels lie at 0-15 eV from the valence band, and at 0-20 eV and 0:04 eV from the
conduction band. Gold also introduces a donor level at 0-05 eV from the valence
band. Schultz finds that the 0-05 €V gold donor level moves away from the
valence band at a rate of 0-0028 eV per atomic percent silicon in the range
0 to 11 or 12 atomic percent silicon, At the latter composition, a rather.abrupt
increase in the rate sets in. The 0-15 gold acceptor level also exhibits a non-
linear composition dependence, as do certain copper and indium impurity
levels. According to Schultz, the rapid change of ionization energy with alloy
composition which has been found for gold, copper, and indium carinot be due
simply to a change of dielectric constant with composition, but rather must
involve a specific interaction between the impurity and its environment.

- The present state of our knowledge of the extrinsic optical properties of mixed
crystals may be summarized as follows: In the case of crystalline phosphor

" materials, there is a large amount of experimental data available'®. Most of these

data were accumulated in the course of investigations where practical objectives

were paramount. As a result of this situation, there exists a vast body of informa-
tion which is extremely difficult to interpret theoretically, partly for lack of
suitable theories, and partly for lack of precise information concerning the com-
position and structure of the materials in question. If progress in.scientific
directions is to be made; it seems essential that careful measurements be carried
out on highly purified single crystals. This approach is bearing fruit in the case
~of the Ge-Si alloys®?, and should prove equally valuable for more complicated
situations. - o
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6. TRANSPORT PROPERTIES

The phenomenolog1ca1 treatment of the transport of charge and heat in semi-
conducting alloys is formally identical to the approach in pure crystals. A re-

- laxation tirhe representing the scattering of the appropriate carriers is assumed,
and the electric or heat current obtained from the solution of the Boltzmann
transport equation. The disordered alloy character introduces effects which
must be included in the Boltzmann equation. Perhaps the most important of
these is the modification in the relaxation time brought about by the disorder.
In those alloy systems which have been studied in detail, the experiments indi-
cate a variation of the carrier relaxation time with the degree of alloying. Under
certain conditions, the disorder scattering can become the dominant scattering
mechanism.

The transport properties will also be affected by changes in the electronic
and vibrational quantum states, whether they are due to a variation of the virtual
crystal with composition in a given alloy system, or to the presence of disorder.
Unfortunately, it is difficult to separate these two classes of quantum state
changes by conventional experiments. The experimental data on the germanium~
silicon alloy system can be successfully interpreted in terms of virtual crystal
changes alone.

6.1. Virtual Crystal Effects

As noted in Section 3, an alloy can be represented by a virtual crystal, which
by definition is strictly penodm It follows from the definition that an energy
band structure can be associated with the virtual crystal, and hence with the
alloy itself. It must be borne in mind, however, that the presence of disorder
tends to blur the form of the band structure. In spite of this blurring, the
virtual crystal band structure remains a good first approximation to the electronic
energy level distribution. The object of this section is to present experimental
evidence, gathered from diverse studies of transport phenomena, supporting this
statement.

Cyclotron resonance absorption measurements® have provided detailed
information about the band structure of germanium and silicon, particularly the
shape of the energy surfaces near the bottom of the conduction band and the
top of the valence band: These experiments were. carried out at microwave
~ frequencies (in the range 10'° to 5 X 100 ¢/s) and required samples with long
scattering relaxation  times 7 (w7 > 1) to show appreciable absorption at the
resonant magnetic field value. Some crystals from the germanium-silicon alloy
system have also been studied® by this technique. Surprisingly enough, reson-
ance was observed with as-much as 5 per cent silicon in germanium, whereas
105 per cent of column III or column V impurities usually results in too small
a value of 7 for resonance to be resolved. The relaxation times in the alloys were
in the range 10~ to 4 X 10~ sec. Studies at 4:8 X 10 c/s were limited to
alloys of less than 5 per cent composition because of the decreasing relaxation
time with increasing alloying. .

Alloys of 0-9 and 5-4 per cent silicon in germanium exhibited the band struc-
ture of germanium. At the other end of the system, at least 1 per cent germanium
in silicon does not change the band structure from that of pure silicon. The
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“ effective masses in the alloys were within experimental error of the values found’
for the pure crystals. The theoretically predicted changes* in the effective
masses in germanium lie within the experimental errors of both the germanium
and the alloy measurements. Thus, the measurements do not disagree with the
predictions of the theory.

30 1 —
3 .
h4 N _
E .' J
+C
c /-\:\Lz__
Q20 - N
<
E b+c
2 N EPR S S —
@
2o
w
z
o.
>4 .
b3 \‘_
o —_—-x———i—’-‘-— 0 e SR — _ v
(o] 30 90 {00

MOL PER CENT SILICON
_IN GERMANIUM

Figure 7. Magnetoresistance of germanium~silicon alloys as a function of silicon content.
For energy surfaces with [111] symmetry, the function b -+ ¢ should be zero, while d depends
directly on the deviation from spherical symmetry. Thus b 4+ ¢ < b + ¢ + d_for [111}
surfaces, as fs the case for germantum. For energy surfaces with [100] symmetry, the function
b+ ¢ + d should be zero, with d again depending directly on the deviation from spherical
symmetry. Thusb + ¢ + d<€ b -+ ¢ for [100] surfaces, as is the case for silicon. (Glicksman®®).

i

- It may be concluded from the cyclotron resonance observations that alloys of
silicon with small amounts- of germanium have a virtual crystal like the pure
silicon crystal; similarly, alloys of germanium with small amounts of silicon
have a virtual crystal like the pure germanium crystal. Since these observations
do not extend beyond 5 per cent alloy composition, they do not provide informa-
tion about the behavior at intermediate compositions, in particular at 15 per
cent silicon in germanium, where the most interesting effects should occur.
D.C. measurements may also give details of the band structure. Observations
of the galvanomagnetic effects in germanium® and silicon® have been inter-
preted®s. 8. 67 to yield information on the electronic band structure. The
magnetoresistance observed has a symmetry (with respect to the crystalline
axes) which depends on the symmetry of the energy-momentum relations
obeyed by the electrons. Fortunately, the electrons in germanium (with [111]-
symmetry energy surfaces) have a magnetoresistance effect considerably different
from that of the electrons in silicon (with [100]-symmetry energy surfaces).
The combinations of observed magnetoresistance data®® which bring out the
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differences in symmetry are plotted in Figure 7. There is an obvious change in
this symmetry in the region 10-20 per cent silicon in germanium from the [111}-
symmetry for the alloys of less than 10 per cent silicon to the [100]-symmetry for
alloys of greater than 20 per cent silicon in germanium. In the 10-20 per cent
silicon range, the data have been interpreted®® as due to a sum of contributions
from electrons in [111]-oriented energy minima and from electrons in [100]-
oriented energy minima. These results substantiate the band structure suggested
by Herman®? for the alloys to explain the optical absorption experiments??.

A combination of Hall and magnetoresistance measurements can be used to
calculate the asymmetry of the energy surfaces®: 8. 87, provided the relaxation
time introduces no additional asymmetry. If this latter assumption is correct, the
asymmetry in the effective mass of the alloys’ [111] surfaces does not vary outside
experimental error for alloys of composition from pure germanium to about
16 per cent silicon in germanium®®. The observations on alloys of 25 per cent
silicon in germanium give an asymmetry®® in the [100] surfaces which is the
same as that found in silicon, within experimental error. The galvanomagnetic
observations on the germanium-silicon alloy system show that the lowest con-
duction band changes, from that found in germanium to that found in silicon, at
an alloy composition of about 15 per cent. The character of the bands in the
alloys seems quite similar to that found in the pure material.

The information available on other systems is not as extensive as that for the
germanium-silicon system. Hall, Hedden and Turner?® have made use of their
measurements of the variation of the conductivity of selenium-tellurium alloys
with temperature, to calculate the energy gap as a function of composition.
Their first observations yielded an energy gap versus composition curve contain-
ing both a maximum and a minimum; this result has yet to be verified. Nuss- .
baum™ has measured the Hall mobility of alloys of up to 13 per cent selenium in
tellurium. There is no consistent variation of the data with alloy composition in
that range. However, it was found that the Hall mobilities of holes in the alloys
varies as T—3/2, The complexity and corresponding lack of complete knowledge
of the band structures of selenium and tellurium make the data difficult to
interpret in terms of a consistent set of virtual crystals for the alloys.

The system HgSe-HgTe has been studied by Nikol’skaya and Regel.
Their measurements of the Hall mobility of electrons in polycrystalline samples

- of the alloys could be fitted by a smooth curve, with an indication of a maximum
toward the middle of the alloy range. Again, lack of a frame of reference hampers
aninterpretation; knowing littleabout the band structure of the pure components,
one can say nothing with confidence about the alloy behavior.

6.2. The Relaxation Time

In alloy systems, the relaxation time differs from that for a pure crystal
because of the scattering of the carriers by the disorder present. This problem
was considered by Nordheim3?, who calculated the scattering relaxation time =
for such random scattering in a metal alloy. It is instructive to compare this
scattering with that caused by the thermal vibrations of the atoms in the lattice.
In the alloy disorder case, Nordheim found that:

l/r = Gif(1 —))EV2,
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" where E represents the energy and where Ci is a temperature-independent
- factor which includes the strength of the scattering and the effective masses of

. the electrons.

For thermal vibrations, the relaxation time is given by the following expres-

sion:
1/r = CoEV2,

where Cg includes the strength of the scattering and is proportional to the

" temperature. Since the two relaxation times have the same energy dependence,
the mobility, Hall effect, and magnetoresistance can be easily calculated when
both must be included. The reciprocal of the carrier mobility in a semiconductor
alloy will then be the sum of two terms, one representing the disorder scattering,
and the other the thermal lattice scattering. The former will vary with the con-
centration as f (1 — f), and with the temperature as T%/2, whereas the latter will
be proportional to T2,

A somewhat different approach has been followed by Brooks? in considering
the disorder scattering, with application to the germanium-silicon system. The
potential function of the alloy is represented in terms of the band energies of the
pure elements arranged at random. The scattering relaxation time has a form
similar to the one quoted above, and the mobility has the same T1/2 temperature
dependence as noted above. Brooks estimated the parameters in his expressions
from measured data on germanium and silicon. He predicted that the disorder
mobility would equal the thermal mobility at room temperature for an alloy
of 8 per cent silicon in germanium.

Levitas™ has measured the conductivity and Hall effect in the range
100-300° X for P-type germanium-silicon alloys. Unfortunately, most of the
samples were polycrystalline, with varying impurity concentrations, but the main
features observed are significant. Levitas noted that the mobility decreased with
alloying, and varied less strongly with temperature in the alloys (of less than 60
per cent silicon) than in pure germanium or pure silicon. This is the behavior
expected if the disorder scattering contributes to reducing the mobility, because
the disorder mobility varies less strongly with the temperature than does the
thermal scattering,

Some measurements by Glicksman®8 of the room temperature Hall mobility
of electrons in germanium-silicon alloys are ‘plotted as a function of alloy com-
position in Figure 8. The alloy samples studied were N-type single crystals.
Observations of the mobility between 80 and 300° K for some of the samples
(5-7 per cent silicon) could be interpreted as a sum of contributions from ther-
mal scattering and disorder scattering. At room temperature the disorder con-
tribution was about equal to the thermal vibration contribution for an alloy of
9 per cent silicon in germamum This result is in good agreement with the values
calculated by Brooks?.

The solid curve in Figure 8 is calculated using the above information to deter-
mine the strength of the disorder scattering. The change from the high mobility
[111] minima to the lower mobility [100] minima causes the calculated decrease
in the 10-20 per cent region. However, the observed mobility in this two-band
region is considerably lower than that represented by the solid curve. In order
to fit the data, an additional scattering mechanism must be included which lowers
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the mobility when the two bands are close together. Inter-band scattering be-
tween the [100] family of spheroids and the [111] groups may be the mechanism.
This was suggested by Brooks and Paul™ to explain the great decrease in mobility
they observed in measurements of germanium and of germanium-silicon alloys
under pressure. The application of pressure is believed to cause thg [11 1;| and !:he
[100] minima to approach each other. The results of the calculations 1.ncludmg
inter-band scattering are shown in Figure 8 as a broken curve, which is a good
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Figure 8. Hall mobility of electrons in germanium—silicon alloys

as a function of silicon content. The curves are calculated for the

two cases labelled; the cirvcles are the experimental points.
' (Glicksman®?).

fit to the data. The mobility in the alloys falls off with alloy composition just as
is to be expected if due to disorder scattering, at least for the alloys where the
conduction is almost entirely in one band. '

Mobility measurements by Nussbaum? in the selenium-tellurium system
showed no consistent variation with alloy composition; in particular, there was
no strong decrease evident. It is possible that the failure to see disorder scattering
is due to a thermal vibration scattering so large that it entirely masks the disorder
scattering.
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" ‘Folberth®® has reported values of the Hall mobility in polycrystalline samples
of InAs-InP alloys. The mobility drops rapidly from the InAs value of 20,000
cm? V- sec™? to about 8,000 cm? V-2 sec™? for 20 per cent InP, the latter value
being about twice that observed in pure InP. Since the band structures of the
individual components are as yet undetermined, the virtual crystal properties
. .are unknown, and definite conclusions cannot be drawn from these data with
regard to-disorder scattering effects. Measurements on single crystals of higher
purity in these systems should prove as enlightening as those made in the simpler
- alloy system of silicon and germanium.

Very little attention has been directed to the thermal properties of semi-
¢onductor alloys. In a review article?, Joffe and Joffe report results obtained
for Ge-5i alloys, Si~Sn alloys, and PbTe~PbSe alloys. In all these cases it is
found that alloying reduces the thermal conductivity considerably. Values for
the Ge-Si alloys at room temperature given in this article are 0-145 cal cm—!
sec~! deg K- for pure germanium, and 0-008 cal cm~? sec~* deg K-* for a high
composition alloy (assumed to have about 50-60 percent silicon content).
The authots do not quote the source for these measurements nor the condition
of the alloy material. Observations made by Steele?” on homogeneous poly-
crystalline alloys also show a rapid decrease of the thermal conductivity with
alloying in this system. His measurements give a minimum thermal conductivity
at room temperature of about 0-025 cal crn—1 sec—! deg K1, for alloys containing
50-60 percent silicon. The alloys also show a temperature dependence of the
thermal conductivity considerably weaker than that found in the pure compo-
nents. In the case of the PbTe-PbSe alloys?. the thermal conductivity is
independent of temperature over a considerable range below and above room
temperature. .

In order to explain these results, Joffe and Joffe assume that the transport of
heat energy by the diffusion of phonons is the dominant mechanism governing
the thermal conductivity. They then consider the factors determining the mean
free paths of the phonons. Because phonons have rather short wavelengths, at
least compared with the electrons or holes responsible for electrical conduction,
their mean free path is much more sensitive to local deviations from the regular
periodicity of the perfect crystal than is the mean free path of electrons or holes.
In an alloy, the disorder provides for abundant phonon scattering; the phonon
mean free path in a 50 per cent silicon-germanium alloy is of the same order as
. the atomic spacing. These considerations explain why the thermal conductwlty
is much more sensitive to alloymg than is the electrical conductivity.

7. CONCLUDING REMARKS

Present efforts to interpret the properties of semiconducting alloys lean heavily
on the results of the earlier investigations®: 78 of metallic alloys, especially in the
crystallographic domain. From a structural standpoint, semiconducting and
metallic alloys have much in common, and the similarities have been used to
advantage in recent semiconductor work. For example, it has been presumed
that the crystal structure of an intermediate’ (semiconducting) alloy would be
isomorphous with those of the pure constituents; and, further, that the lattice
constant in an isomorphous series would vary uniformly with composition.
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While other possibilities are conceivable, the above conjectures have invariably
been borne out by the experimental investigations.

The simplest approach to the theory of disordered crystals or alloys is the
virtual crystal approximation, which, paradoxically, ignores the disorder alto-
gether. According to this approximation, an alloy can be represented by a suitable
virtual crystal whose form depends upon the alloy composition. The nature and
distribution of the electronic and vibrational quantum states of a given alloy
are determined in large measure by the constitution of its virtual crystal counter-
part. The experimental evidence gathered to date suggests that the virtual crystal
approximation is quite adequate for studying the composition dependence of the
energy band structure of alloy systems. Refined theoretical treatments, which
specifically take into account the effect of disorder, predict additional effects,
such as the ‘tailing’ of energy bands. Since these specific disorder effects have
so far escaped experimental notice, they are apparently very small.

The germanium-silicon alloy system has been the main source of information
concerning the variation of the energy band structure in alloys with composition.
It has been possible to explore the band structure behavior as a function of
composition in a rational manner, and to interpret the optical and galvano-
magnetic data in considerable detail. The successful study of the germanium-
silicon alloy system owes a great deal to the previous work on the pure consti-
tuents. It is probably a general rule that a detailed knowledge of the band
structure of the separate components is a prerequisite to the successful explora-
tion of the intermediate alloys.

The disorder in alloys has a number of important consequences, the most
significant of these being the effect on the relaxation times of electrons, holes,
and phonons. In general, the mean free paths of carriers will be reduced by the
random deviations from strict periodicity. The reduction of the electrical and
thermal conductivities with alloying has been observed in a number of alloy
systems. In the case of the germanium-silicon alloys, the disorder contributes
importantly to the scattering of electrons, reducing the electron mobility in the
alloys to values well below those in the pure elements. A further reduction in
the electron mobility takes place in the neighborhood of 15 per cent silicon,
where the conduction band is defined by two groups of energy minima, the
[111] and the [100] groups. This further reduction can be explained in terms of
inter-band scattering, a mechanism which has often been employed in the
interpretation of the conductivity of transition metals and their alloys?. As
already mentioned, the presence of disorder modifies the electronic energy level
distribution, but this effect is small and the ultimate effect on the transport
properties is probably smaller still.

There are numerous problems which cannot be solved for the case of concen-
trated alloys, but which can be readily solved in the limit of infinitely dilute
alloys with the aid of standard perturbation methods. For example, in the theory
of lattice vibrations, it can be shown that localized structural defects usually
perturb most of the normal modes only slightly, and in addition, often give rise
to localized normal modes near the defects. These latter are analogous to the
bound impurity state of an electron in a semiconductor.

Relatively few semiconductor alloy systems have been studied so far, and the
behavior of only one of these, the germanium-silicon system, can be explained
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in some detail. While many of the results obtained in these studies bear a close
resemblance to the results for metallic alloy systems, some phenomena of
common occurrence in metallic alloys have not yet been observed for semi-
conductor alloys. For example, order—disorder transitions have yet to be seen.
The discovery of a semiconducting alloy exhibiting an order-disorder transition
should prove very fruitful because, for semiconductors, details of the energy
"band structure and carrier relaxation time are more directly available than for
metals.
_ While much more information is required before every aspect of alloy systems
is understood, the recent studies of semiconductor alloy systems have yielded a
good deal of information. When these studies are fully interpreted, they should
prove useful in furthering a general understanding of the solid state.
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PROPERTIES OF THE III-V COMPOUND
SEMICONDUCTORS

1. INTRODUCTION |

It is now eight years since semiconductor research was stimulated by the

- discovery of triode action in germanium, and the properties of germanium and

silicon continue to be exploited in many new devices. Although the importance

of these two materials remains as yet unrivalled in the semiconductor field,

there is a rapidly growing interest in a class of semiconducting compounds

formed from a combination of some Group III and Group V elements. This -
active interest originated principally in a publication by Welker' in 1952,
in which he outlined their properties and indicated their more obvious poten-
tialities. The present article will be concerned with a discussion of these materials
although they constitute only a part of the whole range of compound semi-
conductors?

The nine III-V compounds we shall consider are formed by combination of .
elements from the two groups of three, aluminium, gallium and indium, and
phosphorus, arsenic and antimony, as shown in the portion of the Periodic
Table (Table 1). Of these the indium compounds have been the most extensively

Table 1. Part of the Periodic Table.

Group

Period 111 B IVB VB
-3 Al Si | P
Ga Ge As
* ‘A’ sub-groups: fourth period transition metal
In Sn Sb
5

‘A’ sub-groups: fifth period transition metal

studied (in particular InSb), and aluminium compounds the least. This fact is
at Jeast partly explained by the high melting points of the aluminium compounds,
- which makes their technology more difficult.

All these compounds crystallize in the zinc blende structure similar to the
diamond structure characteristic of the Group IV elementary semiconductors.
Although the binding is predominantly covalent, an essential difference exists
between their properties and those of the Group IV elements. This originates
in the difference in the electronegativity of the constituent atoms which intro-
duces an ionic component into the binding forces. In particular, the introduction
of an ionic component appears to lower the total energy of the III-V system
relative to the corresponding Group IV element (e.g. GaAs and Ge, InSb and
Sn) with the result that the bonding is strengthened and the melting point
raised. The fact that the energy gap is increased relatively more than the
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melting point leadsto a series of semiconductors with lower melting points for
a given energy gap than the Group IV semiconductors. This is important,
since a large energy gap is necessary for high-temperature operation of rectifiers
and transistors, and a low melting point simplifies the processing of the material.

In addition, the type of bond formed in the III-V compounds has an im-
portant effect on the mobility of charge carriers, Although some of the com-
pounds have not been obtained in a sufficiently pure form for the lattice carrier
mobility to be assessed, it is apparent from experimental data on InSb, InAs,
InP, GaAs, GaSb that large electron mobilities are obtained, coupled with much
lower hole mobilities. The large electron mobility is in qualitative agreement
with theory which predicts that lattice mobility should be proportional to
m*=5/2 where the effective mass parameter m* is small in the case of most of
these compounds.

This group of materials covers a range of energy gaps from 0-17 eV for
InSb to several €V in the case of AIP. In view of the requirements for rectifiers
and transistors capable of relatively high temperature operation the compounds
AlSb, GaAs, and InP are of potential importance. The latter two materials may
offer an improvement on silicon in frequency behaviour owing to their greater
electron mobility. Against these possible advantages one must set the disad-
vantage of increased difficulty in the preparation and purification of a com-
pound semiconductor consisting of elements of markedly different volatility.
The compounds InSb and InAs, although unsuitable as rectifier and transistor
materials, possess extraordinarily large electron mobilities giving large Hall
and magnetoresistance effects which have been exploited in 2 number of devices.
It seems likely that another of their principal applications will be as long-wave
photoresponders, since InSb is sensitive out to 7 u, a longer wavelength limit
than for any other known responder.

It is intended to illustrate briefly in the following paragraphs the present-day
state of knowledge of these new materials, the difficulties associated with their
preparation and purification and also to give an impression of their ultimate
potential importance.

2. PREPARATION AND PURIFICATION OF III-V COMPOUNDS

In general, these compounds are prepared by direct combination of a stoichio-
metric mixture of the constituent elements at a suitable temperature either in
vacuo or in an inert atmosphere, The antimonides are the most readily prepared
since antimony has a comparatively low vapour pressure by comparison with
arsenic and phosphorus. Even at 1080° C, the melting point of AlSb, the vapour
pressure of antimony is only of the order of 10 mm of mercury. On the other
hand, phosphides and arsenides must be prepared with care if dangerously
high pressures are to be avoided at fairly low temperatures relative to their
melting points. For example, although the vapour pressure of arsenic at 600° C
is less than 1 atm, it rises rapidly above that temperature to approximately
8 atm at 700° C and 26 atm at 800° C. If the method of direct combination of
the elements is to be used to prepare arsenides, it is desirable to allow sufficient
time to elapse at a temperature below 650° C for appreciable combination to
occur. For example, GaAs, (melting point 1250° C) can be prepared safely in
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o s;aled evacuated silica tubes by raising the témperature to 1300° C in a con-

tinuous manner over a period of 48 hours. Similar considerations are necessary
in thé case of phosphides.

As an alternative to forming the compound from a stoichiometric mixture
of the components it is possible to crystallize quite large single crystals from a
10-20 per cent solution of phosphorus, arsenic or antlmony in aluminium,
gallium or indium?. This method has the advantage that it is only necessary to
heat the solution to a temperature slightly in excess of the solubility curve
temperature corresponding to the particular composition. Figure 1 shows

 phase diagrams of the In-Sb, Ga-As, Ga-Sb, Al-As, Al-Sb, In-As systems. The
crystals, which are formed by slow cooling, must be separated either chemically
or mechanically from the excess Group III constituent. Single-crystal plates
12 mm long X 1-5 mm thick have been obtained in this way. :

The possibility of solid solubility of either constituent in a binary compound
semiconductor is an important consideration. PbS is one example of a material
in which small changes in the composition, producing large modifications
of the electrical properties, are possible. Although phase diagrams for most of
the III-V systems are known, little detail is available in the immediate vicinity
of the stoichiometric ratio. It is believed, however, that the solid solubility of
the constituent elements in these materials may be small. For example, single
crystals of InSb have been grown from non-stoichiometric melts of different
composition (0-5 per cent either side of the 1:1 ratio) and no detectable change
in electrical properties has been observed®. The limit of detection in these experi~
ments was detérmined by the foreign impurity content.

The fact that solid solubility of the component elements does not appear to
be favoured in materials of the III-V type is important from a practical point
of view, particularly in subsequent refining of a compound in which one element
is considerably more volatile than the other. Excess of the less volatile element
is easily removed by the method of zone-refining® in which a molten region is
traversed through the material. The excess is swept ahead of the freezing front
and accumulated at one end of the ingot.

Most of the Group III and Group V elements are readily obtainable in a
state corresponding to an impurity content of 10~100 p.p.m. Generally, it is
worthwhile purifying the components further, prior to the preparation of the
compound This is particularly true in a case where foreign impunty atoms
present in the elements are known to have unfavourable segregation coefficients
in the compound. A variety of methods has been used to purify the elements.

. The zone-refining technique has been applied to antimony, aluminium and
indium, but it is not suitable in the case of arsenic and phosphorus owing to
their great volatility. A repeated sublimation process is favoured for the latter
materials. Gallium has been purified by zone-refining of its chloride, followed
by recovery of the metal by electrodeposition®. An electrolytic process has also
been used for indium?.

Zone-refining is the only method available for purification of the compounds.
The results published for several of the III-V semiconductors indicate varying
degrees of success. As might be expected, the antimonides are most amenable
to this process. InSb, for instance, presents no practical difficulties, although
the efficiency with which some of the most commonly occurring impurities are
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swept to the ends of an ingot is relatively small, e.g. segregation. coefficients
for some N-type and P-type impurities have been reported to be approximately *
06 and 1-2 respectively®. Consequentl‘y, to obtain-a total impurity content of
10%% cm™3 atoms or less, a series of zone reﬁmng and cropping operatlons may be
" required.
Figure 2 shows a typlcal Hall constant variation along an InSb mgot after
thirty passes. The P-type impurities accumulate at the first end to freeze,

600 r
__ 500+
o
[
2 400 |_INTRINSIC .
- I R et e ) — e
(o]
(8]
E 300 |
o)
<
1 H
2005 05 o)

FRACTIONAL DISTANCE ALONG INGOT

Figure 2. Hall constant vanatzon along a
zone refined InSb bar.

raising the Hall constant above the intrinsic value, and N-type impurities at
the other end. Attempts to obtain very pure GaSb and AlSb by zone-refining
have not been successful so far.

The process of refining the arsenides and phosphldes is more involved. The
method used for GaAs purification may be considered typical of the type of
technique required for these materials, GaAs tends to dissociate 7z vacuo above
about 850° C. It follows that arsenic will escape from the molten zone and
condense on the colder portions of the system. The escape is quite rapid, with
the result that an arsenic-deficient zone remains, Clearly the transport of the
arsenic away from the zone is a continuous process which ultimately results in
complete dissociation of the compound. In order to avoid dissociation, it is
essential not only to use a closed system, but also to maintain the entire system
at a temperature above the sublimation point of arsenic. A small quantity of
arsenic is lost from the molten zone initially, but equilibrium is attained when
the arsenic pressure within- the tube corresponds to the vapour pressure of
arsenic over GaAs at the temperature of the zone. Refinements of this method
are possible®.

Single crystals of all of the antimonides have been prepared by the Kyropoulus
method, the technique widely used for silicon and germanium. An inert atmo-
sphere rather than a vacuum is favoured, otherwise the loss of antimony vapour
from the crucible may be appreciable. This method is not so easily applied to
arsenides and phosphides because of the increased dissociation problem, although
it has been successfully applied to GaAs and InAs using an entirely sealed
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system®. As an alternative, large crystals can be obtained by careful directional
freezing of a molten ingot within a sealed silica tube.

The Stockbarger or Bridgman method of growing single crystals is unsuitable
for materials which expand appreciably on solidification, All materials posSessmg
the zinc blende or diamond structure have this characteristic.
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Figure 3. Simplified potentzal contours  Figure 4. Electron and hole effective
alonga[lll]dzrectwn in a crystal of the mass variation as a function of the

zinc blende type. (After Seraphin.) asymmetry of adjacent potential walls.
(After Seraphin.)

3. THE ENERGY BAND SCHEME OF THE III-V COMPOUNDS

No detailed calculations have so far been published for the energy band scheme
of any of the III-V compounds. The first contribution to this aspect of the work
was made by Seraphin', He considered a simplified one-dimensional model of
a diamond-type lattice and obtained a solution to the Schrédinger equation for
the system, the implications of which were in agreement with experimental
observations. The model he chose consisted of a linear chain of potential wells
representing the potential distribution along a [111] direction. With this model,
the case of the Group IV element can be transformed into the case of a III-V
or a II-VI compound of the same structure by modifying the depths of the
wells, as shown in Figure 3. _

Seraphin expresses his conclusions in terms of the difference in depth of
adjacent wells (defined as 2AP, where AP = 0 for Group IV elements). The
results can be summarized as follows., With increasing inequality in the depth
of adjacent wells, i.e. increasing ionicity:

(1) The conduction band rises slightly.

(2) . The valence band is depressed to lower energies implying a stronger binding
force. As a result of both this and (1) the forbidden energy gap increases.

(3) The electron effective mass decreases to a minimum value and then
increases (see Figure 4).

(4) - The hole effective mass increases uniformily.

Since the lattice mobility is proportional to m*-5/2, (3) and (4) can equally
be expressed as a mobility variation.
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‘These conclusions are in general agreement with fact. It appears thatbthe,

" III-V compounds possess a blend of covalent and ionic bonding, which leads’

to 2 minimum effective mass for electrons and consequently a large electron
‘mobility which is at a maximum in InSb.
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Figure 5. Hwypothetical energy band con-
tours for AIP, GadAs, InSb. (After Herman.)

A semi-empirical relationship between the degree of ionicity in the atomic
binding and the carrier mobility has been established by Goodman?2,
1 More recently, Herman'® has made some speculations as to the possible
general features of the energy bands in several of the IIT-V compounds. These
“speculations were based on qualitative arguments and the existing knowledge
‘of the band structures of germanium and silicon. Figure 5 shows the hypothetical
band structure of AIP, GaAs, InSb. Herman believes the schemes for AlAs
and GaP would be similar to each other, and intermediate in form between
those shown for AlP and GaAs. ) _
Very little experimental information has been obtained to confirm or deny
. these models suggested by Herman. InSb and InAs have been examined for
cyclotron resonance effects, but only in InSb is evidence concerning the band
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structure available. The results appear to indicate a spherical symmetry of the
conduction band but a more involved valence band4. T'wo resonance lines,
both anisotropic have been tentatively identified with holes. Some magneto-
resistance data for N-type InSb?® supports the belief that the conduction band
is spherically symmetrical and low-temperature measurements on P-type
material'® have indicated a complicated valence band. It should be pointed out,
however, that published results on N-type material to date have been concerned
with a conduction band modified by the presence of impurity levels which
themselves form a narrow energy band merging with the main set of energy
levels. This topic will be dealt with further in the next section. In the following
tables some of the properties of the III-V compounds are set down. Table 2
illustrates the trend in properties within a horizontal isoelectronic series, and
Table 3 compares the III-V compounds with the corresponding Group IV
semiconductors.

Table 2.
i Grey Sn InSb } CdTe ‘ Agl
e (at 0° K) 0-08 0-23 1-8 ~ 28
#a (at 300° K) ~3000 70,000 ~600 ~30
Table 3.
Material Melting point (° C) e (at 300° K) Lattice constant (&)
Si 1420 1-08 2:34
AlP 30 2-36
Ge 958 0:66 2-44
GaAs 1240 1-35 2-44
Grey Sn 232 0-1 2-8
InSb 523 0-17 2-8

In Figure 6, energy gap is plotted against melting point illustrating the point
that the IT1-V compounds possess, in general, a larger energy gap for a given
melting point than the Group IV elements. InSb and InAs are exceptions to
this rule.

4. GENERAL PROPERTIES OF III-V COMPOUNDS

Although all nine of the compounds mentioned previously have been prepared’
the greater part of the research in this field has been concentrated on InSb-
It follows that an account of the general properties of the III-V compounds
must of necessity contain a disproportionate amount of information concerning
this one material. It should also be remembered that a detailed comparison of
the properties of the compounds is made difficult by the fact that their state
of purity is widely dissimilar in certain cases. For the sake of clarity it is in-
tended to deal with each material in turn.

44



PROPERTIES OF THE III-V COMPOUND SEMICONDUCTORS

*Gaf 4 1as
2 —

/
e~ «Alsb
N2 Ga /

a °xﬁ-fp //

9 4L . /*Si

> //

9 e

E' GaSbx /’VGe

Z i

w V2 xInAs
InSb

o Sn > 1 - |

1000 . 2000

MELTING ROINT (°K)

Figure 6. Energy gap wversus melting
point for the III-V semiconductors and the

Group IV elements.
Table 4.
Melting point | €5 (300° K) | pa (at 300° K) | pgp (at 300° K)

AlP ~ 30 '
AlAs > 1600 2-16
AlSb 1080 1-60 ~ 100 ~ 200
GaP 1340 2:25
GaAs 1240 1-35 ~ 4600 ~ 300
GaSb 720 0-67 ~ 4000 ~ 800
InP 1070 125 ~ 3400 ~ 650
InAs 936 0-33 ~ 28,000 > 200
InSb 523 017 70,000 ~ 800

The mobilities given in this table are only approximate since the proportionality constant
which converts Ro values to true mobility values, p, varies from one material to another
depending on the scattering process involved and is not always known.

Table 4 summarizes the more important parameters of the ITI-V compounds.

4.1. Indium Antimonide -

The particular attention which has been shown to InSb over the last two
years can be attributed to the comparative simplicity of its processing together
with its extraordinarily high electron mobility. It has been mentioned in a
previous section that a minimum in the effective electron mass, and therefore a
maximum in electron mobility, is expected from Seraphin’s calculation for the
IIT-V member of an isoelectronic series. Of all the III-V compounds InSb
displays this characteristic most strongly, and many of its more interesting
properties are directly associated with its very low effective electron mass,

(1) Carrier effective masses. Estimates of the effective mass of both electrons
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and holes have been obtained in a number of ways. Tanenbaum and Maital?
deduced (mpmp/m?)'/2 from electrical measurements and a knowledge of the
optical energy gap at room temperature. Using the expression for the density
of charge carriers:

np = 4Q2umk[h?)> T3 (mnmp/m?)*/? exp (—eafkT)

and the fact that the lattice mobility ratio pua/up = b is proportional to (mp/mn)®/ 2
it is possible to deduce my and my separately. The values obtained in this way
are my = 0-034 m and mp = 0-2 m.
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Figure 7. (np)t wversus 103/T for InSh.
(After Hrostowski et al.)

Thermoelectric power measurements lead to similar values!® 19 20, 21, 22
However, these measurements yield only average values of effective mass while
the more recent cyclotron resonance experiments'? are able to resolve effective
masses corresponding to carriers in different, though overlapping, bands and
show their dependence on crystallographic direction. The evidence so far,
suggests an isotropic mass for electrons of 0-013 m and two masses for holes
mp ~0:18 m and mp > 1-2 m, both of which appear somewhat anisotropic.
This latter figure for electrons is rather lower than the figures obtained by other
methods but since the cyclotron resonance experiment was done at a temperature
in the region of 2° K the discrepancy could possibly be accounted for in terms
of a temperature dependence of the effective mass. Some thermoelectric
measurements® above room temperature seem to be consistent with such
a dependence, but a total variation of effective mass from 0-05 m near the
melting point to 0-013 m at liquid helium temperatures appears surprisingly
large. Chasmar and Stratton?? suggest that my, from cyclotron resonance experi-
ments should be associated with the lowest impurity levels whereas at higher
temperatures iy is characteristic of the conduction band.
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(2) The encrgy gap and degeneracy in InSb. The energy gap in InSb at a
temperature T can be expressed as

eg =027 — (3 X 10T) eV.

‘This small value implies a large intrinsic carrier concentration at room tempera-
ture. Figure 7 shows the variation of n, with T. It follows that material of
reasonable purity (f.e. 1015101 ¢m=—3 impurities) is in the intrinsic range at
room temperature, Furthermore, the large value of b (approximately 85 -at
room temperature) can lead to N-type behaviour of the Hall constant in material
where N, > Nj even at fairly low temperatures, Figure 8 illustrates this
point for N, — Ny, ~ 8 X 10'%cm~3, Hall constant and conductivity measure-
" ments in P-type (i.e. N, > Np) material must be interpreted with considerable
caution for that reason. In the intrinsic region, the Hall constant expression
reduces to:

and since b > 1 the effect of holes can almost be neglected.
The position of the Fermi level in intrinsic material can be expressed as

3/2
P = %(fc + Ev) +%‘ In ﬁ)
mn N
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Here ¢, and e, represent the energies of an electron at the bottom of the con-
duction band and the top of the valence band respectively, measured with
respect to an electron at infinity. Since mpfmy ~ 6, the Fermi level lies sub-
stantially above the centre of the forbidden energy gap. At room temperature
this displacement is 0-04 ¢V and the Fermi level lies only 2 2T below the bottom

€

CONDUCTION
BAND

Figure 9. A simplified energy versus wave
vector diagram for degenerate N-type InSb.

of the conduction band. It follows that intrinsic material even at room tempera-~
ture is on the fringe of degeneracy and classical statistics are not strictly valid.
Degeneracy has the effect of making n; rise less rapidly and the mobility fall more
rapidly with increasing temperature than for the case of non-degenerate semi-
conductors. Consequently the deviation of the conductivity from classical
behaviour is quite pronounced above room temperature.

The movement of the optical absorption edge to shorter wavelengths with
increasing electron concentration is just another aspect of degeneracy. This
effect has been explained in terms of a small density of states (proportional to
my1/?) in the conduction band arising from the small electron effective mass?. 24,
At electron concentrations above about 10'7 cm—2 the variation of the position
of the absorption edge with # becomes appreciable as the lower available levels
in the conduction band become occupied. Figure 9 illustrates the energy level
scheme in the case of degenerate N-type InSb showing the optical transition
of an electron from the valence band to the lowest unoccupied level in the
conduction band arbitrarily placed 4 2T below the Fermi level. The absorption
edge measured in pure material corresponds to the energy interval e, — ¢,
which is in reasonable agreement with thermal activation energy data. A similar
effect in P-type InSb is not found owing to the considerably larger effective mass
for holes.

(3) Dependence of Hall constant and magnetoresistance effect on magnetic field
strength. In the simple derivation of the Hall constant and magnetoresistance,
weak fields are normally assumed. However, in these calculations the magnetic
field parameter appears in association with the mobility and it is the magnitude

48



' PROPERTIES OF ‘THE III=V. .COMPOUND SEMICONDUCTORS

@
L))
= . Kﬂ‘,’ T
ot i N
’uTl‘ P N
: =28
: _5 / % / _L
P T
: :§l0° g / A
w N A
.o N7
N '
& M/ \l/
-0 LU 7
O ,
_:J:' 103 10° 1o - 10° 10 10
- TEMPERATURE PARAMETER g

Figure 10. Hall coefficient versus temperature fof P-type InSh
under strong and weak magnetic fields. (After Herman et al.)

x
00
10 .
< ¥,:25 .
o — S
E // Tp=2 . NN
@ 1o A1 T
. (77 rjr. =y
. 7
g /
-
w
z . }
Qo2 :
s lo? 107 10° 10 10

TEMPERATURE PARAMETER ¢

Figure 11. Magnetoresistance versus temperature for P-type InSb
under strong and weak magnetic fields. (After Herman et al.)

‘of the product uH which is important. In the case of a material like InSb
which possesses very large electron mobility, a divergence from the simple
expressions takes place at much lower field strengths than for germanium or
silicon. These divergences are most pronounced for material in which holes and
electrons make comparable contributions to the conduction process. Figures 10
and 11 show curves of the Hall coefficient and magnetoresistance for P-type
- material of acceptor density /N, plotted against a temperature parameter:

g = bnfp
for a mobility ratio of b = 85 and different values of
_ yn = 1-77 pp® H?
(yn = 25 and py = 2 correspond to H ~ 5300 oersteds and H ~ 1500 oersteds
respectively for InSb at room temperature).’
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Figure 12. Electron mobility versus tempera- Figure 13. Hall coefficient versus 1/T for
ture for N-type InSb. (After Hrostowski  P-type InSb of various impurity concentra~
et al.) tions in the range 2-5° K to 50° K. Total
impurity concentration increasing in the
order ¢, a, b, d, e. (After Fritzsche and

Lark-Horovitz.)

These curves are calculated on the assumption of lattice scattering, spherical
energy surfaces and classical statistics. Clearly, care must be taken in inter-
preting Hall constant measurements since the dependence on field is significant.
Figure 10 shows that it is possible under certain conditions to obtain a reversal
in sign of the Hall constant merely by an increase in H.

(4) Electron lattice mobility. As a consequence of the low electron effective
mass, the ratio of impurity scattering to lattice scattering at room temperature
in InSb is larger than in the case of germanium or silicon for a given impurity
concentration. :

Impurity scattering of electrons is therefore significant even at a concentration
of 1015 cm~2 impurities. The observed mobilities have increased steadily with
improvement in the purity of the material over the last two years and figures
in the region of 75,000 cm? V-1 sec! for Ro at 300° K are frequently quoted in
the literature. Figure 12 shows an experimental curve of electron mobility as a
function of 7. At low temperatures, the mobility is limited by impurity scattering
and at high temperatures by lattice scattering. The onset of degeneracy at the
higher-temperature end of the curve causes the mobility to fall at a rate which
increases with 7. The experimental curve has been fitted to a combination of
calculated lattice and impurity mobility curves obtained from a knowledge of
the impurity content (approximately 10*%cm—?) and the electron effective mass.
The temperature dependence of the electron lattice mobility can be described
by py, = 109 X 10% T-1:68 which leads to a value of 70,000 cm? V-2 sec™? at
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Figure 14. Resistivity versus 1/T for P-type

InSb of various impurity concentrations in

the range 2+5° K to 50° K. (After Fritzsche
" and Lark-Horovitz.)

300° K, i.e. approximately 83,000 cm? V- sec™! for Ro. (The figures for Ro

and 8Rc/3x are often confused in the literature.) _
" (5) Low-temperature measurements on InSb and impurity band conduction. Hall
constant and conductivity measurements have.been made on InSb down to
liquid helium temperatures?®: 27 28, For P-type material much the same be-
haviour has been found as in the case of germanium at low temperatures?®: 39, -
Figure 13 shows typical curves for P-type material which illustrate the depen-
dence of the magnitude and position of the Hall constant maximum on the
impurity content. The corresponding conductivity curves are shown in Figure
14. These results appear consistent with Hung’s model of conduction in an
impurity band, although a detailed theoretical explanation of this behaviour
has not yet been produced. For N-type material of relatively high purity
(~10%5cm=? impurities) no de-ionization of impurities is found even at a very
low temperature. The implication is that, in material of that purity, the impurity
levels overlap the bottom of the conduction band®. The extent of this overlap
should be a function of impurity content becoming zero below a certain critical
value. Hrostowski et al.25 estimate an activation energy for donor centres of
10-3 eV. Ionization should be observable at about 2° K for material with
Np ~ 1013 cm~3, The existence of an overlap raises the question as to whether
measurements on N-type material up to the present time can be considered
characteristic of 4 true InSb conduction band, and if not, to what extent the
band is modified by the impurities. It remains for future work with improved
material to answer this question.
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Associated with the behaviour of the Hall constant in P-type InSb at low
temperatures is the phenomenon of a negative magnetoresistance change?® 27,
The ratio Ap/p reverses sign below the Hall maximum and then remains
negative down to the lowest temperature of the measurements, as shown in
Figure 15. There is no satisfactory explanation of this behaviour.
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Figure 15. Magnetoresistance versus 1/T for P-type InSbh in the range
2-5° K to 50° K. (After Fritzsche and Lark-Horovitz.)

(6) Carrier lifetime in InSb. It is well known that it is possible to disturb the
equilibrium concentration of holes and electrons in a semiconductor by injecting
minority carriers either from a point-contact or a P~N junction, or by illumina-
ting the material with suitable radiation, The disturbance decays at a rate
determined by the concentration of recombination centres (a function of purity
and the state of perfection of the lattice) and the probability of direct recombina-
tion of holes and electrons. The average lifetime of the carriers is important
in some semiconductor applications since together with the diffusion constant
it determines the range over which a disturbance may be transmitted. In InSb,
the lifetime appears in expressions for the photoconductive and photo-electro-
magnetic effects both of which may be used for the detection of radiation out
to seven microns.

Rough estimates of the photon radiation recombination rate of electrons and
holes in intrinsic InSb have been made from a knowledge of the absorption
spectrum® 33, A lifetime of the order of 1 microsec is obtained which is of the
same order as experimental values derived from the photo-electromagnetic and
photoconductive effects and the light ‘spot’ method. It seems likely, therefore,
that in InSb the photon radiation recombination process may be partly respon-
sible for limiting the carrier lifetime. This is in contrast to germanium for which
the calculated lifetime in intrinsic material®* is 0-75 sec, approximately three
orders of magnitude larger than maximum observed values.

(7) Infra red absorption in InSh. The absorption edge of pure InSb has now
been examined experimentally in some detail® 35. It has been shown that the
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results can be described by a theoretical expression derived on the assumptlon
~ that indirect transitions are allowed in which the absorption of a photon is
accompanied by the emission or absorptlon of a phonon. Since cyclotron reso-
nance expenments bave shown that the minimum of the electron energy sur-
faces is in all probablhty at the centre of the Brillouin zone, the absorption results
imply that the maximum of the valence band is not at the centre of the zone.

‘This is in accord with other experiments to which reference has been made
previously. Furthermore, the optical measurements are consistent with the

existence of two different types of holes in the valence band.

" The investigation of the infra-red absorption of InSb has been extended
out to 200 microns3” 28, A number of lattice absorption bands have been
observed indicating some ionic bonding in the crystal. The free electron theory.
of absorption proposed by Drude and Krdnig has been applied to InSb and itis
found to be in reasonable agreement with experiment except in the regions of

lattice absorption.

4.2. Gallium Arsenide

Little published information is available on this materlal However, there is
every indication that interest is growing particularly in its application to power
rectification and solar energy conversion. -

Its fairly high melting point and the tendency to. decompose in vacuum above
about 850° C makes the purification rather more involved than InSb purification.
The technique used has been outlined in a previous section.

Estimates of the energy gap at room temperature have been made from
measurement of the position of the absorption edge®, photoconductive re-
sponse®® and recombination radiation®!. A reasonable value for eg at a tempera-
ture T is given by the expression

G_ISZ-—(49><10—4T)eV

Making use of approximate effective masses of holes and electrons inferred
from a series of thermoelectric power measurements on both P- and N-type
specimens over a range of temperature®?, the intrinsic concentration of holes
and electrons at 300° K can be calculated. For my = 0-06 m, mp == 0-5 m
and eg = 1:37 €V at 300° K

m?~6 X 1012

Clearly, for all practical purposes the minority carrier will be of completely
_ negligible - concentration.

Figures 16, 17, 18, 19, 20 show the temperature dependence of R, of o,
and of the product Ro over a large temperature range for both N- and P-type
samples. It can be seen from these results that the room temperature values
of Ro for electrons is higher than the accepted figure for silicon, and comparable
with the figure for germanium® 4, It is to be expected that further purification
will lead to a higher value. In fact, Welker* has predicted a lattice mobility
greater than 6800 cm? V- sec™’. The anomalous reversible rise in the Hall
constant at high temperatures is not yet explained; nor is the unusual temperature
dependence of the electron mobility above room temperature.

The highest room temperature hole mobility (i.e. Ro) reported® is 340
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Figure 16. Hall constant, R, conductivity, 6, and Ro versus 103/ T for N-type Gads in the

temperature range 90° K to 1000° K. (After Edmond et al.)
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cm? V- sec. Consequently a lattice mobility ratio of between ten and twenty
seems likely. Figure 20 refers to a P-type specimen of GaAs which exhibits
the characteristic behaviour at low temperatures attributed to conduction in an
impurity band. A similar though less obvious behaviour has been reported for
N-type material®2, Figure 17 illustrates the slight hump in the Hall constant
curve attributed to this effect.
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Figure 20. Hall constant and conductivity versus
103/ T for P-type Gads in the temperature range
25° K to 90° K. (After Edmond et al.)

The optical absorption coefficient of GaAs is shown as a function of wave-
length in Figure 21. The absorption edge falls on the short-wave side of the
silicon edge. Consequently P-N junctions formed in this material are potentially
more efficient than silicon junctions in the conversion of solar energy to electrical
energy®: 46, A GaAs solar battery?” has been made at the Bell Telephone
Laboratories which has given a performance comparable with its silicon counter-
part, despite the fact that the design was not optimum. Similar work has been
reported by Gremmelmaier?s,

Turnover voltages of between 10 V and 50 V are common for point-contacts
on relatively impure GaAs. Diffused P-N junctions have been made in this
material using cadmium as the diffusing acceptor impurity*?. However, improved
material is necessary before full advantage may be taken of its favourable energy
gap and electron mobility for rectification applications.
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" 4.3.'Gallium Antimonide

Attempts to produce this material in a state of high purity by zone refining
have so far met with only limited success. In general, a limiting carrier con-
- centration is achieved (~ 107 cm~2 holes) which has been explained in terms
of a departure from the stoichiometric composition due to preferential antimony
evaporation rather than by the presence of foreign impurity atoms?®. N-type
material is normally produced by doping with a Group VI element.

The energy gap has been estimated from thermal data as approximately
0-8 eV at absolute zero®® 5., Optical absorption measurements indicate a room
temperature energy gap of approximately 0-7 eV and imply a temperature
coefficient of about 3-0 X 10-% eV degL A value for (mamp/m?)X2 of 0-28 is
obtained from these results®?. A rough estimate of the mobility ratio from data
at the Hall effect inversion temperature has been made giving b ~ 5. Using
this value to deduce the ratio of the two carrier masses (assuming lattice scatter-
ing for both types of carriers) the separate masses my ~ 02 m and mp ~0-39m
have been calculated. These figures give n; ~ 2-7 X 10 cm—2% at 300° K.
Reported room temperature mobilities tend to cover a considerable range but
the highest values so far are approaching 4000 cm? V-1 sec™? for electrons, and
850 cm? V- sec™! for holes. The temperature dependence of mobility at high
temperatures obeys a T-%/2 law for holes. There is a stronger dependence for
electrons®®. Some P—N junctions have been grown from the melt by doping
P-type material with tellurium. From the optical and electrical properties of
such a junction it has been deduced that the lifetime of minority carriers in
this material is probably very short*®,

4.4, Aluminium Antimonide

The intrinsic energy gap of this material is approximately 16 eV. For any
realizable impurity content the intrinsic carrier concentration should therefore

be negligible. It follows that the properties of the material should be only
* weakly temperature-dependent up to higher temperatures when compared with
silicon, provided that the impurity activation energy is small against 2T at
room temperature. It is principally for this reason that it has been considered
as a potential rectifier material. In addition, the energy gap lies within the range
most suited to solar energy conversion®: 48,

From the practwal and economic point of view, the relatively low melting
point, the comparative simplicity of growing single crystals by the conventional
Kyropoulus method and the small cost of the component elements are all in
its favour. It has, however, the disadvantage that it is attacked by moisture in
the air, although its resistance to this action is said to decrease as the purity
of the material is improved.

It is difficult to assess the future importance of AISb at this stage since little
detailed information has been published. Blunt ez al.5% report no improvement
in the material with zone refining. This they attribute to the predominance of
lattice defects over foreign impurities as a source of carriers. A similar situation
occurs with GaSb and may be due to preferential evaporation of antimony.

Rectification at AlSb—metal contacts has been studied by several workers53:64. 65,
although not with material of very high purity. Resistivity and Hall constant data

E _ 57



PROGRESS IN SEMICONDUCTORS

indicate comparable electron and hole mobilities in the region of 100 cm? V-1
sec™! at room temperature’®. An effective mass of electrons of (1-84 0-8) m
has been estimated from thermoelectric power measurements4,

The absorption spectrum of both P-type and N-type material shows a
characteristic absorption edge corresponding to 16 eV, approx.lmately. Thra? is
illustrated in Figure 21. For P-type and N-type material, additional absorption
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Figure 21. Optical absorption versus wavelzngth Sor the III-V compounds. (After
Welker.)

at 16 microns and 4 microns respectively has been found®. These absorption
bands can presumably be attributed to the presence of impurity levels in the
forbidden energy gap. The change in the character of the absorption in convert-

ing P-type to N-type material can be associated with a redistribution of electrons
over the impurity levels.

4.5. Indium Arsenide

Although InAs is a very interesting substance, possessing an electron mobility
which is only exceeded by that of indium antimonide, much less work has been
done on InAs than on the latter substance. T'o some extent this is due to diffi-
culties in purification, since InAs does not zone refine as easily as InSb.

The preparation of the material by direct combination presents no difficulties
apart from those discussed earlier. The phase diagram has been investigated
by Liu and Peretti®, who find a line phase corresponding to InAs with lattice
constant of 6:058 A and melting point of 942° C.
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. The electrical properties of InAs have. been investigated by Folberth, :
.Madelung and Weiss5?. The maximum value of Ro measured at room tempera-
ture is about 28,000 cm?® V' sec?, although, by extrapolation from high

- temperatures, values of about 35 000 cm? V-1 sec? would be expected. The

hole mobility at room temperature is of the order of 200 cm? V- sec~1, giving

a mobility ratio of greater than to 120:1. This is even higher than in InSb.

" The enefgy gap obtained from resistance versus temperature measurements is .
" 0-47 eV, whereas from optical measurements on pure material at room tempera-
ture a value of 0-33 €V is obtained’®: 5%, Hence the temperature coefficient is
obtained as & = — 4-5 X 10~* eV deg™. The position of the absorption edge
is a function of the impurity content, as in ihdium antimonide.

Few values for the effective mass in InAs have been reported. From cyclotron
resonance -experiments at low temperatures Klttel‘“’ obtains a tentative value
between 0:02 m and 0-03 m for my.

Chasmar and Stratton?? from measurements of thermo-power and Hall
effect find that my increases from 0-04 m to 0-055 7 in the temperature range
80° C to 180° C, thereafter remaining constant at 0-055 m up to 400° C. Folberth
et al.5 give a value of 0-1 for (mymy/m*)'/2 implying mp = 0-3 m if my, is taken
as 0-03 m at room temperature.

Talley and Enright have found®! that P-N junctions cut from a polycrystal—
line ingot show photo-voltaic effects, with maximum response at 3-5 microns
and time constant of 7 microsec. Photoconductivity and the PEM effect at
room temperature have also been observed®2.

4.6, Indium Phosphide

This compound was reported by Welker in an early publication®® to show
rectification and possible transistor action, but very little work has been reported
on the material to date. Folberth and Weiss® give electron and hole mobilities
Ro at room temperature as 4000 cm? V- sec! and 60 cm? V-1 sec! respectively,
although higher hole mobilities have been reported elsewhere®, Measurements
of electron mobility at higher temperatures show a T-%?2 dependence, and by
extrapolation of these results a room temperature mobility of nearly 6000
cm? V- sec? would be expected. Folberth: and Weiss give the following
relation for the intrinsic number of carriers as a function of temperature:

=7 X 1073 exp (—ego/ET)

where €gq, the thermal activation energy, has the value 1-34 V.

. The optical properties of InP have been measured by Oswald®s 68, The
refractive index on the long-wave side of the absorption edge is approximately
3-1, and the optical activation energy is given by the relation:

eg =141 — (46 X 104 T) &V

Indium phosphide shows remarkably high transparency in the infra-red beyond
1 micron extending as far as a lattice absorption commencing at 15 microns.
By uti]izing the above optical value for the energy gap together with the
expression given previously for n;, Folberth and Weiss give a tentative value
for (mymy[/m2)!2 of 0-23.
Although InP shows rectifier action, no experiments have been reported
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confirming Welker’s initial claim of transistor action. Jenny®? shows that
an effect similar to transistor action can be produced by resistive coupling
between emitter and collector probes. This does not mean that InP will not
show transistor action when sufficiently pure, but indicates that a more
stringent criterion, 7.e. power gain between emitter and collector, must be
applied.

4.7. Aluminium Phosphide, Aluminium Arsenide and Gallium Phos-
phide

The intrinsic energy gaps of these three materials have been reported to
be 3-1, 2-16, and 2-39 €V, respectively®®, Since melting points are correspond-
ingly high the preparation of crystals is difficult and this probably accounts
for the scarcity of information on these compounds.

There have been several publications concerning the properties of GaP,
which has the lowest melting point of the three (1340° C). Absorption measure-
ments have given the temperature variation of energy gap as 2-4—(5-5 x 104 7T)
¢V, and values of the refractive index in the visible and infra-red regions have
been found to be 3-37 and 2.9 respectively®® ¢, The phenomenon of electro-
luminescence in single crystals of GaP has also been investigatedss,

Mixed crystals of the form Ga,As, P, , can be grown with a continuous
variation of energy gap between that of GaAs and GaP7?, Similar work has been
described for the system In,As, P, 70 7,

4.8. Applications of the III-V Compounds

As mentioned in sub-section 2, impetus was given to the early investigations
of the III-V compounds by the hope that these materials, possessing large
energy gaps and high mobilities together with comparatively low melting
points would be useful in the transistor field. Although several of the com-
pounds show good rectification (e.g. AlSb, GaAs, InP), there are at the moment
no clear~cut reports of transistor action (Z.e. evidence of power gain) in any
of the compounds. This is due at least partly to the fact that the materials
as prepared at the moment are comparatively impure, and a great deal of further
effort will have to be given to their purification before their future potentialities
became clear.

However, it is evident that certain of the compounds will be useful in other
spheres. InSb in particular promises to be an extremely useful material, largely
on account of two features: the small energy gap, and the high electron mobility.
Coupled with these attributes is the fact that InSb is easy to prepare and purify,
and is one of the cheaper of the compounds.

The small optical energy gap in pure InSb gives rise to a photoresponse
which extends to beyond 7 microns. This means that the material will respond
to radiation from objects only a few degrees above the temperature of the cell.
Current noise in the material appears to be very low, so that the sensitivity is
limited by Johnson noise, and for a cell of area 2 mm? and 1 ¢/s bandwidth an
equivalent noise input of 10-® W can be obtained.

The photoresponse may be utilized in several ways. Avery et al.”® have
investigated the bulk photoconductivity, Mitchell et al.”® have produced a
P-N junction photovoltaic cell, and several workers™: 75 76 have investigated
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the photo-electromagnetic effect. The latter effect has a theoretical sensitivity
comparable with the other effects, and is easier to work with under practical
conditions. Some uses of the infra-red sensitivity of InSb are in infra-red
spectrometry, pyrometry of low-temperature objects, gas analysis, efc, The
short response time of less than 1 microsec makes amplification far easier than
in the case of conventional bolometers having a response time of the order of
0-1 sec. '
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Figure 22. Efficiency of typical InSb Hall
generator as a function of magnetic field strength.

The high electron mobility in InSb gives rise to very large Hall and magneto-
resistance effects. If the Hall voltage created in a rectangular specimen by the
application of a magnetic field is fed to a matched load, the efficiency of this
Hall generator may be calculated in terms of the power supplied to the specimen,
and it is easily shown”” that in small fields the efficiency is proportional to
(uwH)? where p is the carrier mobility in the material. The Hall constant R is
eliminated during the calculation and does not apppear. Hence InSb, having an
electron mobility of 70,000 cm?® V-1 sec* has an efficiency approximately 300
times that of germanium (electron mobility 3,900 cm? V- sec?). Since the

_ mobility ratio is very high in InSb, the presence of the holes may be ignored if
the material is intrinsic. In fields of more than about 1 kgauss, the transfer
impedance between the input and output of the Hall generator must be taken
into account and the above expression no longer holds, but nevertheless a high
mobility is essential for good efficiency. It has been shown theoretically?s: 79
that for infinitely high fields and mobilities, roughly 18 per cent of the power
supplied to a Hall specimen could be transferred to a suitable load. In practice,
a transfer of about 12 per cent can be achieved. Figure 22 shows efficiency of a
typical Hall specimen as a function of applied magnetic field.

The first practical application of the Hall effect in InSb was to the measure-
ment of magnetic field””. Since then, many other applications have been
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envisaged8?: 81, They may be conveniently divided into devices which utilize
(1) the sensitivity of the Hall effect in InSb to low magnetic fields, (2) the
multiplying property, (3) the non-reciprocal property or (4) the switching
property of the Hall effect. In the first category come magnetometers for high
or low fields, a simple electrical compass very suitable for automatic course
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Figure 23. Magnetoresistance as a function of

magnetic field strength for specimens of various
geometries.

control, and ammeters in which the magnetic field created by the current
to be measured is used to give a Hall voltage, either directly or (for smaller
currents) by utilizing a nearly closed core. Also in this group comes the Hall
amplifier®?, in which the flux produced in a nearly closed core by a signal winding
gives rise to a Hall output power of greater magnitude than the signal power.
Other possible devices utilizing the sensitivity to low magnetic fields are magnetic
tape pick-up heads with response down to zero frequency, units for detecting
cracks in ferromagnetic materials, and susceptibility bridges. The second group
of applications utilizes the fact that the Hall voltage is proportmnal to the product
of the current through the specimen and the magnetic field acting. If one s1gnal
provides the current through the specimen, and the other signal energizes a
coil providing the magnetic field, the Hall output is proportional to the product
of the two quantities. This property is used in the construction of wattmeters,
modulators for transforming small D.C. signals into A.C. to facilitate amplifi-
cation, and in multipliers for calculating machines. In the third group, utilizing
the non-reciprocal property of the Hall effect, is the gyrator, a passive device
which can be arranged to pass A.C. signals in one direction only and which
operates down to zero frequency. Devices utilizing the switching property of the
Hall effect depend on the fact that application of a fairly large (several kgauss)
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magnetic field can cause appreciable amounts of power (typically 0-1 W) to bé
switched to a load connected to the Hall terminals. Such a switch is. noiseless
and has no moving parts. Examples being considered are for automatic train
control and for counting of ferromagnetic objects.

The magnetoresistive effect, which is also a function of the carrier mobility,
is much larger in InSb than in any other known substance. The increase in
resistance obtained in a magnetic field is, however, a function of the geometry -
of the specimen. The deflection of the current carriers by the magnetic field

_is normally opposed by the Hall field. This can be short-circuited either by
connecting together the Hall electrodes or, more simply, by using specimens in
which the current electrodes themselves are used to short the Hall field. Thus,
for large magnetoresistance changes, specimens in which the length is short
compared with the width are used. The limiting case giving the greatest mag-
netoresistive effect is the Corbino disc, in which the current flows radially,
and in which no potential gradient can be built up in a direction at right angles
to a radius. However, nearly as great effects can be obtained in rectangular
specimens, with greater simplicity in design. Figure 23 shows magnetoresistive
effects in various shapes of specimens.

The magnetoresistance effect can equally well be used for many of the appli-
cations outlined above®0- 8, Points to note are that sensitivity is low in small
fields, the effect is not normally dependent on the sense of the magnetic field, and
is not inherently balanced so that a bridge arrangement must be used for null
output. However, in fields greater than about 1 kgauss the magnetoresistive
effect can give greater output than the Hall effect: A particular use of the mag-
netoresistive effect is likely to be in the form of transducers, in which the speci-
men is mounted in a region of steep magnetic gradient®8. Microphones, strain
gauges, thickness gauges, efc. may be constructed. The sensitivity should be very
high. Other uses of the magnetoresistive effect are in control circuits. If a mag-
netoresistance specimen is connected in series with an iron-cored coil of which
the magnetic field acts on the specimen, the effect is to produce a non-linear
resistance which increases with increasing current. A magnetoresistance ampli-
fier which works on lines somewhat similar to the Hall amplifier can be
constructed®4,

Uses for other of the III-V compounds are not at the moment clearly defined.
Indium arsenide, having the second highest mobility of the group, shows Hall
and magnetoresistance effects which are only exceeded by those of InSb. It
has a larger energy gap and consequently a higher resistance and could therefore
‘be made less subject to temperature effects than InSb.

The use of certain of the ITI-V compounds as solar energy converters
materials has already been mentioned. Although little more than very prelimi-
nary work has been done on this subject, it is clear that InP, GaAs and AlSb are
capable of providing greater efficiency than silicon3%. The final choice between

these materials will probably be decided by technological considerations.
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RADIATION EFFECTS IN SEMICONDUCTORS

1. INTRODUCTION

*The sensitivity of the electrical properties of semiconductors to lattice imperfec-
tions is too well known to need emphasis. Acceptor and donor impurity atoms,
whether foreign to the host system or arising from non-stoichiometry, account

* for the extrinsic semiconducting properties. In fact, such impurities are almost
entirely responsible for the electrical behavior, at ordinary temperatures in
materials with large forbidden-gap width. Lattice defects may also profoundly
affect the electrical behavior under certain conditions of defect concentration .
and temperature. This fact has long been known for photoconductors (alkali
halides containing F-centers, efc.), and suspected for many semiconductors. -
Fast particle bombardment of the diamond lattice semiconductors germanium
and silicon, however, provided the first conclusive evidence that point defects,
vi2. interstitial atoms and vacant lattice sites, produce acceptor and donor states.

. Consequently, fast particle bombardment has been extensively employed as a
tool for investigating the defect sensitivity of semiconductors. Conversely,
because of their great sensitivity to lattice defects, semiconductors have aided
considerably in the study of the nature of radiation damage. More recently,
other techniques of defect introduction have been explored. Quenching experi-
ments' on germanium and silicon from high temperature have been performed
to freeze-in defects, and plastic deformation? has been used to increase the
concentration of edge dislocations which in turn, increases the total acceptor
concentration of germanium.

We wish to summarize in this review the results of fast-particle bombardment
experiments on a number of semiconducting systems, Historically, this field of
study opened in 1947 when Johnson, Lark-Horovitz and co-workers at both
Oak Ridge and Purdue University® ¢ showed that exposure of germanium and
silicon specimens to both reactor irradiations and cyclotron particles affected
their conductivity and Hall coefficient too greatly to be attributed to impurities
introduced by nuclear reactions. It was therefore concluded that the marked
change in both concentration and type of charge carrier was caused by localized
energy states associated with lattice defects resulting from nuclear bombard-
ment. This view was confirmed by the .observation that such effects could be

_almost completely removed by appropriate vacuum annealing. Since this early
work, considerable effort has been devoted to studies of radiation effects in a
variety of semiconductors of the diamond-type lattice using a number of
radiation sources. In addition to studies of the energy level structure of radiation-
produced defects which determine the effect on charge carrier concentration and
type, effects on mobility, minority carrier lifetime, minority carrier trapping
processes and their associated photoconductivity, annealing studies, optical
properties and magnetic behavior have all been investigated.

It is convenient to include first a brief discussion of the mechanism of defect
production by ionizing radiation. We shall then proceed to an examination of
radiation effects in various materials. Since the primary effort has been placed on
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germanium and silicon these will be treated in separate sections and the remain-
ing materials will be covered in a single section. Although semiconductors in
addition to those considered here have been bombarded, the results are too
fragmentary to warrant inclusion in this review.

2. THE NATURE OF RADIATION PRODUCED DEFECTS

2.1. Production of Defects by Energetic Radiations

The theory of defect production by high-energy particles has received con-
siderable attention since the prediction of E. P. Wigner® in 1943 that extensive
radiation effects might be expected in reactor materials. The essentials of the
energetics of the radiation damage process were first established by Seitz® and
since refined by several investigators?s 8 9 10,

When an incident energetic particle collides with a lattice atom while travers-
ing a solid material, the lattice atom may receive sufficient recoil energy to be
displaced to an interstitial site, thus creating an interstitial-vacancy pair. More-
over, if the energy of the primary recoil is large enough, subsequent collisions
may produce secondary and tertiary displaced atoms. Consequently, a large
number of lattice defects can result from the collision of a single energetic
particle with a lattice atom.

The initial interaction may take place by one of three processes: (1) elastic
collision with the nucleus; (2) coulomb interaction with the nucleus (Ruther-
ford’s scattering); and (3) elastic collision with the atom. The first process
requires an uncharged particle, ¢.e. a fast neutron; the second, a charged particle
with sufficient energy to penetrate the screening effect of the electron cloud of
the stationary atom; the third process results when the energy is not large
enough to penetrate the screening electrons and amounts to closed-shell inter-
action. It should be remembered that charged particles are important even in
neutron bombardment, since recoiling atoms usually become ionized.

In addition to energy losses resulting from elastic collisions, an incident
charged particle may also lose an appreciable fraction of its energy by electro-
static interactions which cause electronic excitation and ionization of the lattice
atoms. In fact, above a certain energy e, corresponding to the situation in the
free atom case where the velocity of the moving particle is equal to that of the
electrons in the outermost orbit, most of the energy of the moving ion is lost
through such electronic interactions. For energies less than ¢, the orbital elec-
trons of the fixed atom can relax without experiencing excitation. In a solid,
€. takes on a somewhat different significance because of the band structure.
Seitz® has presented arguments which indicate that in an insulator or semi-
conductor:

e = (M,/m) Iy/8 co (D)

where M, is the mass of the moving atom, m is the mass of an electron and I
is the value of the fundamental adsorption edge in energy units. In a metal, the
valence electrons are essentially free, and ionization processes occur for nearly
all energies of the moving ion. However, energy losses by electronic processes
are expected to be negligible when the velocity of the incident charged particle
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- falls below that of the electrons at the top of the Fermi distribution in the metal;
For fast- ‘neutrons, electronic processes are negligible for most solids (Z, > 10,
where Z, is the nuclear charge of the stationary atom) since the average energy
transferred by pile spectrum neutrons to a lattice atom of such a mass is seldom
above e.. In the case of charged particles in the MeV range (protons, deuterons,
a-particles, electrons, etc.), this situation does not hold for the incident particle.
"When calculating the number of displaced atoms in this case, it must be remem-
bered that much, if not most, of the energy of the primary particle is lost in

~ electronic interactions.

Snyder and Neufeld® have shown that for hard-sphere or elastic collisions
with relatively heavy atoms (Z, > 10), the total number of displaced atoms
(including secondaries and tertiaries) per incident neutron of energy ¢ is given
approximately by:

A = T2« e (2

where « is the energy required to displace an atom (assumed to be 2 definite

threshold) and 7 is the average energy transferred to the recoiling atom by the
particle during the collision, given by the relation:

T = 2eM,M,|(M, + M) N G))

Here e is the energy of the incident particle, M, its mass and M, the mass of
the lattice atom. For a 1 MeV neutron, T for germanium is 27 keV. In order
to determine the total number of atoms displaced by pile spectrum neutrons it
is necessary to integrate equation (2) over the neutron energy spectrum, usmg
the appropriate neutron scattering cross-section for the material in question.

In the case of energetic particles of charge Z,, most of the energy range of
interest falls within the Rutherford scattering range. Using the Bohr theory for
the unshielded nucleus it can be shown? that in the non-relativistic range the
cross-section for producing a primary displacement is;

6g =€ ce C))
where ¢ is the energy of the incident particle and
M, Z.2Z3¢
— 4rap Ya ZiZieR .
7 7 A — ()

where a, is the Bohr radius and e is the Rydberg energy. The mean energy
of the primary recoil is approximately:

- (4D M,e

T=aln{——1"% _ } . (6

{“(M1 + My)? ©)

Using this value, the approx.tmate number of displaced atoms per particle may

be obtained from equation (2) or, alternatively, from an approximate relation

due to Seitz?, which is valid over a greater range of energy. For a thick target,

i.e. when the incident charged particle spends an apprecmble portion of its

' range in the solid, the total number of displaced atoms is obtained by integrating

over its path. Here it is important to employ the rate of energy loss in electronic
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interactions as well. Approximate methods for this calculation have been
developed by Seitz and Koehler?.

The situation for electron bombardment is more complex since the threshold
energy required of an electron for displacing an atom normally lies in the
relativistic range?> 10, However, the energy transferred to the recoiling atom is
considerably smaller so that multiplication of defects is small except for very
large incident electron energies.

The foregoing discussion considers the problem primarily from a two body
picture. A more statistical picture has also been evolved that employs the concept
of a ‘thermal spike’ 7.e. a small region of the crystal, heated to high temperatures
by the incident particle and rapidly quenched (> 1000° C for ~ 10— sec)l.
More recently Brinkman? has suggested a similar ‘displacement spike’ resulting
from the high rate of energy loss of an incident particle toward the end of its
range and Seitz” has suggested that both processes might occur concurrently
with the displacement processes. These have been invoked in explaining the
disordering of super-lattice alloys (Cu,Au, CuNi, efc.) whose rate of disordering
under bombardment is too great to be understood by displacement processes
alone. It has also been suggested that the spike picture can lead to additional
defects such as regions of misorientation and small dislocation loops?™ 9. It
should be pointed out, however, that the thermal spike concept is far from
satisfactory, and recently Brooks!? has examined this mechanism critically in
the light of recent refinements in the theory.

Kinchin and Pease!? have indicated an alternative approach for understanding
the disordering process in that, although a recoil atom may not have sufficient
energy to displace a second atom, it may replace it with a much smaller energy
expenditure. Hence an atom knocked interstitially may disorder other atoms
by successive replacements without increasing the defect density. This mecha-
nism also permits displaced atoms to travel appreciable distances before the
recoil energy is completely degraded.

Although on the basis of the above discussion the results obtained on a given
solid are expected to be qualitatively the same for any incident particle of suffi-
cient energy and dose, thiere are some subtle differences which may have an
important bearing on processes occurring during, and subsequent to, bombard-
ment. The most important of these is the distribution of defects. An energetic
massive particle may transmit sufficient energy to a primary particle so that the
number of secondary and tertiary displacements may be several hundred.
Consideration of the range of the primary particle itself ** indicates that this
large number of defects must be confined in a small region of the crystal, en-
compassing perhaps 10 to 10° atoms. At the other extreme, bombardment
with electrons whose energy is near the threshold for atomic displacements
(such that T << 4«) means only one displaced atom will result per collision,
hence the defects will be randomly distributed throughout the effective electron
range. Unfortunately, the range of electrons, of energy <1 MeV, is quite
short, which makes investigations on bulk properties of specimens difficult.
It is possible to overcome this experimental limitation and still obtain randomly
distributed defects by employing the Compton electrons, and photo-electrons
which result from y-ray absorption in solids. Such experiments will be discussed
below.
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2.2. Displacement Energy

One of the most important .experiments from the standpoint of radiation
damage theory is the determination of the displacement energy, thereby justify-
ing the assumption that lattice atoms sit in a simple potential well of depth «.
M. M. Mills pointéd out that this parameter could be determined by electron
bombardment and such measurements have been made on several types of
materials. 'E. E. Klontz?® made such measurements on N-type germanium, .
using the resistivity as an index of lattice damage. The specimens were irradiated
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Figure 1. Conductivity of two germanium samples
during electron irradiation as a function of the energy
of the electrons (Klontz'3).

at liquid nitrogen temperature and the electron energy was decreased until no
resistivity change could be detected for a prescribed exposure. The results
are shown in Figure 1, from which it is evident that the threshold energy is
~ 0-63 MeV. Because of the rapid falling off of displacement cross-section
near the threshold, the actual value may be somewhat smaller. This value of
the threshold energy leads to an « of 31 €V. This value is quite near the value
of 25 eV which is usually assumed for most materials?. Recently Loferski and
Rappaport!* have re-examined the problem of determining the displacement
energy in both germanium and silicon. As an index of damage they employed
the minority carrier lifetime which, because bombardment introduces recom-
bination centers, is much more sensitive to lattice damage than concentration
change. The short circuit current of photo-diodes was used to reflect the change
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in lifetime. Room temperature bombardments on both silicon and germanium
indicated a threshold energy of the electrons required to produce an effect
that corresponded to a displacement energy of 12:9 eV for both materials.
This value is less than that of Klontz by more than a factor of two, and is there-~
fore too large a discrepancy to be attributed to experimental error.

There are several possible explanations for the discrepancy. The lifetime is a
considerably more sensitive index of lattice damage than Klontz’s resistivity
measurements, which were made on specimens with an electron concentration
of ~ 10 cm~3. Kohn'® has calculated that the energy required to place a
germanium atom interstitially is less than half of Klontz’s value, and he has
suggested that either the first interstitial position is unstable or that closely
coupled interstitial-vacancy pairs might not lead to acceptor states. The latter
view is certainly not unreasonable and yet such a closely coupled pair might
still be an effective recombination center for excess electrons and holes. A second
explanation questions the suitability of assuming a discrete value for «. The
energy required to displace an atom is unquestionably dependent on direction,
hence the displacement energy should be treated as a distribution. Sampson
et al.'® have suggested a probability function extending from zero at € = ¢ to
unity at e = e, for a displacing particle of energy e, hence the displacement
cross-section would vary from zero at ¢, to a small but finite value at €, If
such is the case, a small concentration of acceptors may escape notice while the
change in lifetime may yet be detected.

2.3. The Rate of Defect Formation During Bombardment

The theory as outlined above has been applied to calculate the number of
displaced atoms in Ge for various particles. The results are compared with
experiment in Table 1. The first three columns list the particle, its energy and
the temperature of exposure. Column 4 lists the particle range or sample thick-
ness (whichever is the larger) of the specimens employed. Column 5 lists the
rate of conduction electron removal per incident particle. The thickness was
used to compute the experimental number of displacements per incident
particle (the number displaced per cm of path) which is given in Column 5.
The numbers of displaced atoms per incident particle as calculated are listed
in the last column. Most of these calculations except for neutrons are due to
Seitz and Koehler? and have been suitably adjusted for specimen thickness.

Before comparing the experimental and calculated values of Table 1, it
should be mentioned that because of scatter in the data the experimental values
are perhaps not reliable to better than a factor of 1-5 and evidence will be
presented below that two electrons are trapped per Frenkel defect. On this
basis, the experimental values of atoms displaced at low temperature (77° K
and 90° K) agree with the theoretical ones to within a factor of 2. In view of
theoretical approximations and experimental uncertainty, this constitutes what
appears to be excellent agreement and the wide range of particles and energies
so correlated may be taken as evidence of the general applicability of the dis-
placement theory. The larger deviation toward lower values at higher tempera-
tures is probably due to thermal annealing of the defects during irradiation as
will be indicated later.
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Table 1.
Sample
Exposure thickness .
Particle Energy | temperature [ (or range) ~-dn/d(nvt) dN/d(nvt)
(MeV) (°K) (cm) (cm™) (em™)
Neutrons Reactor 300 3-2(a) 10( )
. . spectrum
a-particles . 300 19 x 10-3 4100(b) 6500
© 5000(c) 6500
Deuterons 96 205 1-5 x 102 1100(c) 2100
Electrons 1.5 77 4-5 x 102 1-3(d) 11
300 4-5 x 102 0-6(d) |- 1-2
3-0 300 1-6 x 10— 1-4(e) 2-3
45 90 ? 8(¢c) 30
205 ? 3-7(c) 3-0

Crawford and Lark-Horovitz. Phys. Rev. 78, 815 (1950).

Brattain and Pearson. Phys. Rev. 81, 846 (1950).

Fan and Horovitz. Report on Conference on Defects in Crystalline Solids, p. 232.
(Physical Society, London, 1955).

Klontz. Dactoral Thesis (Purdue University, 1952, unpublished).

Brown. Fletcher and Wright. Phys. Rev. 92, 591 (1953).

Calculated assuming the average energy of the fast flux is ~ 0-08 MeV.
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3. DEFECTS IN DIAMOND LATTICE SEMICONDUCTORS

3 1. General Considerations

In the previous section the mechanism by which lattice defects are produced
by bombarding particles was outlined and certain quantitative tests of the
theory were considered. In order to understand the influence which these
defects exert on-the electrical behavior of semiconductors, it is necessary to
examine in some detail the consequences they have for electronic structure.
Perhaps the most important effect is that on carrier type and concentration,,
Hence weé shall be dlrectly concerned with Tocalized energy states which arise
as a result of defects in the diamond lattice. Such localized states also have an
1mportant effect on gEtlcal absorpuon, mlnonty carrier hfetlme and mmorlty

in the 1mf§ﬁ?1ty
The tacit conclusion of the preceding section was that bombardment intro-
duces Frenkel defects, and it is these with which we shall be concerned while
discussing a possible energy level model. However, there is much evidence that
a simple description in terms of equal numbers of interstitials and vacancies
alone may be a gross over-simplification except for certain limited cases. Because
of the short range of the primary recoils and the high damage den51ty along the
path of a charged particlé, the lattice disorder resulting from massive high energy
particles is not randomly distributed, but rather is better described by regions
of high local disorder distributed throughout a more nearly perfect matrix. As
we shall point out later there are indications of a much more complex spectrum
of energy levels resulting from such a non-random defect distribution than can
be expected for simple randomly distributed Frenkel defects. In addition,
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presumably because of the apprec1able mobility of some of the defects (most
probably the interstitials), extensive alteration of the defect energy-level struc-
ture occurs during and subsequent to exposure at room temperature and
extensive rearrangement is-indicated even-at very low témperature (—150° C).
These activated rearrangements of disorder are expected to produce more
complex defect distributions with a concomitant complexity in their level
structure. With these qualifications in mind, we proceed to a discussion of
current models of energy level structures.

. 3.2. Localized Energy Levels of Defects

" One of the puzzling features of early studies of radiation effects was the
markedly different behavior of germanium and silicon. N-type germanium was
converted to P-type and P-type specimens increased in conductivity ¢ with
exposure whereas both N- and P-type silicon tended towards intrinsic. The
behavior of germanium could be explained qualitatively on the basis of acceptor
introduction alone, while in silicon it was necessary to postulate the introduction
of both deep-lylng acceptors and donors to account for the removal of carriers
of both signs. In view of the close chemical and electronic similarity of these
materials, this apparent difference in defect energy level structure was not to
be expected ]ames and Lehman'’, however, pointed out that donors or hole
traps in germanium might escape detection if they lay near the top of the
valeice band. Further investigation of low-resistivity P- ~type. germamum
indeed demonstrated their presence®. Moreover; a closer examination of ¢ .
bombardment curves of initially N-type germanium revealed that the initial
linear slope extrapolated to ¢ =0 at an exposure only about one-half that
required to cause conversion to P-type'®.

This type of behavior led James and Lark-Horovitz2® to propose a model of
multlple 1omzat10n of both mterstltlals and vacancies to account for the observed
in a dielectric medium and the 1omzatlb;§otentlal of each of its valence electrons
(considered from a hydrogenic model) was estimated from the relation:

1263

€ e (7
' ?
where 7 refers to the ionization potential in question and is therefore the effective
nuclear charge, ey is the ionization energy of the hydrogen atom and «;” is the
effective dielectric constant to which the electron in question is subject. «” is
expected to decrease with increased ionization taking a value somewhere
between that of the mdterial and unity. For example in germanium, « = 16
leading to a first ionization potential of ~ 0-05 eV. This, in effect, is a localized .
energy level that would serve as a donor state lying 0-05 eV below the conduction
band. The second electron, since its orbit is now much restricted because of
the higher effective nuclear charge, is subject to a much smaller «’ and its
ionization potential might be expected to place a localized energy level near or
below the middle of the forbidden band. The remaining valence electrons would

probably be too tightly bound to contribute additional levels.
Such an atomistic approach cannot be used so readily for vacancies; hence
James and Lark-Horovitz considered the levels split out of the energy bands
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when a core ion was removed. They concluded that as many as two electrons
' might be introduced into a vacancy befor& the electro§tauc regulsmn becérffes T
too great “and “that each such event would also introduce a localized ¢ energy
Tevel in the forbidden band. The first vacancy-produced level would lie at
" approximately 0-05 eV above-the filled band and would therefore serve as an

acceptor or electron trap. The second vacancy-produced level would presumably
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Figure 2. Level diagram for vacancies and interstitials in germanium according to
James and Lark-Horovitz. (a) If occupied, the interstitial atom is neutral; (b) If
mot occupied, interstitial atom is doubly charged; (c) If occupied, net charge of two
electrons near wvacancy; (d) If not occupied, zero net charge mear wvacancy.

require a hlgher ionization energy. The net result of their analysis is shown in
Figure 2 in which the levels are arbitrarily indicated for both interstitials and
vacancies. It should perhaps be emphasized that when both types of levels are
present concurrently, as would be the case for Frenkel defects, the electrons
from the interstitial atoms would redistribute theriselves over avallable levels
to produce -the configuration. of lowest energy. Therefore, whether a level is
occupied or vacant depends on its energy position rather than on the defect
- Withrwhich it was originally identified. The important contribution of this model
is that it indicates the most important parameters for energy level positioning.
Although this model is both qualitative and somewhat speculative it has been
of considerable assistance in determining the rather complex energy level
structures of irradiated semiconductors. Perhaps its best justification is that it
appears reasonably consistent with the gross features of many experiments and
is the best description cutrently available.
Another defect energy level model applicable to the diamond lattice has
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recently been proposed by Champion?! in an attempt to explain the electronic
behavior of diamond. He uses a quite different approach employing localized,
resonating orbitals and postulating a series of partial covalent-type bonds to
describe the electronic properties of the various defects. As might be expected
from the different approach, his model leads to strikingly different conclusions.
Thus the interstitial acts as an electron trap or acceptor while the vacancy may
either trap electrons or act as a donor. There has been no attempt as yet to apply
this model to germanium and silicon nor to obtain experimental confirmation.
Some of the conclusions, however, do not seem applicable to the Group IV
semiconductors. For example, it hardly appears likely that in materials of high
dielectric constant an interstitial would prefer to add electrons and thereby
become negatively charged. Although suchaprocess may be possible for diamond,
it is indeed questionable whether Ge™ or Si~ could be stable unless the complex
resonating orbitals which are postulated are exceedingly stable. Future work
will perhaps clarify this point as well as the general applicability of Champion’s
model to the Group IV semiconductors.

It should be mentioned here that Dienes and Klieinman?®? have suggested that
the early specific heat results obtained by Keesom, Pearlman and Lark-Horovitz??
might be explained by a rearrangement of bonds into an unsaturated structure
which is not unlike Champion’s model for clusters of defects. Keesom ef al.
found that in one silicon specimen the Debye temperature apparently decreased
as a result of fast neutron bombardment. This behavior was explained?? as
resulting from a bond rearrangement into a configuration analogous to a large
condensed ring structure which would produce a softer phase containing
~ 5000 atoms imbedded in the otherwise undeformed matrix. Although such an
unsaturated structure may be stable in the diamond system, the well-known
instability of double bonds in silicones makes it questionable whether such a
situation could exist in crystalline silicon. Moreover recent specific heat results
obtained on a silicon single crystal by Keesom ef al.?4 appear to throw doubt
on the earlier work and additional experiments are necessary before the decrease
in Debye temperature mentioned above can be considered conclusive. -

4. EXPERIMENTAL INDICATIONS OF DEFECT STATES

4.1. Germanium

Considerable effort has been spent on the determination of the type and
position of defect states in germanium produced by a wide variety of energetic
particles. The results of fast neutron bombardment have been reported by
Cleland et af.?> 26 for both N-type and P-type germanium. The data were
analyzed in terms of the James-Lark-Horovitz model??, 7.e. a four-level model
with two levels occupied, under the assumption that the usual chemical donors
or acceptors were completely ionized, the position of the levels being treated as
parameters to be determined from experiment. In order to avoid complications
arising from annealing of the defects during exposure, the initial behavior was
used wherever possible. For N-type germanium the situation was easily analyzed,
since only one level was found to lie above the middle of the forbidden band.
In this case the data were consistent with the model and indicated two vacant
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states (electron traps or acceptors) present in equal concentration identifiable
" with the interstitial: a shallow one (0-20 eV below the conduction band), and a
deep one lying below the middle of the conduction band. The deep state, of
course, is the dominant acceptor level in bombarded P-type specimens.
Since the model predicts three states (one vacant and two occupied) below
the middle of the forbidden gap, the situation in P-type germanium is much
more difficult to analyze. However, it can be readily shown that if the lowest-
lying occupied state is several kT below the higher one, the limiting value of -
the Fermi level ¢* will lie midway between the vacant state and the occupied
‘state. ¢* is that position approached by ¢ at saturation, If the initial value of
o lies Below ¥, a decrease in hole concentration p will result from bombardment
while, if o lmtlally lies above this point, exposure will cause an increase in p.
Consequently, ¢* should be readily determined from the variation of initial
slope of the ¢ v. bombardment curve with initial hole concentration p,. Such
results for exposure at 195° K are shown in Figure 3. The rate of change in
p with defect concentration N was obtained from the conductivity variation,
assuming the mobility was unaffected. It was further assumed that 1-6 Frenkel
defects were introduced per incident fast neutron as indicated by the rate of
electron removal in N-type specimens!?. The zero value of dp/dN y_, at this
temperature leads to p* = (1-5 4 0-2) X 10*® cm=3 which, on using the best
value for effective hole mass?? (my ~ 0-3 m,), yields * = 0-123 4- 0-003 €V.
At pile ambient temperatures (~ 50° C) a similar series of measurements
yields p* = (65 4 1-5) X 10'® cm~ and, correspondingly, ¢* = 0-120 4
0-006 V. Hence, within experimental error, ¢* is temperature independent as
expected. It should be mentioned here that a study by Forster and Fan? of
deuteron-bombarded Ge at a much higher rate of defect introduction shows
some interesting differences. They find that at 195° K ¢* = 0-089 eV, a value
considerably smaller than the neutron value. Moreover, specimens with p, only
slightly greater than the value of p* obtained with fast neutrons show first a
¢ decrease followed, with further deuteron bombardment, by an increase.
This behavior suggests that one type of lattice defect is being preferentially
removed by annealing duririg exposure or that a non-equilibrium distribution
of carriers exists. This point will be considered in greater detail below.

f the deepest occupied state is neglected (assumed to lie several 2T below
the next highest state), determination of the position of the acceptor and hole
trap (occupied) from the initial rate of hole removal curve reduces to a one-
parameter problem once ¢* is known. The data of Figure 3 have been fitted with

& = 0-180 €V and ¢, = 0-066 eV, where ¢, refers to the vacant state and ¢, to
the occupied state measured. from the top of the valence band. The second
occupied state presumably lies much nearer the valence band. It should be
pointed out that the correlation is sensitive to the rate of production of defects
per incident fast neutron (taken to be 1-6) and is, therefore, sensitive to the
neutron energy spectrum. Also, any variation in mobility would cause the slope
values to be decreased somewhat. Consequently, these positions can only be
considered approximate.

Fan and co-workers?® have analyzed the results of electron and deuteron
bombardment in a2 more general fashion. They have determined the positions
of defect states by an examination of the variation of ¢ with bombardment:
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¢ is expected to show a maximum rate of change when it passes through a level
of discrete states. The results for 4:5 MeV electrons are shown in Figure 4.
They find that the shallow vacant level lies 0-20 eV below the conduction band
in excellent agreement with the fast neutron results. In contrast, however, the
deep acceptor lies 0-24 eV above the valence band rather than at 0-18 eV as
the neutron results indicate. This value of 0-24 €V has been substantiated by
the y-ray bombardments of Cleland et l3° As was mentioned earlier, since
damage during y-irradiation results from energetic Compton electrons and
\‘/
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Figure 3. The initial rate of change of hole concentration per Frenkel defect v. the

tnitial hole concentration during bombardment at 195° K. The points are experimental

and the solid curve is calculated assuming that C, the number of defects introduced per
incident neutron, is 1-6. (Cleland et al.%®)

photo-electrons, these experiments correspond to internal electron bombard-
ment. The y-ray experiments also indicate a shallow state 0-20 ¢V below the
conduction band.

The results of deuteron bombardment are generally quite different from those
obtained with electrons and fast neutrons. For 9-6 MeV deuteron bombardment
at 200° K, Fan et al.?? find evidence for a distribution of states less than 0-10 eV
from the conduction band and a similar set of levels less than 0-10 eV from the
top of the valence band. Moreover, they find that the distribution of levels varies
with exposure.

Since they do not suffer from an inhomogeneous distribution of defects and
are therefore less subject to smearing out of localized levels and preferential
annealing during exposure, the electron and y-ray results are the most reliable
as far as Frenkel defect energy levels are concerned. Unfortunately, because of
the much smaller damage rate with these radiations, no information relative
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to- the occupied states near the valence band has yet been obtained. An experi~
ment similar to the initial slope study in neutron bombarded P-type germamum
(Flgure 3) utilizing electrons or y-rays would be qmte valuable.

In summary, we might say that, although there is some disparity in these
results, they appear to confirm qualitatively the more 1mportant features of the
James—Lark-Horowtz model of Frenkel defect states.
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Figure 4. Number of conduction electrons removed or holes added by a 4-5 MeV electron

per unit length, as a function of the Fermi level. Irradiation at 200° K. (Calculated by taking

the total change of concentration (n cm™3) at a time of irradiation t divided by the total flux
cm™2 incident on the sample up to the time t.) (Fan and Lark-Horovitz.2%)

There is another method of defect state spectrometry, currently being con-
sidered by Schweinler, Cleland and Crawford®!, which is very attractive. This
method, should it prove feasible, has the advantage of great generality and may
be applied to specimens doped with multi-level impurities, z.e. gold, manganese,
nickel, etc., as well as bombarded specimens. The nuclear properties of Ge
are such that nuclear doping, as a result of radio-active decay, can depress ¢
across the forbidden energy gap and localized states can be detected from the
variation of ¢ during decay time. The predominant decay products of Ge,
resulting from thermal neutron capture, are *Ga and "As, both of which are
stable nuclides which ultimately result from (#, ) processes on 7°Ge and "Ge.
The thermal neutron capture cross-sections are such that Ga and "As are
produced to the extent of 3 per cent and 1 per cent of the integrated thermal
flux (nvthn, respectively®®. The Ge activity decays to As with an 82 min
half-life, while ™Ge produces Ga with a half-life of 11-4 days. Hence, by
appropriate choice of initial electron concentration and thermal neutron ex-
posure, an N-type specimen containing energy levels of interest can be converted
to P-type by compensation of impurities in a period convenient for observation,
provided that the decay product sits substitutionally in the lattice. Investigation
shows that the decaying radiation is too soft to eject the decay product from its
position by recoil and, although the spectrum of y-rays emitted on thermal
neutron capture by 7°Ge and 74Ge ‘is not known, experiments using nearly
pure thermal neutrons do not indicate that germanium atoms are displaced
during neutron capture. Consequently, the decay products are expected tc
behave as normal substitutional impurities.

Preliminary experiments have revealed an inherent difficulty with this method.
Since the resolution in energy is ~ 4 kT, it is desirable to follow ¢ during decay
at as low a temperature as practicable. However, the bombardment-produced
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states (and also the states of multi~level impurities) are efficient minority carrier

traps (see sub-section 6.4) and the decaying radiation is sufficient to saturate

these traps at the temperatures necessary for acceptable resolution, Consequently,

the charge carrier concentrations are not in thermal equilibrium at liquid nitro-

gen temperature, which renders the method ineffective. However, experiments
- aimed at eliminating this difficulty are now underway.
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Figure 5. Conductivity of N- and P-type silicon during fast-neutron
irradiation. (Cleland et al. unpublished.)

Parenthetically, two interesting consequences of nuclear doping might be
mentioned. The half-life of “Ge has been checked by the variation of carrier
concentration during decay?. The results are in reasonable agreement with
the conventional determination. Nuclear doping by careful incremental ex-
posures to thermal neutrons has been used to render germanium intrinsic to
temperatures below dry ice temperature®. The latter application promises to
be valuablé for studies of the intrinsic behavior over a wide temperature range.
Additional uses for this technique appear to be promising. Since acceptors and
donors are introduced in a fixed ratio (1 As to 3 Ga), the known compensation
which results can be used to study impurity scattering phenomena and to test
the Brooks-Herring scattering theory®. It may also find valuable application in
studies of impurity-banding phenomena. Investigations of these applications
are currently being planned.

4.2, Silicon

Although the initial radiation effect studies were made on silicon at the same
time as on germanium, considerably less extensive work has been done on this
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material. This results from the facts that high-purity, single-crystal speclmens
have only recently become generally available, and that ohmic contacts to
silicon are more difficult to prepare. In addition, the positioning of the defect
states in the forbidden band of silicon are such that it is more difficult to locate
“them. Curves of o v..nvty for N- and P-type silicon for fast neutron exposure
are shown in Figure 5. After an initial rapid decrease (the rates of carrier removal
are about the same for each type and are nearly twice that for N-type ger-
manium), ¢ approaches the intrinsic value. The difference between the satura-
tion values for the two specimens is due to the different irradiation temperatures.
As might be expected, the conductivity reached after prolonged exposure is
somewhat lower than the intrinsic value because of a bombardment-induced
decrease in mobility. The results of deuteron bombardment obtained by Forster38
and Longo®® are qualitatively the same as with neutrons. Measurements of
Hall coefficient on heavily irradiated P-type silicon by Longo and Kleitman3?
indicate a negative value as expected for intrinsic silicon.

These results suggest that the two occupied and two vacant states predJcted
by the James—Lark-Horovitz model are symmetrically located above and below
the middle of the forbidden band respectively. The larger energy gap and
smaller « of silicon make a more symmetrical positioning quite reasonable.
The problem of the actual positioning of levels, however, remains, and electrical
measurements have not been very successful in revealing the solution. In contrast
with the behavior of neutron-bombarded germanium which indicated two
vacant states, the log ¢ v. nvt curve rather than the ¢ v. not curve for both N-,
and P-type Si bombarded near room temperature is approximately linear’
initially which suggests a distribution of levels such that a linear depression of
¢ toward the middle of the gap occurs with exposure. This behavior has also
been observed by Forster?s.

Electron bombardment, as in the case of germanium, again gives more clear-
cut results than massive particles. Hill and McKay®® have found that the rate
of carrier removal per 4-5 MeV electron shows a sharp break when ¢ reaches a-
position 0-36 eV below the conduction band and 0-37 eV above the valence
band in high-purity N-type and P-type silicon respectively. Furthermore,
impure specimens, with carrier concentrations nearly in the degenerate range,
also give indications of localized states close to both the conduction and valence
bands. Shallow states such as these would also explain the almost linear initial
portion of the log o ©. exposure curves mentioned above for neutrons and
deuterons. Since the shallow states are indicated by electron bombardment
experiments, they are presumably real and not a result of inhomogeneities as
suspected for germanium (sub-section 4.1).

{ The defect energy level structure indicated by these results is summarized

ematically in Figure 6. It should be emphasized that this diagram is at best
tentative. The four sets of levels, two shallow and two deep, are symmetrically
located with respect to the center of the gap. The shallow states which lie near
the band edges have been arbitrarily placed at 0-05 eV from the conduction band
and valence band respectively. These states may be interpreted in the light of
the model of James and Lark-Horovitz2? as follows: levels A and B are attri-
buted to the first and second ionization potentials of the interstitial, while levels
C and D are taken to be the energies required to place one and two electrons
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respectively into a vacant site. This interpretation is supported to some extent
by optical absorption measurements on irradiated silicon (see sub-section 6.2).
According to the model in question, the states associated with each type of
defect are expected to lie further from the band edges than in the case of ger-
manium because of the smaller dielectric constant of silicon (« = 11). Brooks??
has pointed out that this contention is substantiated by the position of levels -
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Figure 6. Energy level diagram for defects in silicon. Levels A and B are attributed to the

first and second tonization potentials of the interstitial while levels C and D are taken to be

the energies required to place one and two electrons respectively into a vacant site and are
therefore indicated as being occupied.

associated with gold impurity in the two materials. In germanium?®?, gold pro-
duces an occupied state at 0-05 ¢V above the valence band, whereas in silicon??,
this state moves up to 0-35 eV. It is noted that this is very close to the displace-
ment suffered by the deepest lying occupied defect-state in going from ger-
manium to silicon. Consequently, the state of affairs in silicon seems to corre-
spond with the prediction of the model. :}

4 &

4.3, Indium Antimonide

Although, because of their binary nature, the Group III-V compounds of
interest crystallize in the zinc blende lattice, this would reduce directly to the
diamond lattice if the constituents were the same. Therefore, these materials
may be conveniently treated in this section with only a few qualifications.
Because of its availability in high-purity single-crystal form, the most attention
given to semiconductor compounds has been concentrated on InSb#. Its
behavior under fast neutron bombardment is almost the inverse of germanium
in that P-type specimens are converted to N-type, and N-type specimens
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"approach saturation. at a low value of o, after prolonged exposure to neutrons
at room temperature. The effect on ¢ (measured at 77° K) for both N- and -
P-type specimens is indicated in Figure 7 and the temperature dependence of
the Hall coefficient after successive exposures is shown in Figure 8. Because of
the large thermal neutron cross-section of indium which transmutes to tin, a
donor impurity when substituted for indium in the lattice, it is necessary to
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Figure 7. Conductivity of InSh at — 196° C. after suc-
cessive reactor irradiations. (Cleland and Crawfords'.)

exclude this type of nuclear doping when studying displacement effects. This
was done by shielding the specimens with layers of indium and cadmium foil
which stop only the thermal neutrons.

Provided it can be assumed that ratios of states are not altered during ex-
posure by preferential annealing of one type of defect, the temperature depen-
dence of limiting electron concentration #* and hence ¢* should be obtainable
from a curve lying between curves P, and N, of Figure 8. Consequently, if this
saturation condition is determined by two states above the middle of the gap,
one occupied and one vacant, ¢* should, as in the case of germanium, be
essentially temperature independent and lie half-way between the two levels.
The value of ¢*, calculated from Figure 8 using an electron effective mass of
0-015 m, as indicated by cyclotron resonance experiments®?, is found to be
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original P-type InSh; Py, after 4 X 10'® neutrons cm™2; Py after

5 x 10 neutrons cm~2; P,, after 40 hr at 350°C in vacuum.
(Cleland and Crawford*.)

0-015 eV below the conduction band and is temperature independent within
the errors of interpolation. ,

Examination of the bombardment behavior of InSb suggests three groups
of fast neutron-induced defect-states:

(1) A shallow group of hole traps or occupied states, which lie below the
middle of the gap, as indicated by the strong curvature of the ¢ v. nvt;
curve and the appearance of the log R v. 1/T curve for P-type specimens

- before conversion. . .- - .

(2) A second group of occupied states which, since they act as donors in
converted material, must lie above the center of the gap.

(3) A group of shallow electron traps (vacant states expected to trap electrons
when n > n¥).

Because of the binary nature of the compound, there are four possible simple
defects available to explain these levels. Cleland and Crawford®* have speculated
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about the nature of these states. It was concluded that, because of the large |
"dielectric constant («x = 16) and the small effective mass for electrons, the first

ionization potential of both interstitial indium and antimony is nearly the same

and quite small (~ 0-05 eV). However, the two types of vacancies may behave
" quite differently. The indium vacancy has five electrons extending into it from
the four antimony neighbors which form three half-filled and one completed
Sp? orbitals. The antimony vacancy, on the other hand, has only three electrons
associated with it. If a vacancy can be considered to some extent analogous to
an atomic system, then by Hund’s rule one would expect less energy to be
required to place an electron into the antimony vacancy than into the indium
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Figure 9. A4 possible defect energy level scheme for irradiated InSb. (Cleland and Crawford®).

vacancy. Since the gap is quite narrow (~ 0-2 €V at room temperature), it is
reasonable to assume that the second ionization state of each type of defect lies
outside the forbidden band and need not be considered further. After redistri-
bution of electrons to states of lowest energy, the energy-level scheme of Figure
9 results, consisting of a set of shallow hole traps arising from the antimony
vacancy, a set of hole traps or donor states from the indium vacancy, and finally
a set of vacant states, twice as numerous as the occupied levels, just below the
conduction band which arises from the indium and antimony interstitials.
There is an additional possible type of lattice damage in these binary com-
pounds which does not exist for elemental semiconductors. Except for the
relatively large covalent binding energy, InSb and the other III-V compounds
are somewhat analogous to an ordered. superlattice alloy. Should extensive
atomic interchange result from bombardment by the displacement mechanism
of Kinchin and Peasel?, as is the case for CugAu®, extensive electronic effects
would result. In a disordered InSb system the basis for the Sp® covalent orbitals
would be largely destroyed, and the open diamond structure would be expected
to collapse to a more close-packed metal-type lattice. Such a collapse would
undoubtedly be accompanied by a transition to metallic conduction. Attempts
ta observe superlattice disordering in InSb by fast neutron bombardment have
%en made using both X-ray diffraction techniques after neutron exposures
p to 102 n cm~? and electrical measurements after neutron exposures up to
108 n cm™2 near room temperature, but with negative results. Irradiations up
to 5 X 10'7 n cm™2? carried out at temperatures as low as —150° C to reduce
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the mobility of defects were also unsuccessful. Hence, it appears that the dis-
ordered structure is too unstable to be frozen in at these temperatures. Perhaps
the increase in available free volume in a highly disordered region allows the
lattice to re-order without the annihilation of all of the point defects.

In addition to fast neutron studies, results of electron bombardment have
been reported4, These  experiments were carried out at 90° K and are com-
plicated by minority carrier trapping effects. Because of this and the small
range of property changes investigated, they cannot be directly compared to
the fast neutron results.

4.4, Gallium Antimonide

The behavior of GaSb on irradiation? is quite similar to that of germanium.
In view of their close electronic similarity (comparable band gap, etc.), this is not
surprising. A detailed study of the defect level structure is hampered by the fact
that high-resistivity specimens of this material have not yet been obtained.
Fast neutron bombardment was found to convert N-type specimens to P-type,
and the conductivity of P-type specimens approaches a saturation value. There
is evidence of a hole trap 0-14 eV above the valence band and an acceptor
~ 0-2 €V from the valence band. Prolonged exposure near room temperature
and at —125° C gave no electrical evidence of the superlattice disordering
discussed in the preceding section.

5. ANNEALING OF BOMBARDMENT PRODUCED DEFECTS

5.1. Early Indications

Early studies® 4 18 of neutron and deuteron bombarded Ge and Si demon-
strated that essentially all of the bombardment-introduced lattice disorder could
be removed by appropriate heat treatment. For example, the original conduc-
tivity of Ge (except for the small permanent change resulting from nuclear
doping) could be restored by annealing at 450° C for 24 hr. Similarly, irradiated
Si was annealed but at a2 somewhat higher temperature. Since the defects were
expected to be predominantly of the Frenkel type, a naive view 'suggests that
simple .interstitial-vacancy annihilation is responsible for restoration of the
crystal perfection.

The first annealing study made by Brattain and Pearson® on Ge bombarded
with polonium ¢-particles indicated a first- rather than a second-order relaxation
process. They found that the curvature of the ¢ v. exposure curve for room
temperature was consistent with a first order build-up process and that the
relaxation subsequent to exposure was described by the same rate constant
provided it was assumed that a certain fraction of the acceptors did not anneal.
In addition, Cleland et al® found that the variation of ¢ in P-type germanium,
with fast neutron exposure near room temperature, could be described by a
first order build-up and saturation process. It was also pointed out, however,
that a similar curvature was observed if the exposure were carried out at 195° K,
and subsequent studies have shown that the dependence of change in carrier
concentration on ¢ accounts for most of the curvature. More recent studies
indicate that the annealing processes are indeed complex. :
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Figure 10. A diagram of the distribution of energy levels produced in germanium

by bombardment. (a) indicates the distribution expected for equal concentrations

of interstitial and vacancies. (b) shows the effect expected to result from partial
interstitial removal. (Cleland et al.?)

5.2. Preferential Annealing of Interstitial in Germanium

It was mentioned in sub-section 4.1 that for germanium the Frenkel defect
energy level model breaks down after appreciable exposure, presumably as a
result of alteration of the relative proportions of the various defect-states caused
by preferential annealing of one type of defect. This is demonstrated?® by the
fact that the temperature dependence of hole concentration after appreciable
exposure is considerably less at low temperature than suggested by the energy-
level model suggesting the appearance of more shallow acceptors as irradiation
proceeds. Moreover, subsequent ageing at room temperature and annealing at
low temperature cause an increase in p and a further decrease in the slope of
the log R v. 1/T curve at low temperature. This suggests that the interstitials,
which are evidently the more mobile component, are removed by some process,
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e.g. clustering or migration to dislocations taking their electrons with them,
thereby emptying the states associated with the vacancies so that these are now
available as acceptors, with a much smaller ionization energy than the ones they
replace. The situation both before and after interstitial annealmg is shown
schematically in Figure 10. Irradiated N-type specimens give similar indica-
tions?5, since a light anneal near 100° C produces a further decrease in electron
concentration, suggesting that the vacant state 0-2 eV below the band edge is
replaced by a much deeper one which is more effective in trapping electrons.
Similar effects have been observed with deuteron and a-particle bombardment.
The behavior of deuteron-bombarded P-type germanium at 200° K28; which
was mentioned in sub-section 4.1, is pamcularly striking and leads to a smaller
apparent value of ¢*.

A similar preferential annealing has been indicated in GaSb%. In silicon,
however, although its annealing has not been extensively investigated, there is no
definite evidence of such a process. Instead, annealing of a P-type specimen near
200° C appears to cause a continuous decrease in ionization energy from the
intrinsic value induced by prolonged neutron exposure3?.

5.3. Low Temperature Relaxation after Neutron Bombardment

Defect relaxation during and subsequent to fast neutron exposure has been
- observed at temperatures as low as —~160° C?. 26, Although this is masked to a
considerable degree by minority carrier trapping effects (see sub-section 6.4),
thermal cycling in the presence of radiation has revealed that irreversible
changes occur which cannot be attributed to changes in the non-equilibrium
distribution of charge in traps but rather to the disappearance of the traps
themselves. These low temperature relaxation effects raise the question of the
identity of those defects remaining at room temperature. Presumably, if sufficient
defect mobility exists at these temperatures for the annihilation of simple
defects, these would not be expected to be stable at or above room temperature.
Since the room temperature disorder during the initial stages of fast neutron
bombardment is adequately described by the Frenkel defect model, this state
of affairs does not seem likely. In the case of massive-particle bombardment
(fast neutrons and deuterons), the question may be resolved in the following
way. Because of the highly localized nature of the damage production, it has
been suggested that, at the lower temperatures where atomic motion is restricted,
the lattice disorder around the point of a primary collision is so extensive that
individual defects can no longer be distinguished, and the structure of the region
is best described as apprommatmg to that of a liquid. As the temperature is
increased the disordered region may rearrange to configurations of successively
higher thermal stability leading to a large local concentration of point defects
well below room temperature. Such an explanation, however, will not suffice
for electron bombardment for which low temperature relaxation is also observed.

5.4. Annealing of Electron Damage in Germanium

Klontz!® has observed extensive annealing at 0° C and room temperature of -
the damage introduced into N-type germanium by Van de Graaff electron
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bombardment at 77° K. The recovery of resistivity followed a first order process.
* with a relaxation time of 2,300 sec at 0° C. Further annealing at 70° C caused a
marked decrease in the slope of the log R . 1/T curve. The first-order mechanism
~ suggests that the process at 0° C involves recombination of close pairs of inter-
" stitials and vacancies. Such a process is not unreasonable since, because the
energy transferred during a collision is not much greater than the threshold
. energy, an-appreciable concentration of relatively closely spaced interstitials and
vacancies should be produced.
By far the most comprehensive study of annealing of radiation damage has
‘been performed by Brown et al.47 on N-type germanium exposed to 3 MeV
electrons at room temperature. Isothermal anneals were carried out in the range
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to the curve at 220° C. The arrows above the curves indicate the ten minute anneal-
ing points for the original curves. (Brown, Fletcher and Wright®")

from room temperature to 340° C. The progress of annealing was followed by
means of ¢ and in every case a monotonic decrease in Ac.(= 6, — ¢) induced
by bombardment was observed. On plotting the fraction of Ac annealed .
log time, it was found that, although the character of these curves varied from
one end of the temperature range to the other, they could be joined to give a
continuous composite curve by adjusting the time scale appropriately. Since
the abscissa is logarithmic, the adjustment involves only a horizontal shift of
the curves for matching. The composite curve in which the time scales for all
annealing runs are adjusted to that at 220° C is shown in Figure 11. The fact
that superposition of these curves is possible suggests that time is involved
only in the ratio ¢/r, where 7, the temperature-dependent relaxation time, is
inversely proportional to the adjustment factor. The activation energy for the
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annealing was obtained from a semi-logarithmic plot of 7,,,/rp against reciprocal
temperature. This curve is a reasonably good straight line with a slope cor-
responding to 1-8 eV at high temperature and 1-6 eV at the low end of the range.

In a second theoretical paper?, these authors have attempted to account for
the observed annealing behavior in terms of known processes. They assume
that only one component of the Frenkel defect is mobile, viz. the vacancy, and
they reason that as long as the vacancy is within the stress field of the interstitial
there will be an activation energy gradient toward the interstitial causing a high
probability of recombination after the vacancy makes one jump. Outside the
critical radius circumscribing the strained region surrounding the interstitial
the vacancy is expected to move in an undistorted lattice with the characteristic
activation energy for vacancy motion. These two regions are treated separately.
The first of these corresponds to the recombination of close pairs by a simple
first-order process, characterized by the activation energy of the first jump
toward the vacancy. The second annealing range refers to the capture of vacan-
cies after random-walk migration by distant vacancy sinks such as other inter-
stitials, dislocations and small-angle boundaries. The best fit to the data was
obtained using only the close pair recombination, and recombination during
liberation. It is not surprising that the other sinks do not enter since in good
single crystals the dislocation density is quite small (~ 10¢ lines cm~2). .

The combination of first and second order processes accounts adequately for
the very long extension in time of the observed annealing behavior. Moreover,
the only process, considered by theory, which is thermally activated, is the
migration of the mobile defect. This is also in agreement with observation and
the small variation of the experimental activation energy with temperature is
adequately accounted for by the barrier lowering in the vicinity of the inter-
stitial for the first order process. :

Although these authors arbitrarily assumed that the vacancy is the more
mobile component, work cited earlier in this section suggests that the inter-
stitial does the moving. Consequently, perhaps their arguments should be applied
to the interstitial rather than the vacancy. The alternative description, however,
introduces one difficulty which they have pointed outt8. Whereas, because of
the lattice strain, the easy direction of motion of the vacancy is toward the
interstitial, such may not be the case for an interstitial moving in the stress field
of a vacancy. Here the easy-direction of motion would appear to be tangential
to the vacancy rather than toward it. Such a state of affairs would tend to impede
the first order process, a behavior not experimentally observed. It would appear
to be worthwhile to re-examine the annealing behavior in the light of this
complication. In this connection, ‘reverse’ annealing, resulting from the pre-
ferential removal of one type of defect discussed in connection with neutron
bombardment studies, was not observed in these experiments, whereas recent
studies by Cleland and Crawford®® on y-ray bombarded germanium unmistak-
ably indicate that such a process does occur on annealing near 100° C. Since
randomly distributed defects are expected in each case, the reason for the differ-
ence in annealing behavior is not clearly understood. Perhaps the ‘reverse’
process in the electron bombardment experiments occurred to a large extent
during exposure because of heating of the specimens. If this is the case, the
concentration of interstitials and vacancies would no longer be equal.
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‘ 6. EFFECTS ON VARIOUS PROPERTIES
@ Mobility

g o

g o~ &

I.}J? rate of carrier removal dur ring € exBosurg__;s,,_usuall-yr~obta1ned from the
initial slgpemfthg CRAC exp_osure curve under the assumptmn that the mob1hty
Femains constant. This assumption is at best an approximation which is valid
only in the lattice scattering range and becomes progressively worse the greater
thei 1mpur1ty scattering contribution to the moblhty In the range where i 1rnpur1ty )
scattering alone limits the mobility, the change in ¢ caused by the decrease in

" mobility may be comparable to or even greater than the variation produced by
the change in carrier concentration. ngﬂseguently,.ﬂit is-best where possible 10
use the Hall coefficient measurements : to determine changes in carrier density.
TAccording to the Frenkel defect energy level model of James and Lark-
Horovitz?0, the redistribution of electrons from interstitial atoms over the
available localized states leads to charged centers or sites even before the charge
concentrations are altered. Hence, dependmg on the distribution of levels in
the energy gap, two doubly charged sites as in the case of germanium, or two
singly charged sites as may be the case for silicon, are expected to result from
the presence of the defects alone. For N-type germanium under conditions
where both vacant states are occupied, the interstitial is no longer charged and
only the doubly charged vacancy is available for scattering carriers. In P-type
germanium, on the other hand, the interstitials and vacancies may be either
singly or doubly ionized depending on ¢. Because of the different relative
arrangement of states in silicon, doubly ionized defect states are not expected
except at very low temperatures, and only singly charged and neutral defects
are normally expected.

In view of the fact that the scattering | probability of a charged scattering .
center is apprommately proportlonal to the s square of the charge z, the behavior
of the impurity obility u; might also be expected to reflect the nature of the
defect energy level structure. There are, however, two complicating factors
which must be taken into account. The first of these arises because the carrier
concentration in irradiated specimens is not equal to the concentration of
scatterers. Hence, the simple scattering theory of Conwell and Weisskopf 4? is
no longer apphcable Instead, the Brooks—Herrmgi@_cgf which accounts for
the extent of screening of the scattefing charge by free carriers must be used.
As long.as.the.defects.are. randomly distributed as in the-case-of-electron-bom-
bardment this S presents no problem, but for the localized defect distributions
_expected for massive partlcles serious comphcatlons may arise. The second
difficulty is' associmted with the extensive preferential annealing behavior
discussed in the previous section. Consequently, the defect model cannot be
applied over an -extended range of exposure to massive particles, though some
success with electron or y-ray bombardment might be expected.

The most extensive study of the effect of radiation on carrier mobility has
been performed on germanium bombarded with fast neutrons at room tempera-
ture?- 26, Values of 1 as a function of temperature were obtained from measure~
ments of E_ﬁmter successive exposures of both N- and P-type specimens.
"The most surprising aspect of the study is the markedly different effect on the
temperature dependence of u for electrons as compared to that for holes. The
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results are summarized in Figures 12 and 13 in which log u is plotted against
log T after successive exposures for N-type and P-type germanium respectively.
The temperature dependence for electrons has the proper sign, but exhibits a
greater than normal magnitude in the low-temperature, impurity scattering
range. Since the electron concentration varies strongly with temperature after
appreciable exposure, the enhanced temperature dependence (as great as T
before conversion in a specimen with 7, = 7 X 1017 cm-3) is consistent with a
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Figure 12. Hall mobility v. temperature for N-type germanium after the
tndicated exposures, for a speczmenalmt)h ny =7 X 10'7 em=3, (Cleland
et

rapid decrease in screening and a corresponding increase in charged center
scattering probability according to the Brooks—Herring theory®.

In contrast, the hole mobility is decreased by a factor which varies by not
more than a factor of two over the entire temperature range. Moreover, there is
no evidence of the maximum which moves to higher temperature as expected
for an increase in the charged impurity concentration. Even in P-type specimens
variation in screening is expected to play a role, since the rate of increase in p is
less than the rate of defect introduction. However, there is no evidence that such
is the case.

The reason for this peculiar disparity in behavior is not clear. However,
there is one possible explanation based on the localized, non-random distribution
of fast neutron produced defects which seems to account for the difference.
As mentioned above, the primary recoil from a fast neutron collision, because
of its restricted range, loses its energy by producing secondary displacements
within a relatively small volume. If it is assumed that the mobility in this region
is strongly decreased, a crystal containing many such regions could be treated
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to a first approximation as having a smaller effective cross-section for con-
duction. The decreasing mobility would then approach the value characteristic
of the highly disordered region, and saturation would occur as the damaged
regions begin to overlap. This description seems to account for the apparent
mobility decrease over the entire range in P-type germanium. The different
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Figure 13. Hall mobility v. temperature after successive
exposures for P-type germanium. The exposures are
indicated on the curves. (Cleland et al.*®)

behavior of N-type material may then be understood as follows. Although the
damaged regions themselves do not contribute to impurity scattering, they trap
electrons from the undistorted material and thereby reduce the screening of
the charged chemical impurities already present causing an increase in the
. scattering probability. In P-type specimens, on the other hand, since the dis-
ordered regions increase the hole concentration, screening is increased rather
than decreased with the result that the impurity contribution to the mobility
decreases slightly instead of increasing.

It should be pointed out that the explanation offered here is considerably
over-simplified. The size of the damaged regions will vary widely depending on
both the neutron energy spectrum and the amount of energy transferred to the
recoiling atom during a primary collision. Moreover, what will be the effect of
annealing within the damaged regions is not understood, though such an effect
would be expected to level the defect distribution to some extent (Curve VI,
Fig. 12). Perhaps a better description of the defect distribution would be in
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terms of randomly dispersed damaged regions of widely varying size superposed
on a small but uniform distribution of individual defects. However, this naive
explanation does appear to have some merit. Treating the apparent rate of
mobility decrease at 300° C for P-type germanium according to this picture
leads to a damaged region whose average size is ~ 105 atoms, a value which is
not inconsistent with the estimate of Brooks!2,

There are, no doubt, alternative explanations of the different effects of neutron
bombardment on electron and hole mobilities. For example, the non-random
defect distribution is reflected by a localized perturbation of the floor of the
conduction band and a corresponding fluctuation of the valence band edge. The
magnitude of these fluctuations will depend on the position of the Fermi level
in the undamaged region to that in the region of high defect density. Since in the
absence of preferential annealing ¢ in the damaged region is expected to approach
¥, the perturbations in band edge and hence extraneous scattering are consider-
ably greater in initially N-type specimens than in P-type germanium.

Whatever the proper explanation of the effect on mobility, it is recognized
that the above pictures are inconsistent with the energy-level analysis of P-type
material given previously. If the non-randomness of the defect distribution is so
pronounced, it is questionable whether the analysis in terms of thermal equili-
brium of carriers with the localized states of uniformly distributed defects can
be more than a rough approximation. Such being the case, the excellent agree-
ment of the defect-level positions obtained in neutron-bombarded specimens
using the Frenkel defect model with those obtained for electron and y-ray
bombardment is indeed surprising.

In contrast to the neutron results, the mobility in electron??, y-ray®?, and
deuteron?® bombarded specimens of germanium appears to be consistent with
the charged impurity scattering theory. This suggests that even in the case of
deuteron exposure a more uniform damage distribution results. Additional
work is needed before the results can be correlated quantitatively with theory
and the questions raised in connection with neutron bombardment can be
answered conclusively.

6.2. Optical Absorption

The effect of fast neutron bombardment on the infra-red absorption spectrum
of both silicon and germanium has been investigated with the most extensive
studies being made on silicon. The first studies on silicon were made by Fan
and Becker?? on relatively impure polycrystals. They observed a shift of the
absorption edge to longer wavelengths and a discrete absorption which sharpened
and moved to shorter wavelengths with decreasing temperature. In the speci-
mens they investigated, the neutron exposure was sufficient to reduce the con-
ductivity to near the intrinsic value, so that the free carrier absorption is almost
entirely eliminated thus making visible the 9 u band Wthh had been previously
observed only in much purer specimens.

Recent work by Longo and Kleitman3® on high-purity single-crystal speci-
mens confirms and extends the earlier work of Fan and Becker. The absorption
spectra they obtained is shown in Figure 14. The band at 1-75 p increases
monotonically in intensity with exposure and additional absorption between
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Figure 14. Optical absorption v. wavelength of neutron-bombarded
silicon at room temperature. (Longo and Kleitman®7).

1 p and 1-5 p also increases with exposure. The temperature variation of the
1-75 u (0-71 €V) band, which is quite similar to that of the F-band in colored
alkali halides, as was pointed out by Fan59, indicates that it is associated with an
optical transition between localized states and hence must represent photon
absorption by an electron localized at a defect exciting it to a state 071 eV
above the ground state. In view of the fact that the energy separation between
the defect-states proposed on the basis of electrical evidence is approxnnately
this value it is tempting to identify the optical transition with excitation of
electrons” from 16w-lying interstitial and vacancy levels to the’ upper ones.
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However, as was pointed out by James and Lark-Horovitz??, the energy separa-

tion between the states of the interstitial is the difference between the first and

second ionization energies and in the case of the vacancies, this separation
represents the difference in energy required to place one and two electrons in
the vacancy. Therefore, _these states do not exist simultaneously, but their
existence depends_on the state of ionization of the defect. In consequence, the
“upper pair of levels of the diagtam (Figure 6) bears no relatlonshlp to the excited
states of the electrons bound to the defects. Since there is negligible photo-
conductivity associated with the 1-75 u transition (see sub-section 6.3) it is
assumed that the transition involves a singly ionized interstitial atom whose

lowest energy electron lies in the level B of Figure 6. Excitation of an electron

bound to a vacancy in level C on the other hand would place it in a state very

near the conduction band and perhaps lead to enhanced conductivity. .

The additional absorption beyond the absorption edge (1 to 1-5 p) also
increases monotonically with exposure and also increases nearly linearly with
decreasing wavelength At low temperature (77° K), the magnitude of the
absorption coefficient in this spectral range is decreased. Although available
information is not sufficient to permit a complete interpretation, the following .
points are significant:

(1) Absorption in this range is accompanied by appreciable photoconductivity
at both low temperature (105° K) and at room temperature (see sub-section
6.8), suggesting that electrons or holes or perhaps both are produced
either by direct excitation to the respective bands or by thermal ionization
subsequent to excitation to shallow states.

(2) The decrease in absorption with temperature indicates either that a portion
of the absorption results in transitions to states near the band edges followed
by thermal ionization or that release to the conduction band is assisted by
a phonon interaction leading to an indirect transition similar to the case
for band-to-band transitions in which the crystal momentum K is not
conserved.

(3) One interpretation of the energy dependence of absorption is that the
localized states involved in the transition are distributed in energy with
respect to the band edges. These points will be discussed in greater detail
in the next section.

In one case Longo and Kleitman?® examined the absorption after successive
annealings of neutron-irradiated Si in the range of 150-250° C. Anneals at
150° C caused a small but perceptible decrease in the bombardment-induced
absorption over the entire spectral range. Additional annealing near 200° C
causes a much larger deécrease in the absorption from the absorption edge to
and including the 1-75 p peak but beyond this point an absorption tail is deve-
loped. The tail increases with additional annealing and, after the 1-75 x band is
no longer visible, the tail becomes quite flat extending out to the longest wave-
length used (150 w). Although the nature of this continuous absorption produced
by the annealing is far from completely understood, it can be taken as evidence
of the complicated thermal relaxation processes that occur in neutron-bom-
barded silicon on annealing in the intermediate temperature range (200-250° C);
i.e. complex clusters of defects of an unspecified nature which develop during
annealing may be responsible for the flat absorption tail.
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In contrast to silicon, the absorption spectra of irradiated germanium has
little definite structure. Rather, only additional absorption beyond the absorption
edge has been observed. Llpson, Burstein and Smith5? have compared this to
absorption in deformed specimens and have shown that the shift of absorption
‘edge toward Ionger wavelengths, which occurs in plastically deformed specimens,
is not observed in irradiated specimens (Figure 15). Speculations as to the
nature of the fast neutron-induced absorption will be deferred until the next
section, '
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Figure 15. Transmission of germanium specimens converted from N- to P-type by neutron
trradiation compared with an un-irradiated P-type specimen of the same final charge carrier
concentration. (Lipson et al.37)

It might be pointed out in this connection that the bombardment-induced
absorption in the diamond lattice elements appear to become simpler, with
less structural detail, as the mass of the element increases. For example, studies
by Ditchburn et al.5® of bombarded diamond show that the additional absorption
resulting from reactor exposure has considerable structural detail. Moreover,
the detail is considerably sharpened after high-energy electron bombardment, a
fact which is expected to result from the more uniform distribution of defects.
In this last connéction, it appears that electron bombardment should be em-
ployed in future studies of silicon and germanium to bring out greater detail
in the defect absorption.

6.3. Spectral Dependence of Photoconductivity

Since photoconduction in semiconductors may arise from two distinct
processes: (1) excess majority and minority carriers after direct band-to-band
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transitions; and (2) carriers resulting from transitions involving localized
states in.the forbidden band, we shall treat these separately. In this section
only the latter type, 7.e. that arising from photon energies less than the band
gap, will be considered.

Studies of the spectral dependence of photoconductivity in silicon exposed
to both fast neutrons and 9-6 MeV deuterons have been made by Longo and
Kleitman5t. Typical results at 169° K on an initially P-type specimen (p, =
1:6 x 10% cm3), after receiving 7 X 10'7 n cm™2 are shown in Figure 16.
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Figure 16. Photoconductivity v. wavelength of neutron-irradiated
silicon at 169° K. (Longo and Kleitman®.)

From 1 to 1-5 u Ao/og, the relative photoconductivity, is high and flat. In the
region of the 1-75 u absorption band, 7.e. from 1-5 to 2 y, the photoconductivity
drops sharply and exhibits a shoulder beyond 2 p from which it falls rapidly to
a negligible value beyond 3 p. The behavior of a deuteron-bombarded specimen
was quite similar. Annealing in the range from 200 to 250° C decreases the
photoconductivity over the range from 1 to 2 p but produces a tail extending
past 4 p, an effect which is similar to that for the optical absorption. The impli-
cations of the spectral response of photoconductivity have already been indicated
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in the previous section. The high flat response between 1 and 1-5 u is presumably
associated with either excitation from a low-lying state to one near the conduction
band, direct excitation from the low-lying state into the conduction band or
from the valence band into a localized state. Measurements of the Hall coefficient
on specimens exposed to 1-36 p light indicate that both electrons and holes
are involved in the excess conductivity. The reason for the response above 2
"in irradiated specimens before and after annealing is not understood.

The spectral response of photoconductivity has also been studied in irradiated
germanium, but here measurements have been confined primarily to electron-
" bombarded specimens. Fan et al.5 first reported the spectral behavior of speci-

mens exposed to 45 MeV electrons at room temperature. They found that, for
exposures not large enough to produce conversion to P-type but great enough to
empty all of the chemical donors, photoconductivity existed far beyond the .
fundamental absorption edge out to photon energies of 0-24 eV and hence was
presumably due to direct transition from a state ~ 0-24 eV below the band edge
into the conduction band. The relaxation time for the process at 83° K was
about 0-5 sec. In N-type specimens, bombarded with 6 MeV electrons at 90° K,
Stoeckman® et al. found evidence for two photoconductive absorption bands,
one at 0-55 eV and one at 0-35 eV. After conversion to P-type the 0-35 band
disappeared and illumination in the 0-55 €V band decreased the conductivity.
Once again the relaxation time was of the order of 1 sec. On warming to room
temperature, the spectral response was altered yielding a behavior similar to
that reported by Fan ef 4l.% This change on warming is another indication
that extensive relaxation effects occur well below room temperature even in
electron-bombarded specimens.

These results, particularly the latter, are consistent with the Frenkel defect
energy level of James and Lark-Horovitz. The two levels at 0-35 and 0-55 eV
may tentatively be identified with levels A and B of Figure 4 as occupied states
of the interstitial atom.*

After conversion to P-type, the shallow state of the interstitial should no
longer be occupied and, indeed, it is observed that photoconductivity at this
wavelength disappears. Moreover, as Brooks!? has pointed out, illumination in
the 0-55 eV band quenches photoconductivity resulting from minority carrier
trapping; thus it appears that the second interstitial state is an electron trap in
P-type germanium.

The results of Stoeckman ef al. have recently been confirmed for deuteron
bombardment at 90° K by Kleitman and Longo%¢ who, in addition have ob-

_served a negative photoconducuwty peak at 0-35 eV shortly after conversion
to P-type.

6.4. Minority Carrier Phenomena

Because of the extensive lattice perturbations produced in the diamond
lattice semiconductors by fast particle bombardment, it is perhaps not surprising

* The reason for the larger ionization energy of the shallow interstitial state as indicated
by photoconductivity is not completely understood. However, since the minimum of
the conduction band in Ge does not occur at k =0, a k = 0 transition from the
itl)lcagzeili state to the band would require a greater energy than that to the minimum of

e band.
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that marked effects on the behavior of excess carriers result. These effects are
twofold:

(1) Irradiation causes a marked reduction in minority carrier lifetime, i.e. the
relaxation time = for recombination of an excess electron—hole pair; and

(2) bombardment-produced metastable minority carrier traps are introduced.

Although these two effects should not be considered ennrely mdependent,
they will be treated separately for convenience. o

"THe drastic reduction of # in' Ge ‘was first observed®? while attempting to
use charged particle bombardment to produce barrier layer configurations
suitable for transistors. The impairment of r was so great that transistor action
was inhibited. The consequences of reduction in = have also been observed
in irradiated junction transistors®$, wherein the decrease in bulk lifetime causes
the amplification factor to fall to a small value after fast neutron exposures of
~ 102 n ¢cm~2. Florida et @l.5? have used this effect to improve the switching
characteristics of germanium point-contact transistors by reducing the hole
storage of the base material. They also report 7 measurements on irradiated
bulk specimens. A decrease in 7 from 1-6 to 0:6 microsec was observed in a
2-03 £ cm specimen after 104 n cm—2 exposure in the Harwell reactor., A
decrease in 7 from 50 to 6 microsec in 6 £ cm material was also reported. The
use of lifetime as an index of damage in both germanium and silicon by Loferski
and Rappaport!* was discussed in sub-section 2.2. '

The nature of the recombination centers in irradiated germanium and silicon
has not been thoroughly investigated. Consequently we may only speculate as
to their identity. Because of their multi-level structure, the isolated defects
~ themselves would be expected to act as recombination centers at or fiear room
temperature This conclusion seems reasonable since it is well known that under
dppropriate condmons ckemical impurities with a multiple-level structure act
as-efficient recombination eenters In the case of fast neutron or massive charged-
partlcle bombardment, there is an additional possibility which bears considera-
tion, namely, the localized nature of damage distribution may lead to sufficient
lattice distortion in these regions that the usually applicable selection rules
for band transition are to a large extent relaxed and, therefore, the rate of
recombination of excess electrons and holes is markedly enhanced. This
latter hypothesis may be subjected to test by studying the differences of
recombination behavior in specunens exposed to both electrons and massive fast
particles.

Photoconductivity associated with trapplng of minority carriers, which has
been studied extens1ve1y in un-irradiated spe<:1mens, has also been observed in
imnonty carrier trappmg in N-type Ge exposed to high energy électrons at
room temperature. Usmg the technique of Haynes and Hornbeck®, they found
that in N-type specimens bombarded at room temperature, the hole trap
concentration was comparable to the concentration of electrons removed during
bombardment. The capture cross-section of the traps was estimated to be
2 x 10 cm—2 z.nd decay curves were simple exponentlals corresponding to a -
trap depth of 0-25 eV.

In specimens bombarded at 78° K both electron traps and hole traps were
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observed“. The

me Specimens 1o~ el elecf‘ron*‘traps are observed unless the energy of the
bombarding electrons is 2:5 MeV or greater. For such energies, however, two
classes of electron traps with different capture cross-sections are produced.
Temperature dependence of the decay curves indicates an electron trap 0-2.
eV belowthe_con “iith...

c,,jg&_tloﬂ measurements (su .

~185° K. Recently [y Klontz et al.®% 55 have confirmed this work with 4-5 and 6
MeV electron bombardment of germanium. They find time constants for hole
traps in N-type germanium of ~ 1 sec at 90° K. The photoconductivity de-
creases when the specimens are converted to P-type indicating that either the
effectiveness of electron traps or their concentration is considerably less than
those observed for hole traps in N-type germanium.

Studies of germanium exposed to fast neutrons?: 26 at low temperature
(120° K) also reveal that minority carrier traps are introduced into both N-
and P-type germanium. These traps anneal out well below room temperature.
Moreover, as would be expected, deuteron bombardment also appears to intro-
duce xmnonty carrier traps?8,

Thie minority carrier trapping processes produced by bombarding germanium .
raisé’some ‘Have yet to find solution, For example,
FE'i§ not known why these traps anneal at low temperature, particularly in the
case of electron bombardment which is expected to lead to a random distribution
of defects. Moreover, the threshold energy (2-5 MeV) of bombarding electrons
required foi “the production of electron traps in P-type specimens is indeed
curious and suggests that closely spaced defects arising from. secondary displace-
ments are necessary for the formation of a metastable electron trap. In any
event, these processes are not well correlated by the energy level model applied
to defects produced at room temperature and may be taken as further evidence
that the current model is over-simplified. In order to account for these and other _
mconsmtenmes in behavior, it may prov‘é’?fécessary to postulate the existence .

of energy levels associated with ggmp,[eggg_gf__@g&gts as well as the localized
'states o% “TSolated 1nterst1t1als and,_vacancies. Additional experimental work is
nécessary betore THese Guestions can be answered

6.5. Magnetic Susceptibility
~ Since unpaired electrons in solids g1ve rise to paramagneusm, the magnetic
suscepubﬂlty is another property which is of value in detecting the distribution
of charge in lattice defects. For example, Jensen® first showed that alkali
halides containing F-centers possessed an excess paramagnetism of the magni-
tude expected from the concentration of unpaired electrons in anion-vacancies.
This work has been extended recently by Scott e al.%5 and by Rauch and Heer®¢.
According to the James—Lark-Horovitz model?®, electrons trapped in N-type
germanium should also exert a paramagnetic contribution.
Attempts to observe excess paramagnetism in bombarded N-type germanium
have been made by Stevens®? et al. The situation is complicated to some extent
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Figure 17. The diamagnetic susceptibility v. temperature of a fast-

neutron-bombarded N-typegermanium specimen. The exposures are

indicated on the curves. The curve of a pure specimen is shown for
camparison. (Stevens et al.®")

by the free carrier contribution which in the classical range is given by:

(e -Gr)
Xe = I—(—
Xe = 30T m*
where f is the Bohr magneton, p is the density, and the quantity in angular

brackets is the reciprocal of the effective mass squared, averaged appropriately
for motion of the electron in the magnetic field. Because of the small effective

. . m\?2 . o
mass of electrons in germanium (<——*> = 51), the free carrier contribution
m

is diamagnetic. Consequently, as the carriers are removed during bombard-
ment the susceptibility becomes more positive. The behavior of the total
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susceptibility after successive fast-neutron exposure is shown by Figure 17
in which the diamagnetic susceptibility is plotted against temperature. It is
observed that as the electrons are removed, the curve approaches that for a high-
purity un-irradiated specimen. At the point of conversion all of the electrons in
" the specimen (7-5 X 1017 cm~%) have been removed into localized states, yet
there is no evidence of the expected paramagnetic contribution. In Figure 18,
the curve for a high purity specimen (Curve 0) is compared to the curves
just before (Curve 1) and just after (Curve 2) conversion. The curve calculated
for 7-5 X 107 trapped electrons per cm? is also shown (Curve 0°). It is evident
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Figure 18. The diamagnetic susceptibility v. temperature of a
fast neutron bombarded N-type germanium specimen after
irradiation into the intrinsic region. Curve 1 is for the specimen
with approximately 5 X 10 electrons per cm® remaining in
the conduction band at 300° K. Curve 2 is after the specimen
has become P-type and has less than 10" carriers per cm® at
300° K. Curve 0 is for a pure specimen, displaced downward
by 0-7 per cent for clarity. Curve 0’ is curve 0 to which has
been added the expected paramagnetic contribution of 7°5 X
10Y" unpaired spins per cm®. (Stevens et al.%?)

that, except for a smaller slope at high temperature, the susceptibility of the
irradiated specimen approaches that of high~purity germanium with no indication
of paramagnetic centers. The absence of unpaired-spin contribution was
unexpected. However, it may result from the highly localized distribution of
neutron-produced defects in that the defect-states may be so dense that banding
of states can occur. If this is-the ‘case, classical statistics would no longer be
valid to describe the paramagnetism and a Pauli type description leading to a
temperature independent paramagnetic contribution would be more realistic,
Measurements on y-ray or electron-bombarded specimens would aid in clearing
up this question.

Preliminary measurements of the susceptibility of irradiated silicon have
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been made by Stevens®®, Although the results are not yet complete, they indicate
that trapped electrons in N-type silicon bombarded with fast neutrons contri-
bute excess paramagnetism, while trapped holes in irradiated P-type specimens
are magnetically inactive.
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LIFETIMES OF FREE ELECTRONS
AND HOLES IN SOLIDS

1. INTRODUCTION

The lifetimes of free electrons and holes in solids are of great importance in the
_broad fields of luminescence, photoconductivity and semiconductor devices. At
the same time, analysis of the factors that control lifetimes quickly leads to a
complex array of algebraic relations or physical concepts, or both. Most of the
complexity is inescapable. The still unplumbed variety of behaviour, particularly
of luminescent materials and photoconductors, bears direct witness to a maze of
infitr parameters in these materials. Some of the complexity may, however, be
relieved by a happy choice of approximations or concepts. This is one of the
" aims of the present paper. It must be stated as an aim since the judgement of
whether or not a particular concept is simple is largely a matter of opinion.

. There exist, in the appropriate literature, numerous analyses of the lifetime
or recombination properties of special models. The models have been chosen to
fit the behaviour of semiconductors!: 2, of phosphors?, of photoconductors? and
of phosphors and photoconductors combined®. On the one hand, these models
have brought with them separate systems of concepts, terminology and operating
conditions; on the other hand, the physical processes governing lifetimes are
the same in all three fields. In fact, it is becoming increasingly common to
examine new materials for all three properties: electrical control of conductivity,
luminescence and photoconductivity.

It is well worthwhile trying to develop a method of analysis that is not
peculiar to any one of the fields and which also allows one to change the operating
conditions smoothly between wide limits. That is the second aim of the present
paper.

The writer has no illusions that one can set up a tidy universal model, ready
to illuminate all problems. Quite the contrary. Most real problems involve
the simultaneous influence of several different types of recombination centres.
The shifting competition between these centres as the temperature or the rate
of generation of free pairs changes is not always easy either to describe or com-
prehend. At the same time, a useful insight into the problem can be attempted
by emphasizing the physical concepts. -

2. SOME BACKGROUND INFORMATION

To compute the lifetime of a free carrier, one must know the distribution of
electrons and holes among the discrete states lying in the forbidden zone. For a
solid in thermal equilibrium, the distribution is characterized by a single para-
meter, the Fermi level. If, now, additional free carriers of one sign only are
introduced, the new distribution can, to a good approximation, be described
by a new value for the Fermi level, called the steady-state or quasi Fermi level.
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Such an analysis has been carried out for carriers optically excited out of deep-
lying discrete states® and also for carriers injected at one electrode giving rise
to space-charge-limited current flow”.

Another type of problem that can be treated readily is that of an insulator in .
which additional free carriers of both signs are generated—the new free carrier
densities being large compared with the thermal equilibrium densities. Here the
use. of two steady-state Fermi levels, one for free electrons and one for free
holes, reproduces most of the observed behaviour® 8. But even here the treat-
ment remains simple only for one type or class of discrete states in the forbidden
zone. A class is defined by its capture cross-sections for free electrons and holes;
the states may still be distributed over a range of energies. When more than one
class of states is introduced, a pair of steady-state Fermi levels must be computed
for each class, taking into account possible redistributions of electrons and holes
between the classes. Much of the behaviour of phosphors and photoconductors
is traceable to the presence of several classes of states?: 4. 5, 9,18,

In contrast with the many analyses of lifetimes for phosphors and photo-
conductors, there are only a few discussions especially centred on semicon-
ductors. Three papers!: 2- 10 all treat the problem of lifetime in the presence of a
single level of discrete states. The solutions are involved algebraic expressions
that do not lend themselves either to visualizing the physical processes or to
including states distributed in energy. The extensive and careful analysis of
Haynes and Hornbeck!! illustrates the complexity of the problem when more
than one class of discrete states is present.

What is missing is a framework within which the shifting distribution of
electrons and holes in the various levels of discrete states can be visualized.
This lack is especially evident in the transition from semiconductors, in which
the thermal concentrations of carriers play a large role, to insulators, in which the
optically (or electronically) excited carriers dominate the distribution.

Quick reference is made here to an earlier paper?® in which the following items
were discussed: the enormous range of lifetimes encountered in solids, extending
from 10-13 sec to, at least, several seconds; the large range of capture cross-
sections extending from about 10~1% cm?, a value derivable from capture by an
attractive coulomb field, to values less than 10-*2 cm?, which are probably
associated with capture in the face of a repulsive coulomb field (capture of an
electron by an already negatively charged centre); the existence generally of
two independent lifetimes, one for electrons and one for holes; and the logical
collapse of these two lifetimes into a single common lifetime when the added
carrier densities are greater than the densities of discrete states.

A final introductory remark should be made. In a field as broad as the study of
carrier lifetimes in solids, understanding is enhanced by a variety of approaches.
The present analysis is supplementary to other analyses already published. Its
empbhasis is on the physics rather than the mathematics of recombination.

3. SURVEY OF METHOD OF ANALYSIS

Consider a free electron wandering in the conduction band. In an energy level
diagram, the electron looks down and sees a number of energy levels (empty
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“states from the point of view of an electron) into which it can jump. These in-
‘clude the very shallow-lying states, called ‘shallow traps’ or ‘ionized domors’; -
the deeper-lying states, called variously by the names ‘traps’, ‘recombination
centres’, ‘activators’, ‘killers’, and ‘ground states’; and finally the free holes in

* the valence band. From the point of view of the electron about to jump, the only
significant information is the number of these states and their capture cross-
sections for free electrons. It is necessary, then, as a first step to know the distri-
bution of empty places into which the electron can jump. This implies knowing
the distribution of both electrons and holes in all the states of the energy level
diagram. :

After the electron has jumped into one of the empty states, it has two possible
paths. It may jump back up into the conduction band, by thermal excitation, or
it may be captured by a free hole. It is significant to know which of these events
will take place first.

If the electron jumps back into the conduction band, one calls the state from
which it had jumped, a ‘trap’. That is, the life of the free electron has been
interrupted or suspended but not terminated. Furthermore, if the jumping back
and forth between the conduction band and the trap is more frequent than the
capture of the trapped electron by a free hole, the fractional occupation of these
states by electrons is determined by the density of electrons in the conduction
band. The electrons in these states are said to be in thermal equilibrium with the
conduction band. In particular, one can draw a Fermi function pinned down at
one point by the fractional occupation in the conduction band. The Fermi
function extending below the conduction band described the. occupation of
those states that are in thermal equilibrium with the conduction band.

If the electron is captured by a free hole before it is thermally re-excited into
the conduction band, the life of the free electron has in fact been terminated. A
new optical excitation, electronic excitation or injection is required to replace
the lost electron. Furthermore, the states in which capture by a free hole is much
more probable than thermal excitation into the conduction band, are not in
thermal equilibrium with the conduction band. The occupancy of these states is
determined either by the kinetic processes of first capturing a free electron and
then a free hole or by thermal exchange with the filled band. For those states in
which the kinetic processes are dominant, one can easily verify that the ratio
between-the time a state is occupied by an electron and the time it is occupied
by a hole is nsn/psp; where # and p are the free electron and hole densities; and
sn and sp are the capture cross-sections of the state for free electrons and holes,
respectively. Finally, the occupancy of these states is not dependent on their

"position in the energy scale.

The second step is then to separate the states in the forbidden zone into those
whose occupancy is determined by thermal exchange with one of the band
edges, and those whose occupancy is determined by the kinetics of recombina-
tion. It is significant to make this separation only if the transition between the
two types of occupancy is sharp. For most materials and most temperatures of
intetest, the transition can be considered sufficiently sharp. For example, at
room temperature the rate of thermal excitation varies by a factor of almost 100
for a 0-1 V shift in energy. Since the kinetic processes are not a function of
energy, this means that the ratio of thermal to kinetic processes also varies at the
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rate of a factor 100 per 0-1 V. Thus, if one locates the energy at which thermal
and kinetic processes are equal, one can be confident that, in moving 0-1 V to-
-wards the nearest band edge, thermal processes are dominant and similarly
that a movement of 0-1 V in the opposite direction will ensure the dominance of
kinetic processes. At lower temperatures, the transition is, of course, still sharper.

The argument can be summarized at this point by reference to Figure 1.
Here, it is assumed that the added densities of carriers are large compared with
their thermal equilibrium values, not because the added densities are large but
because the thermal -densities are negligibly small. The states in the forbidden
zone have been separated into those for which thermal exchange with free

n  CONDUCTION BAND

THERMAL
ELECTRONS %,
KINETIC
KINETIC
HOLES o
THERMAL
P FILLED BAND

Figure 1. Demarcation levels for excited carrier
densities large compared with thermal densities.

carriers is dominant and those for which the kinetics of capture are dominant.
This separation is carried out once for electrons and once for holes. The demarca-
tions between thermal and kinetic processes are labelled dp and d}, for electrons
and holes respectively. The occupancy of states between dy and the conduction
band is determined by thermal exchange of electrons with the conduction band,
and is measured by the Fermi function adjusted to fit the known occupancy of
the conduction band. Similarly, the occupancy of states between dp and the
filled band is determined by thermal exchange of holes with the filled band, and
is measured by the Fermi function adjusted to fit the known occupancy of the
filled band by holes. The occupancy of states between dyn and dp is uniform or
independent of energy and is measured, as already mentioned, by the ratio
ﬂSn/PSp.

The lifetime of a free electron can be visualized easily. It is approximately
the time required for an electron to be captured by any one of the empty states
lying below dpn. The actual lifetime is somewhat shorter since a small fraction
of the electrons falling into the states lying above dp are captured by holes. The
correction can readily be introduced by computing the ‘kinetic’ traffic of holes
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into these states. Similarly, the lifetime of a hole is approximately the time re-
qulred for a'hole to be captured by any one of the electron-occupled states above
dp. .

4. DETERMINATION OF THE DEMARCATION LEVELS d,, 4,

We seek here the energy level dy at which a trapped electron has an equal chance
of being thermally excited into the conduction band and of being captured. by a
free hole. Quantitatively this is expressed by:

v¥* exp(— ¢/kT) = pusp .o (D)
where the left-hand side gives the rate of thermal excitation and the right-hand

.
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HOLES
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Flgure 2. Distribution of electrons and holes for excited carrier densities large
compared with thermal densities.

wui

side the rate of capture by free holes. v* is the attempt-to-escape frequency
multiplied by a transition probability; € is the energy difference between the
trapping state and the conduction band; p is the free hole density; v the thermal
velocity; and sp the capture cross-section of an electron in the trapping state for a
free hole. In the earlier paper?, equation (1) was solved for € with the result that
the level in question, dy, to a first approximation was located at the steady-state
" Fermi level for electrons. Similarly, the level dj for holes was located approxi-
mately at the steady-state Fermi level for free holes. Both levels dn and dp are
actually shifted a small amount, kT In (Np/Np), from their respective steady-
state Fermi levels. Ny refers to the density of states occupied by electrons and
lying between dn and dp, and IV, refers to the density of such states occupied
by holes. {
The same results, obtained above mathematically, can be deduced by in-
spection of Figure 2 which shows. the distribution function for electrons and

¥ In reference 8, the states N, = N, + N, were called ground states because the life-
times of free electrons and holes were terminated by capture into these states.
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holes in the states in the forbidden zone and in the free states. Starting with
known values for the free electron and hole densities, # and p, the corresponding
steady-state Fermi levels, ¢ and ¢y, are located. Next the Fermi functions are
sketched in at these two levels, It is to be noted that the Fermi function shows a
very sharp transition at the Fermi level between almost total and almost zero
occupation values.

A determination is now made of the fraction of states lying between i and
ibp which are occupied by electrons. The fraction occupied by holes is, of course,
1 minus the fraction occupied by electrons. The fractional occupancy is drawn
in, as in Figure 2, as a line of constant occupancy, since the occupancy of these
states is controlled by kinetic processes and is independent of energy. Finally,
the intersections of the line of constant occupancy with the two Fermi functions
defines the two demarcation levels dy and dp. The complete occupancy curve is
shown in Figure 2 as a solid line extending from the conduction band to the
filled band, including two parts of a Fermi function at its ends and a straight-line
portion in the middle. From the point of view of free electron and hole densities,
the forbidden gap has been narrowed by an amount equal to the straight-line
portion of the curve. This is a result of the excitation that generated the free
carrier densities in excess of their thermal equilibrium values.

The use of the states lying between ¢ and tp in order to determine the de-
marcation levels dn and dp is an approximation, but an approximation that
becomes increasingly good as dy and dp approach n and iy respectively. Since
the Fermi function rises so steeply near the Fermi level, the intersections with
the straight line portion of the curve are not likely to depart far from the Fermi
levels. The facts that dp and dy are shifted by the same amounts from ¢y and
and that the shift is a logarithmic function of the ratio Ny/Nyp are clear from
Figure 2 and the Fermi function.

5. LIFETIMES—EXCITED DENSITIES PREDOMINANT

When the densities of electrons and holes, excited by light or other means, are
large compared with their densities at thermal equilibrium, the two steady-state
Fermi levels are well separated, as shown in Figure 2. This is the situation
common in phosphors and in many photoconducting insulators. There is a
large region (marked III in Figure 2) of states whose occupancy is determined
by kinetic processes. These states dominate the lifetimes of electrons and holes
since most of the recombination traffic passes through them.

Consider, for example, a free electron looking down into the various empty
states into which it might be captured. Capture into any of the states below dp
essentially terminates the life of the electron. There are many of these states
lying between dp and dp. Below dp, however, the fraction of empty states into
which an electron can be captured falls off exponentially. For that reason, the
states in region II of Figure 2 can usually be neglected. Only if the density of
these states becomes large enough to offset the exponentially decreasing Fermi
function or if their capture cross-sections for electrons is unusually large, need
they be considered.

In region I (states lying above i), there are many states into which an electron
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can jump since, substantially, all these states are empty. An electron jumping into
these states, however, will be thermally re-excited into the conduction band-
long before it can capture a free hole. A measure of the contribution of these
states to lifetime can better be obtained by looking at the traffic of free holes
into them. Any free hole which is caught in these states (see Figure 1) will
remain there until neutralized by a free electron. That is, the rate of ‘permanent’
capture of free electrons into the states of region I must equal the rate of capture
of holes into the same states. But the rate of capture of holes in region I is small -
compared with that in region III, since the fraction of electron-occupied states

-into which a hole can be captured falls off exponentially above . This is the

- same argument used for neglecting the contribution of the states in region II to
lifetime.

The states in region IV present a more complex problem. Even though elec-
trons captured into these states are likely to be thermally re-excited before
capturing a hole, the fraction of electrons ‘permanently’ captured is significant.
Again, one uses the traffic of free holes into these states as a guide. The states in
region IV, because they lie below the Fermi level, are more than half occupied
by electrons and therefore have substantially the same occupancy as the states
in region ITI. The rate of capturing holes, by states in region IV, will accordingly
be approximately the same as if the states were in region III. Since the recom-
bination electron traffic into-these states must equal the hole traffic, the states in
region IV can be as effective in determining lifetimes as those in region III. On
the other hand, the width of region IVislikely to be small compared with region
III in insulators in which the excited densities of carriers are large compared
with their thermal densities. For the purposes of many discussions, region IV
may be included with region III. ‘

In summary, the states in regions IIT and IV, that is, those lying between iy
and dp, are the most important for determining the lifetimes of electrons and

* holes. It remains to determine the fractional occupancy of these states by
electrons and holes. .

5.1. Excited Carrier Densities less than the Densities of Recombination
Centres '

Let the densities of electrons in the conduction band plus those in region I
be small compared with the density of holes (Vp) in region III. Similarly, let
the densities of holes in the filled band plus those in region II be small compared
with the density of electrons (Vy) in region IIL. This is a common situation

“for photoconducting insulators and for optically excited phosphors. The
above conditions ensure that the densities of holes and electrons in regions I1I
and IV remain substantially the same after excitation as they were before
excitation. (By the condition of charge neutrality, the difference between the
excited electron and hole densities outside IIT and IV must be reflected by
the opposite change inside III and IV.) The density of holes (Np) in IIT and IV
is then equal to the density of states lying between ¢, the thermal equilibrium
value of the Fermi level, and i5; the density of electrons (Np) in III and IV is
equal to the density of states lying between i and Dy. These are the electron and
hole densities that existed in regions IIT and IV before excitation.
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" The electron and hole lifetimes can now be written in the usual form:

Tn — l/vanp . . (2)

7p = 1/vspNn o (3)
These lifetimes are independent and, in general, widely different since the
capture cross-sections sy and sp are, in general, widely different. By way of
example, it is known!? that the electron lifetime in sensitized crystals of cadmium
sulphide is about 103 sec, The lifetime of a free hole in these crystals may be
estimated, from the poor efficiency of the photo-voltaic effect, to be less than
10-9 sec. It is only in some relatively pure and insensitive crystals of CdS that
the electron and hole lifetimes have been observed!® ** to approach equality at
about 107 sec.

One can readily see in terms of Figure 2 that as the excitation is increased
the levels ¢y and dy, embracing the states through which recombination takes
place, pull apart to include more states. If the states are all of one kind, the effect
is to shorten the lifetimes of carriers by increasing Np and Np. This is a com-
paratively slow effect and readily accounts for the frequent observations that
photocurrents increase as the 0-7 to 0-9 power of the light intensity'?, 15, 16,
Such odd powers over large ranges of light intensity are difficult to account for
without a distribution of states in energy.

The increased separation of ¢n and d;, at higher excitations means also that
higher energy jumps are possible from the conduction band into one of the
Np, states, or between the valence band and one of the IVy states. One sees here,
in simple fashion, a mechanism that can account for the frequent observation

" that the luminescence of phosphors shifts towards the blue at higher excitations!?.

An increase in temperature, on the other hand, tends to bring the levels ¢y and

dp, closer together. The distance of i from the conduction band is defined by:

Yn = KT In (Nefn) NG

where N, is the density of states in the bottom of the conduction band. Again,
if there is only one class of states and if the temperature does not affect the
capture cross-sections, an increase in temperature has the opposite effect to
an increase in rate of excitation. There are many instances in photoconductivity
and luminescence where the opposing actions of temperature and excitation are
evident. Experimentally, this means that an effect that occurs at a given tempera-
ture will occur at a higher temperature if the excitation is increased. Good
quantitative evidence for this correlation has been reported by Bube!'® in
measurements of supra-linearity in photoconductors. Other evidence is found
in the known facts that the colour changes of luminescence occur at higher
excitations for higher temperatures and that the temperature ‘break point’ for
phosphors increases with increasing excitation. The temperature changes
slowly with carrier density by the relation:

AT|T = kT In (ny/m) o5
obtained from equation (4). AT is the temperature change needed to compensate
for an increase of carrier density from 73 to 7. In this way the Fermi level ¢, is
maintained constant. The relative shifts of the temperature break points, for
excitation densities in the ratios 1:3:40, found by Nail, Pearlman and Urbach
and shown in Figure 106 of Luminescence of Solids'?, appear to fit equation (4).
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5.2. More than One Class of States

The behaviour of a single class of states in the forbidden zone, even though -
distributed in energy, is comparatively simple. One need only bear in mind that

~more of these states are embraced by i, and dp, as the intensity of excitation is
increased. In this way, the lifetimes of electrons and holes are continuously
shortened. Most real solids, however, have two or more significant classes of
states in the forbidden zZone. These states arise variously from chemical im-
purities, non-stoichiometry, and departures from perfect crystallinity, The
arguments outlined above for locating the demarcation levels dn and 4, for one
class of states must be repeated for each class of states. But, for each class of
states, the recombination traffic of electrons into those states must be identically
equal to the recombination traffic of holes. This is the condition for steady state.
When only one class of states was considered, the equality of traffic was easily
satisfied by adjusting the densities of free electrons and holes to fit the already-
given capture cross-sections and occupancies of the ground states Np/N, and
Nyp/Ng (sce equations (2) and (3)). These occupancies were the same after
excitation as before excitation. When, now, a second class of ground states is
introduced, it would be highly fortuitous that its capture cross-sections and
occupancies would fit the densities of electrons and holes already determined
by the first class of states. It is almost certain. that there will be an unbalance of
‘electron and hole recombination traffic into the second class of states, This
unbalance will continue until the occupancies of the second class are sufficiently
altered to cancel the unbalance}. But if the numbers of electrons and holes in
the second class of states is appreciably altered there must be some place for
these electrons and holes to go to. They cannot go into the free states or into
regions I and II, since the densities of electrons and holes in these states have
been assumed to be small in. comparison with the ground state densities. The
‘only remaining possibility is that the excess electrons or holes from the second
class of states be transferred to the first class of states. In brief, the introduction
of a second class of states compels a redistribution of electrons and holes between
it and the first, or already existing, class of states.

It is this redistribution of electrons and holes between different classes of
states that lies at the bottom of some of the most complex, varied and dimly.
decipherable behaviour of phosphors and photoconductorsté: 17, The redistri-
bution, by changing the values of Np and Ny, see equations (2) and (3),
may obviously either increase or decrease the lifetimes of the free carriers.
Further, the recombination traffic may be shifted from one class of states to
another. Some of these effects have been described in earlier papers® 18, One
can readily imagine how a second class of states can sensitize or desensitize a
photoconductor, activate or poison a phosphor. These are some of the manifold
results that come from deliberately incorporating impurities in a solid by physical
or chemical means.

5.3. Electronic Doping ‘
There is a completely parallel set of results for electronically incorporating
impurities. The meaning of this statement is easily seen from Figure 2. Suppose
1 In the steady-state, the ratio s,N, /s, N, must be the same for each class of states.
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that in region III there is one class of states while in regions I or II there is a
second class of states. The lifetimes of the free carriers will be determined
substantially only by the states in region III, that is, by the first class of states.
But the demarcations dn and dp, setting the boundaries of region III, are
electronically adjustable. At high excitations, these levels pull apart so that
states that were originally in regions I or II are now included in region III.
The same adjustments can be made by variations in the temperature of the
solid. Since the states in region III play the dominant role for the lifetimes of
free carriers, it is the introduction of a second class of states into region 111 yather
than just into the solids that is significant. From this point of view, it is all the
same whether new states are introduced into region II1 by physical diffusion or
by electronic envelopment by the levels dn and dp. One might describe the last
process as electronic doping.

What is conceptually significant is that the long catalogue of effects which are
known to arise from the physical and chemical addition of impurities should
also be producible electronically by varying the excitation intensity or tempera-
ture. The electronic doping is, of course, reversible. The supra-linear curves
found in photoconductors'® and phosphors!” are the electronic equivalent of
sensitization and activation. The sublinear curves are the electronic equivalent
of desensitization and deactivation. Infra-red quenching is the electronic equiva-
lent of poisoning. And the colour shifts, found in luminescence, as the excitation
intensity is varied, are the electronic equivalent of multiple activation.

5.4, Interlaced Densities

In the foregoing discussion, the densities of free and shallow-trapped electrons
and holes were taken to be small enough to have little effect on the occupancy of
the states in region III. Most photoconducting insulators and phosphors fit
these conditions for moderate intensities of optical excitation. Also, it is generally
true that the density of one sign of carrier is much larger than the density of the
other sign of carrier. This means that the difference between the densities of
carriers is substantially equal to the larger density. This difference must appear
(with opposite sign) in the states of region III, As the intensity of excitation
is increased, it will happen, for example, that the free plus the shallow-trapped
electrons exceed the number of holes normally present in region III. Holes will
then be forced to appear in region III equal in number to the free plus the
shallow-trapped electrons. Since the shallow-trapped electrons are in thermal
equilibrium with the free electrons, their numbers will be proportional to the
numbers of free electrons. Consequently, the number of holes in region III will
also be proportional to the number of free electrons. The result is immediately
recognizable as bi-molecular recombination.

In this intermediate range of excitations, the density of majority carriers
(electrons) increases only as the square root of the excitation. The lifetime of the
majority carrier is becoming shorter. Meantime, the minority carrier density
(holes), is increasing linearly, or slightly faster than linearly, with excitation.
This pattern continues until the numbers of free electrons and holes, and
therefore, their lifetimes, approach equality. The densities of free carriers will,
at that point, be greater than the densities of states in region III or greater than
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about 105 cm—3. It is difficult to optically excite photoconductors or phosphors

into this range. The excitation density needed is likely to be greater than 1022

sec-! cm-3. Excitation by electron beams, however, can achieve this and even
higher rates.

5.5. Excited Carrier Densities Larger than Recombination Centre
" Densities : ‘
If one can excite an insulator to such high levels that the free carrier densities
are greater than the densities of states in region ITII, then the free carrier densities
and their lifetimes must be substantially equal. This follows logically since there
are insufficient available states into which the electrons or holes resulting from
any appreciable difference in free carrier densities can be located. It is likely that
one needs thehighexcitation densities of electron beams to achieve this condition.
It was emphasized earlier that, at low excitations, the various classes of states
in region IIT had to exchange electrons and holes in order to satisfy the boundary
conditions—z.¢. equal rates of electron and hole flow into each class. When the
free carrier density is larger than the density of states in region III, this exchange
of electrons and holes between classes of states no longer takes place. Rather the
occupancy of each class of states is adjusted, independently, by exchange of
electrons or holes with the free carriers. A large adjustment of occupancy in a
class of states can be made without altering the substantial equality of free
carrier densities. The result is then quite simple. Owing to the equality in free
carrier densities, the occupancy of each class of states is given by (see equation
(2) and (3) W1th equal lifetimes):

Nn/Np =Sn/$p . e e e (6)

One finds now that the introduction of any type of additional states into region
IIT can only have the effect of reducing the lifetime of both signs of carriers.
(It is to be understood that the number of additional states is still less than the
number of free carriers.) By way of contrast, at low excitations the introduction
of states into region III could increase or decrease the lifetime of one sign of
carrier while having the opposite effect on the other sign of carrier. The sensi-

. tivity of photoconductors like CdS, for example, may, by the addition of states
in region ITI, be made 10° times more sensitive at low excitations!®, That is,
the electron lifetime has been increased by a factor of 105. In the present h1gh
excitation range, the sensitivity (electron lifetime) must recede at least to where
it was before the introduction of the additional states. For this reason, the
~current versus light curves of some very sensitive photoconductors appear to be
saturated towards high light intensities.

‘Finally, one must, at these high densities of carriers, begin to be concerned
with direct recombination between free electrons and free holes. The capture
cross-section of a free hole for a free electron is quite small% 29, in the neighbor-
hood of 10-20 cm?. The small cross-section and low density of free holes nor-
mally allows one to neglect their contribution to electron lifétime. When, how-
ever, the density of free holes approaches 10'8 cm-3, the lifetime of an electron
looking down at the freée holes alone would be

(vsnp)t = 1075 sec
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If competing recombination processes are no faster than this, direct recom-
bination of free electrons and holes will predominate. As pointed.out by
Redfield®, this is more likely to occur in materials with a small forbidden gap
(< 0-3 V) where there is less room for states in the forbidden zone to contribute
to recombination.

| 6.. LIFETIMES—THERMAL CARRIER DENSITIES PREDOMINANT

Up to this point, the major properties of phosphors and photoconductors could
be discussed by reference to Figure 2. Materials with forbidden gaps greater
than 1 eV can be described by this figure, since in these materials the thermal
density of carriers can be negligibly small. At lower temperatures, proportionally
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Figure 3. Demarcation level for thermal densities of carriers large
compared with excited densities.

smaller gap widths would be included. The major feature of Figure 2 is the
division of the states in the forbidden zone into a group near the middle of the
zone, through which most of the recombination takes place and whose occu-
pancy is determined by kinetic processes, and two groups near the band edges,
which are in thermal equilibrium with the free carrier densities and do not
contribute significantly to recombination.

If we now postulate that the thermal equilibrium densities of carriers are large
compared with the optically excited densities, a new division of states is neces-
sary. By postulate, thermal processes predominate throughout the forbidden
zone, Consequently, region III, in which kinetic processes had been predomi-
nant, disappears. The boundaries dy and dj, of region III collapse into a single
level d (=.dn, dp), see Figure 3. Also, the two steady-state Fermi levels collapse
into the single thermal-equilibrium Fermi level ¢ of Figure 3. The location of
d relative to ¢ is determined by the same argument given in equation (1). To a
first approximation, the level d is the same distance from the filled band as the
Fermi level is from the conduction band. The correction term is len(sn/sp)
(See Appendix 1.)
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'The level d is such that an electron located there is equally likely to be ther- .
mally excited into the conduction band or to be captured bya free hole. Similarly,
a hole at the level d is equally likely to be thermally excited into the valence

~ band or to be captured by a free electron. One can still use the level d to make the
kind of separations already made in Figure 1. That is, the states-above d are
dominated by thermal exchanges with the conduction band. Electrons falling
into these states are more likely to be thermally re-excited into the conduction

band. Electrons falling into states below d are more likely to be captured by a
free hole. Similarly, from the point of view of free holes, the states below d are

dominated by thermal exchange with the filled band. Holes, captured into these
states, are more likely to be thermally re-excited into the filled band. Holes
captured into states above d are more likely to capture a free electron.

E
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Figure 4. Distribution of electrons and holes for thermal densities of carriers
large compared with excited densities.

Three groups of states in the forbidden zone, using the same designations as
in Figure 2, are shown in Figure 4. Region III which was predominant in Figure
2 has collapsed into a line at the level d. Region IV which was of secondary
importance in Figure 2 is now of major importance in Figure 4. Regions I and 11
remain, and retain the same significance as in Figure 2.

One uses the same procedure as before to examine the lifetime of an electron
and a hole. A free electron looks.down into the various empty states into which
it might be captured. The states in region I are substantially empty so that, other
factors being equal, an electron has an equal chance of falling into any of the

_ states. If the electron falls into a state lying near the conduction band, it is more
quickly thermally excited into the conduction band, and has less chance of
capturing a free hole than if it falls into a state near the Fermi level. Since the
rate of thermal excitation increases exponentially above the Fermi level, one can
neglect the contribution to lifetimes by states more than kT higher than the
Fermi level relative to states at the Fermi level.

The number of empty states in region IV decreases exponentially as one
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departs downward from the Fermi level. At the same time, the residence time
of an electron in these states before being thermally re-excited increases exponen-
tially. The combination of these two opposing factors makes the states at various
energy levels equally effective for recombination traffic. The same result will be
even more evident when one considers the recombination traffic of free holes. A
strong caution needs to be. inserted here. The arguments leading to equal
effectiveness of states in region IV for recombination do not necessarily mean
that they make an equal contribution to electron lifetime. In transistor materials,
where the electron and hole lifetimes are equal, equal contribution to recombina-
tion means equal contribution to electron lifetime. In many sensitive, high dark
current photoconductors, where the electron lifetime is longer than the hole
lifetime, the states in region IV contribute equally to electron recombination
but not necessarily, as will be discussed below, to electron lifetime.

The effectiveness of the empty states in region IV for electron recombination
was found to be constant because the probability of capture by a free hole in-
creased as fast as the density of empty states decreased. At the level 4, the proba-
bility of capture by 2 hole is already near unity. This has two consequences. It
means that the contribution to recombination of all the empty states in region IV
would be the same if the density of empty states in region IV were everywhere
equal to the density of empty states at d, and if an electron captured in these
states were certain to be captured by a free hole. In brief, region IV could be
replaced by a region III in which the density of holes at each energy level was
that at the level d.

The second consequence is that the effectiveness of the states below d for
electron recombination decreases exponentially. Already an electron captured
near d is almost certain to be captured by a hole. This factor cannot increase
below d. The number of empty states below d, however, does decrease exponen-
tially so that their contribution to recombination also decreases exponentially.

In summary, the various levels in region IV were found to be equally effective
for electron recombination while the levels outside region IV make an exponen-
tially decreasing contribution to recombination. Region IV, then, plays the same
role as did region III in the discussion of insulators. The arguments leading to
this conclusion have been more involved than they need be. In treating electron
recombination, one is trying to separate out a small capture process from a large
thermal exchange process. The same conclusions follow more quickly in treating
the recombination of the minority carrier.

Consider a hole looking up into the various electron-occupied states. The
states in region II may be neglected by arguments, already given, that a hole
captured in these states is more likely to be thermally re-excited into the filled
band. The states in region IV are substantially filled with electrons and, since
these states lie above d, a hole captured in them is almost certain to recombine
with a free electron from the conduction band. Thus, the recombination traffic
of holes is uniformly distributed throughout the states in region IV, a result
already obtained for the recombination traffic of electrons.

The number of electron occupied states into which a hole may jump above ¢
decreases exponentially and so, therefore, does their contribution to recombina-
tion. Again, the conclusion is that the states in region IV carry the major re-
combination traffic.
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6.1. Minority Carrier Lifetime—Single Level—Small Perturbation

Once having established the importance of region IV for recombination, the

analysis of the minority carrier lifetime proceeds quickly. The analysis of the
" ‘majority carrier lifetime is, in general, more complex and is treated below in
the section on high dark current photoconductors.

. We review, as is done by Shockley and Read!, the behaviour of a single
level of recombination states as the Fermi level is swept through the forbidden
zone. The review is carried out for state densities large compared with thermal
carrier densities. The slight modification needed to fit the opposxte case of small
state densities is then indicated.

The review of minority carrier lifetime is at the same time the review of
majority carrier lifetime for framsistor materials. The simplifying feature of
transistor materials is that electron and hole lifetimes are equal and one need
only examine the lifetime of one sign of carrier—the more convenient one—in
this case the minority carrier. Equality of lifetimes is ensured, for logical reasons,
by having the added carrier densities larger than the density of states in region
IV. While this was difficult to achieve in photoconducting insulators and phos-
phors because the state densities were likely to be greater than 10 ¢m=3, it is
comparatively easy to achieve in transistor materials where, by careful prepara-
tion, the state densities can be brought below 10'2 cm~—3. The higher densities
of the usual donor and acceptor levels are neglected here because they lie

" close to the band edges in regions I and II. At sufficiently high densities or at
sufficiently low temperatures, they can, of course, contribute 51gmﬁcantly to
recombination.

Figure 5 shows six successive stages in the movement of the Fermi level ()
across the forbidden zone from strongly N-type to strongly P-type material.
The geometric centre of the forbidden zone is denoted by ;. The demarcation
level (d), except for a small correction term 2T In (sp/sp), is the mirror image of
the Fermi level reflected at ;. The single level of recombination states (Ny) is
located above the middle of the forbidden zone.

The argument followed below can be briefly summarized. As the Fermi level
@z sweeps through the forbidden zone from conduction band to filled band, the
demarcation level d sweeps through the forbidden zone at the same rate but in
the opposite direction. States embraced by these two levels are counted in full,
states outside the two levels make an exponentially decreasing contribution to
recombination.

In Figure 5(a) the Fermi level is near the conduction band; the demarcation
level is near the filled band. The states N; are embraced by the levels ¢ and d and
these states are almost fully occupied by electrons. The lifetime of a hole, the
minority carrier, is therefore given by:

Tpo = l/vspNt PR (7)

The same result would be obtained for any other location of the Ny states
between ¢ and d. This means that as ¢ moves away from the conduction band
towards Ny the lifetime remains constant and equal to 7p.

In Figure 5(b), the material is still N-type but the Fermi level now lies below
the IV} states but above €;. By previous arguments, the efficacy for recombination
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LIFETIMES OF FREE ELECTRONS AND HOLES IN SOLIDS

of states lying outside the range ¢ — d, decreases as exp(— Ae/kT) where Ae

' is the distance to ¢ or d whichever is nearer. In this instance, it is clear why the
contribution of Ny to recombination decreases. The thermal equilibrium occu-
pancy of Vi by electrons decreases as exp(— Ae/kT). Thus a free hole sees fewer
electron-occupied states into which it can be captured. As the Fermi level moves
from Nt to ¢ the lifetime increases exponentially and is given by:

~1p0 exp(+ A¢/RT)

In Figure 5(c) the Fermi level coincides with e; and the material is intrinsic,
‘Note that ¢ and d do not coincide. The energy interval ¢ — d is the small cor-
rection term kT In (sn/xp) The maximum lifetime for N-type material is achieved
here, but not the maximum lifetime for P-type. As the Fermi level moves
through and below Ej the material becomes P-type. The minority carrier is now
a free electron. There is a discontinuity in minority carrier lifetime since the
capture cross-section §p is larger than s;. The lifetime of a free electron increases
as the Fermi level continues to move from ¢ to a distance 347 In (sq/sp) below .
This is a result of the increasing distance between the NV; states and the Fermi
level.

In Figure 5(d), the Fermi level and the demarcation level coincide at the energy
- level 32T In (so/sp) below €. The maximum lifetime of a free electron is achieved
here because this represents the maximum departure of Ni from ¢ and d.

In Figure 5(¢), ¢ and d have moved past each other, ¢ moving toward the filled
band and d toward the conduction band. The N states still lie outside the
interval ¢ — d. The efficacy of the N states for recombination is reduced by the
factor exp(— Ae/kT) compared with their efficacy when embraced by the
levels ¢ and d. As ¢ approaches the filled band, its approximate mirror image d
approaches the Vi states. The interval Ae becomes smaller and the lifetime
decreases at the rate

7no exp(-+ A€/kT)

Tno is used here in anticipation of Figure 5(f). :

In Figure 5(f), the Fermi level has moved so close to the filled band that its
mirror image d now lies above Ni. Since N is again embraced by the levels ¢ — d,
these states have attained their maximum contribution to recombination. The
N; states are substantially empty and the time required for them to capture a
free electron is: :
Tn0 =— 1/‘Z’SnNt “ oo (8)

This lifetime remains constant as long as N} is embraced by or and 4.
 The variation of minority carrier lifetime with Fermi level is summarized in
Figure 6. This is the same type of curve as shown by Shockley and Read for
large state densities. The various parts of the curve are identified with the series
of Figures 5(a)-5(f) by the letters (a—f).

* The treatment for low state densities—sufficiently low to ensure the equality
of electron and hole lifetimes—parallels that for large state densities except
near the intrinsic range. Here, there can be no discontinuity since electron and
hole lifetimes are equal. The approximate behaviour is shown by the dotted
line.

Figure 5 shows visually a number of the conclusions reported by Shockley and
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Read. When 7ng = 7po, the capture cross-sections sy and sp are equal, according
to equations (7) and (8), and the correction term kT In (sp/sp) vanishes. Under
these conditions, complete symmetry is obtained in Figures 5 and 6. The states
Nt have the same effect on lifetime on either side of the intrinsic level ;. Asym-
metry is introduced when the two capture cross-sections are not equal. The
ratio of capture cross-sections is likely to be two or three powers of 10, reflect-
ing the difference between capture by a neutral state and capture by a charged
state. The correction term is then only about a 0-1 V.

InT

€e &t €; € €,
Figure 6. Minority carrier lifetime plotted as a function of position of the Fermi level. The
single level of recombination states s located at €. The level (1) is the mirror image of €
reflected at €. The solid line shows the behaviour for recombination state densities large
compared with thermal carrier densities. The dotted line is the estimated correction for the
case of small densities of recombination states—ithat is, equal lifetimes of electrons and holes.

6.2. Single Level—Large Perturbation

Figure 5 also helps in visualizing what happens to the lifetime when the added
carrier densities become large, 7.e. larger than the thermal densities. If one starts
with the states Ny embraced by the levels ¢ and d, then these states are either
substantially filled by electrons or substantially empty, depending upon whether
the material is N-type or P-type. These occupancies are controlled by thermal
equilibrium processes. The corresponding lifetimes 749 and mpo are given by
equations (7) and (8). At sufficiently high densities of added carriers the states
Ny are embraced by the two levels dp and dj. This means, as discussed earlier,
that the occupancy of the NV states is determined by kinetic processes. In par-
ticular, the ratio of electron-occupied states Ny’ to hole-occupied states Ny’ is:

No /Ny =sofsp )
The lifetime is T, = 1/oNn'sp = 1/oNp'sn
Sn
= Nisp)? ... (1
(022N (10)
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If the capture cross-sections are nearly equal, then 7_ = 27y9. Other types
of behaviour are easily deduced from equations (7), (8) and (10).
If one started at low excitations with the V; states well outside the interval
¢ — d, the lifetime would be quite large because these states are only partially
~ effective. At high excitations, the Nj states would be embraced by the levels
-dn, dp and would be completely effective. Under these conditions = would be
much smaller than the starting lifetime.

6.3. Multiple Levels

- What is perhaps more significant is that Figure 5 allows a quick estimate to
be made of the effect on lifetime of adding other levels of states, either of the
same type or different types. Suppose, for example, that in Figure 5(a) the Ny
states, instead of being only at one energy level, were distributed uniformly
between ¢ and d. Qualitatively, the same dependence of lifetime on position of
the Fermi level would be observed as already obtained for a single level. That is,
the lifetime would increase as the Fermi level approached the middle of the
forbidden zone, starting from either N- or P-type material. The quantitative
difference is that the rise of lifetime toward intrinsic material, instead of being
exponential, would be a slow rise varying approximately as the reciprocal of the
interval ¢ — d.

This is a significant result for the rate of generatxon of free pairs in not too-well

purified materials. The rate of thermal generation is given by the minority
carrier density divided by the minority (= free pair) lifetime. As the Fermi
level approaches the middle of the forbidden zone, the minority carrier density
must increase exponentially. If, at the same time, the lifetime increases only
slowly, as it would for a distribution of recombination states, the thermal
generation of pairs would increase almost exponentially. This behaviour can
readily account for the frequent observations that the reverse currents in P-N
junctions are generated predominantly in the intrinsic section rather than at the
N and P terminals.

It is not necessary that the ¢ states be distributed continuously in energy in
order to void the exponential pattern of Figure 6. States scattered at a few levels
throughout the interval ¢ — d in Figure 5(a) are sufficient. The new levels may
have the same or different cross-sections from the N states. The effect will
always be to attenuate the exponential dependence of lifetime on position of the
Fermi level.

It must be noted here that the addition of other classes of states in the interval
@ — d (region IV) is quite different from their addition in the interval dp — dp
(region III). In the latter case, as already discussed, there was an exchange of
electrons or holes between the added and the previously existing states, which
resulted in a great variety of possible behaviour. The new states added in region
1V, on the other hand, do not interact with the existing states. Their occupancy
is determined by thermal exchange with the conduction band.

The Shockley~Read, as well as the Hall, analysis of a single level of states has
pointed out that the location of the level could be established in transistors by
observing the temperature-dependence of lifetime. This is true for a level lying,
for example, above the Fermi level. Also this present analysis for a fixed Fermi
level, shows that the efficacy of these states for recombination will increase
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exponentially with increasing temperature at a rate given by the energy interval
A€ between these states and the Fermi level. If there is more than one level of
states present, the simple exponential dependence is voided, and a slower,
more complex dependence on temperature will occur. Further, if the capture
cross-section varies with temperature, the lifetime may either increase or de-
crease with increasing temperature.

6.4. High-Dark-Current Photoconductors

There are many materials in which, like transistors, the thermally generated
carrier densities are high and in which significant photocurrents are observable.
These include conducting samples of cadmium sulphide, cadmium selenide,
zinc sulphide, zinc oxide, grey selenium, lead sulphide, thallium sulphide,
intermetallic compounds, and silicon and germanium, even when the latter two
materials are not of transistor quality. Unlike transistors, these materials, in
general, do not have a sufficiently low density of states in the forbidden zone to
ensure the equality of electron and hole lifetimes. It has been stated already that
when the added carrier densities exceed the density of states in the forbidden
zone, particularly in regions III and 1V, the equality of lifetimes is ensured for
logical reasons. When the added carrier densities are less than the state density,
the electron and hole lifetimes may or may not be equal and, in general, are not.

In the case of transistors, since the two lifetimes were equal, one could choose
to analyze the more convenient lifetime, that of the minority carrier. Even when
the state density is large and the two lifetimes are not equal, one can still analyze
the minority carrier lifetime using Figures 4 and 5, as was carried out in the
preceding section. The lifetime of the majority carrier, however, must be
separately analyzed. The analysis does not lend itself to easy visualization. For
that reason an algebraic analysis, similar to that of Shockley and Read, is used
(see appendix IT) to obtain the ratio of electron to hole lifetimes for a single level
of states. The following result applies to an N-type semiconductor in which the
level of recombination states lies above the middle of the forbidden zone. In this
way, terms involving the minority carrier density can be neglected. The ratio is:

rafrp — 0 T m1)n + Nusp )
(mo -+ n1)sn + Npsn

" Here, np is the thermal equilibrium density of free electrons, n;, the density of
free electrons (as in Shockley-Read), if the Fermi level were at the level of
recombination states; Ny and Ny, the number of recombination states occupied
in thermal equilibrium by electrons and holes, respectively; and sy and sy, the
capture cross-sections of these states for electrons and holes. All three terms in
the denominator are multiplied by sy} the separation into two groups has been

made for reasons of visual symmetry.

Shockley and Read make the statement that the two lifetimes will be equal
if either np or my is large compared with the density of recombination states
Ni -+ Np. The statement is valid if the two capture cross-sections are equal or
nearly so. But the very nature of a sensitized photoconductor, 7.e. one made
sensitive by the addition of recombination states, is that these states have a
very small cross-section (~10-2° cm?) for one sign of carrier® 5, 12, 16, 22, 23,
Further, in so far-as this small cross-section is achieved by having doubly
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~ charged states, the capture cross-section for the other sign of carrier is likely to

be large (~ 1022 cm?). The ratio of capture cross-sections can then be as high
as 107 In equation (11}, if sp =~ 107 sy, the free electron density #p could be
many powers of 10 greater than the density of recombination states and still
allow the ratio 7n/7p to be greater than unity. The more exact criterion for
equality of lifetimes is that nosn or 715, be large compared with Nysp.

. 'The equality of lifetimes is attained by large n9 and by large »; in opposite
ways, Large n; means that the level of recombination states approaches close to
the conduction band. For n; = ng, the states are at the Fermi level, and for
‘1) > ny the states lie above the Fermi level, in region I. As the states depart
from the Fermi level in the direction of the conduction band, their contribution
to recombination decreases exponentially. The minority carrier lifetime increases
until it equals the majority carrier lifetime. It is as if the effective number of .
recombination 'states decreases until they are less than the added carrier densi-
ties. Under these conditions, the two lifetimes must be equal. Large 7, then,
brings about equality by increasing the minority carrier lifetime.

Large ng, on the other hand, has little effect on the minority carrier lifetime,
but a first order effect on the majority carrier lifetime. The latter decreases as
7o~ until it becomes equal to the minority carrier lifetime.

If either ng or »; is large enough to ensure equality of lifetimes, the problem
becomes that already treated in the preceding section. When 79 and #n; are small,
so that Nnsp and Npsn are the dominant terms, the ratio of lifetimes is:

7n/7p = Nusp/Npsa ... (12)

~ Here one sees immediately that the lifetime of the free electron is given by
the time to be captured by one of the empty recombination states, and the life-
time of the hole by the time to be captured by one of the electron-occupied
recombination states. The occupation ratio Nn/Nj is the thermal equilibrium
value. The ratio =y7p can be either greater or less than umty
The intermediate case is that Npsp is the dominant term in the numerator and
either 7gsp or n1sn is the dominant term in the denominator. The term 735y is of
less interest. Its contribution to recombination when 73 > ny is likely to be small
compared with states lying below the Fermi level. To 2 good approximation
one can then write:
'Tn/‘rp == NnSp/ﬂOSn . e s e (13)

Since Nnsp was taken to be the largest term in the numerator and accordingly
larger.than ngsy, the electron lifetime is larger than the hole lifetime. Also, the
.added electrons will exceed the added holes. The difference will appear as holes
in the recombination states and will be substantially equal to the number of
added electrons. In a sense then, the lifetime of a free electron is the lifetime of
an added hole in the recombination states. It is the time taken for one of the free
electrons to recombine with this hole. That time is, as in equation (13), (vsano)2
One has here a clue to account for an optimum in photosensitivity, as a photo-
conductor is made more N-type. The photoconductor can bé made more sensi-
tive by making it more conducting if, by so doing, doubly negatively charged
states are introduced into region IV. Once these states are introduced, further
increases in conductivity will decrease the electron lifetime by the relation
(vsnmo) ™.
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6.5. Multiple Levels and Multiple Classes

A curious and complex problem arises now if the recombination states are
distributed in energy. Consider, for example, one level of states near the Fermi
level, such that Np; > ng. The level by itself would give an electron lifetime,
from equation (12), of (vsnlNp1)~2. Let a second level of states, equal in number
to the first level, be located well below the Fermi level so that Npg < ng. Then,
using equation (13), this level by itself would give an electron lifetime of (vsp7g) 2.
The lifetime for the second level alone is larger than that for the first level alone.
The problem is how to combine their contributions to lifetime when both levels
are present.

Ordinarily, one expects that the shorter of two lifetime mechanisms pre-
dominates. Actually, the reverse is true here. The flow of holes into both levels is
substantially equal. The ‘extra’ holes appearing in each level give rise to ‘extra’
free electrons numerically equal to the ‘extra’ holes. The problem then is to
compute the steady-state increase in density of holes at each level. This requires
a knowledge of the lifetime of the hole at each level. In the states near the Fermi
level, the lifetime of a hole is (vsp/Vp)~* and is shorter than the lifetime (vsyrg)~2
of a hole in the states located well below the Fermi level. Accordingly, there will
be a larger density of ‘extra’ holes in the second group of states and these will
make the larger contribution to the density of ‘extra’ free electrons.

One has here two lifetimes that remain operationally separate. This means
that when the exciting radiation is cut off, the ‘extra’ free electrons decay in
" two steps. A small fraction decays rapidly into the states near the Fermi level;

the rest decays slowly into the lower level of states.

Another feature worth noting is that even though the same recombination
traffic passes through both levels of states and even though they make equal
contributions to the lifetime of free holes, they do not make equal contributions
to the lifetime of free electrons.

" Finally, one must recognize that only half the exciting radiation, the half that
contributes holes to the lower group of states, is supporting the bulk of the
‘extra’ free electrons. As discussed elsewhere?, this increases the noisiness of the
photo-current. '

The recombination properties of states at different energy levels can be re-
produced by states at the same energy level but of different classes. The con-
cepts are somewhat easier to visualize here. Consider two classes of states at the
same energy level located below the Fermi level. Let the two classes have the
same number of states and also the same capture cross-sections for holes. This
ensures that the recombination traffic of holes will be evenly split between the
two classes. Let the capture cross-sections for electrons be widely different. The
free electron lifetime, referred to each class separately, will be (vsyrp)~! with s
taking on different values for each class. Since the rates at which free holes pour
into each class are equal, the rates at which free electrons pour into each class
must also be equal. These rates are '

Any (vsnmo) = Angr (vsnrrmo) <. (14)

where An; and Amngy are the extra free electrons associated with approximately
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_ the same numbers of extra trapped holes in each class. From equation (14

A”I) e &I_) ... (15)

AR31/ free  Snx AP11/ trapped

If sn1 > snp, then Az > Angy. One sees here again that almost all of the extra
free electrons are created by only half the absorbed light. The fraction one-half
could, by another choice of parameters, be a much smaller fraction. In that case -
a small fraction of the absorbed light is responsible for most of the extra free
-electrons, and the photocurrents become proportionately more noisy. One sees
here also that while each class of states contributes equally to the recombination
traffic they make unequal contributions to the lifetimes of the extra free elec-
trons.

7. TRANSITION FROM SEMICONDUCTORS TO INSULATORS

The lifetimes of electrons and holes have been discussed thus far for two broad
classes of materials: relative insulators, in which the added carrier densities were
large compared with the thermal densities and in which the major recombination
traffic is carried by states (region III, Figure 2) whose occupancy is determined
by kinetic processes; and relative semiconductors, in which the added carrier
densities were small compared with the thermal densities and in which the major
recombination traffic is carried by states (region IV, Figure 4) whose occupancy
is substantially that of thermal equilibrium. What is missing is the transition
from semiconductors to insulators. It is useful to outline the transition in terms
of the shift from thermal to kinetic control of the occupancy of states. This is
done below in Figure 7 using the concepts of the demarcation levels already
developed.

The lifetime of the minority carrier can always be estimated with good
accuracy as the time it takes a free hole to be captured by any of the electron-
occupied states in region III and IV. If the state density is small compared with
the added carrier density, the minority carrier Lifetime is also the majority carrier
lifetime. In general, this will not be true and one must separately compute the
lifetime of the majority carrier.

If the lifetimes are not equal and if, at the same time, the thermal density of
electrons np is large compared with the density of states in regions III and IV
then, by arguments given in the previous section, the electron lifetime is
(wsung)~™. If the thermal density is not large compared with the density of states,
then there will be some level (below the electron Fermi level) for which the
thermal density #ng is large compared with the density of empty states Ny. The
electron lifetimeis still (vsnnp) but is referred to the states in regions IIT and
IV for which 7o > Np. The significance, as discussed in the previous section, is
that only part of the exciting radiation, the part that contributes holes to these
lower states, supports the bulk of the added free electron density.

As the added carrier densities increase; in Figure 7, region III, the region of
kinetic processes, incredses. The first significant increase comes (Figure 7(b))
when the minority carrier density exceeds its thermal value. The arrows on the
right show the direction of movement of the levels with increasing excitation.
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The occupancy of region III is constant and controlled by kinetic processes as
opposed to thermal exchange processes. At still higher excitations (Figure 7(c)) the
majority carrier density also exceeds its thermal value. By this time region III
plays the dominant role in recombination and lifetime. The problem becomes
that discussed at the beginning of this paper.
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APPENDIX I—-DEMARCATION LEVEL 4

The condition for equality of kinetic and thermal processes for a hole-occupied
level in N-type material is (like equation (1); Section 4).
v*p exp(— A¢/kT) = ngvsy ... (Al)
where A e is the energy distance from the filled band.
From equation (Al):
1gUSy )

— kTl _”_';‘2) ... (A2)

_ ngUSp Sn,
From detailed balance, v*pfvsp = Ny = N,
>E(‘1uation (A2) then becomes:

Ae= len(llc) + len(’B)
no Sn

=¢Pn+kT1n(i-9) ... (A3)

Equation (A3) indicates that the demarcation level d-is the same distance from
the filled band as the Fermi level ¢ is from the conduction band plus the cor-
rection term kT In (sp/sn)

If the same argument is carried out for an electron-occupied level the result

is:
Ne =¢@p — kT In (sp/sn) ... (A4

where A€ is measured from the conduction band and ¢, from the filled band.
In a material in thermal equilibrium ¢y, and ¢p are the same level measured from -
the conduction and filled bands respectively. Equation (A4) then, defines the
same level d as does equation (A3).

Ae=FEkTIn

APPENDIX II—-GENERAL FORMULAE FOR SINGLE LEVEL OF
RECOMBINATION STATES '

In thermal equilibrium one can write:
novaSn —_ Nnv*n CXP(— th/kj‘) =0 « oo (A5)

PolNnvspy — Nyvp* exp(—etp/kT) =0 .+« (A6)

where the first term in each expression describes the capture of electrons or
holes into the recombination states, and the second term describes the thermal
generation of electrons or holes from these states. ein and ep are the energy
separations of the recombination states from the conduction and filled bands
respectively. If thermal equilibrium is now disturbed by optical excitation,
1o, po, Nn and Ny become 7y -+ 81, po -+ Spo, Nn + 6Nn, Np + 8Np. These
values are inserted in equations. (A5) and (A6) and the two equations are set
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equal to saﬁsfy the condition of steady state. Further side conditions are:
(1) by charge neutrality, "
_ 8Np = — 8Ny
(2) by detailed balance,

. U*n/ USp = N, ¢

U*p / Usp = N v

(3) by definition,
= Nc exp(—— Etn/kT)
P1 Ny exp(— etp/kT)
'Tn/ Tp = 8”/ 817
The result is:

’Tn/T (NO +n1)3n+(Nn +P0 +P1)-fp .. (A7)
P (no - m1 + Np)sn -+ (Po 4 p1)sp ’
For N-type material and for the recombination states located above the middle
of the forbidden zone, one may frequently neglect the terms in pg and p1 com-
pared with terms in np and 7.
The approximate result is then:

(no -+ ”1)511 + anp
... (A8
/7o = (no + n1)sn -+ Npsn (A8)
ACKNOWLEDGEMENT

The writer is indebted to M. A. Lampert for some clarifying discussions
on the significance of the demarcation levels.

REFERENCES

W. Shockley and W. T, Read. Phys. Reuv. 87, 835 (1952).
R. N. Hall. Phys. Rev. 87, 387 (1952).

M. Schén. Techn.-Wiss. Abhandlungen, Osram-Ges. 6, 49 (1953).

A. Rose. Atlantic City Conference on Photoconductivity (Wlley, New York, 1956).
1. Broser and R. Broser-Warminsky. Ann. Phys., Lpz. 16, 361 (1955).

A. Rose. R.C.A. Rev. 12, 362 (195]).

A. Rose. Phys. Rev. 97, 1538 (1955).

A. Rose. Phys. Rev. 97 322 (1955).

C. A. Duboc. ¥. 4ppl. Phys Suppl. 4, 107 (1955).

10.  W. H. Isay. Ann. Phys., Lpz. 13, 327 (1953).

11. J. R. Haynes and J. A. Hornbeck. Phys. Rev. 94, 1438 (1954).

OENGER -

12. R.W.Smith. R.C.4. Rev. 12, 350 (1951).

13. R. W. Smith. Phys. Rev. 93, 347 (1954); 98, 1169 (1955).

14. H. S. Somers, Jr., R. E. Berry and 1. Sochard. Phys. Rev. 101, 987 (1956).

15. S. V. Forgue, R. R Goodrich and A. D. Cope. R.C.A. Rev. 12 335 (1951).

16. R. H. Bube. Proc. Inst. Radio Engrs., N.Y. 43 1836 (1955).

17. H. W. Leverenz. An Introduction to Luminescence of Solids (Wiley, New York, 1950;
18. R. H. Bube. Atlantic City Conference on Photoconductivity (Wiley, New York 1956
19. R. H. Bube and S. M. Thomsen. ¥. Chem. Phys. 23, 15 (1955).

20. 'W. Van Roosebroeck and W. Shockley. Phys. Rev. 94 1558 (1954)
21. D. Redfield. Phys. Rev. 100, 1094 (1955).

22. F. Stockmann. Z. Phys. 143, 348 (1955).

23. R. Newman and W. W. Tyler. Phys. Rev. 96, 882 (1954).

136



~ THE PRODUCTION OF :
HIGH-QUALITY GERMANIUM SINGLE CRYSTALS

I. G. CRESSELL, B.Sc., A.Inst.P., A M.LLE.E.
and
J. A. POWELL, M.A., D.Phil

Baddow Research Laboratories
Marconi’s Wireless Telegraph Company Lid., Chelmsford, U.K.
) MS. received 27 August, 1956






THE PRODUCTION OF
- HIGH-QUALITY GERMANIUM SINGLE CRYSTALS

1. INTRODUCTION

Since the original production by Teal and Little! of single-crystal germanium
for semiconductor device purposes, increasing stress has been placed upon
improvements in crystal structure, the distribution of deliberately added im-
purities and the elimination of deleterious trace elements. These developments
have been accelerated by the need for larger uniform single crystals, not only
for transistor production, but also for power rectifiers and other devices.
Furthermore, research on the higher calibre material resulting from the im-
proved techniques is leading to a better understanding of fundamental semi-
conductor properties (see Pearson and Brattain?). Modern trends demand the
rigid control of semiconductor parameters for a range of resistivities far wider
than was originally envisaged, and have also necessitated a continuous reduction
in crystal defects, an increasing homogeneity and an improved minority carrier
lifetime.

The purpose of the present paper is to survey the available methods of crystal
growth and to discuss in particular the horizontal zone melt technique as applied
to the production: of germanium single ‘crystals, ranging in resistivity from the
intrinsic resistivity to that normally used for transistors. As an introduction to
the problems of single crystal growth a brief summary is given of the types of
imperfection which may enter the crystal during growth and of the effects of
these imperfections upon the electrical properties. The bibliography is chosen
to be representative rather than exhaustive,

2. CRYSTAL IMPERFECTIONS

A synthesis of imperfections in single crystals has been given by Seitz3, This
summary will be confined to single-crystal germanium (Z.e. free from wide-angle
grain boundaries), which may contain imperfections of the atomic type, viz.:

(1) Foreign atoms.

(2) Dislocations.

(3) Vacant lattice sites and interstitial atoms.

Such imperfections can give rise to localized states, with energy levels within
the energy gap of the semiconductor. Their presence may be inferred from the
electrical behaviour, or, in the case of certain types of dislocation, detected by
etch techniques. It should be emphasized that interaction between imperfections
of the same type and of different types is to be expected in a real crystal, and that
only in special cases can the dominant effect of a single type of imperfection be
established experimentally. The influence of the free surface will not be con-
sidered, except in so far as it affects the measurement of bulk properties.
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2.1. Foreign Atoms

The foreign atoms in the crystal may be conveniently sub-divided into two
main groups:

(1) Substitutional impurities from Groups III or V of the periodic table;
these are deliberately added to the germanium to give rise to acceptor and
dorior levels respectively in the energy gap. Available substitutional impurities
are boron, aluminium, gallium and indium from Group III, and phosphorus,
arsenic and antimony from Group V. Such elements have been shown to possess
a differential solubility between the solid and liquid phases of germanium, and
their distribution coefficients have been comprehensively reviewed by Burton?.
A correlation exists between the distribution coeflicient and the tetrahedral
covalent radius of the impurity atom, and the wide range of values permits the
choice of an additive suited to the particular crystal growing process. The
ionization energies appropriate to these substitutional impurities in germanium
are similarly listed by Burton?, and the theory of their electrical behaviour in
germanium has been recently reviewed by Harvey BrooksS.

(2) Metallic impurities from other groups of the periodic table; these may be
broadly classified as trace elements and will normally fall into the category of
contaminants. Most of these solute elements either have large radii or do not
normally form covalent bonds; they tend to have small distribution coefficients,
small solubilities and large diffusion coefficients. At comparatively large con-
centrations, they may exhibit the phenomenon of retrograde solid solubility,
which leads to complex behaviour on heat treatment. These properties of
copper, nickel, lithium, silver, cobalt, zinc and gold in germanium are summar-
ized by Burton*,

The most extensively investigated contaminant is copper® 7 8 9 10, 11/ the
presence of which, in germanium, has been shown to give rise to two energy
levels in the energy gap and to catalyze the electron—hole recombination process.
Burton, Hull, Morin and Severiens!? have studied the influence of copper and
nickel on the lifetime of minority carriers in germanium, using the Hall-
Shockley—Read model of electron-hole recombination'®, They point out that
the minority carrier lifetime in ‘pure’ germanium could be accounted for by
residual traces of these elements at concentrations of the order of 10-19 to 10-1
atom fraction. :

The presence of iron'4, cobalt's, manganese!® and platinum!? in germanium
have each been studied, and multiple ionization energy levels in the energy
gap have been introduced to explain the observed electrical behaviour. As many
of the above impurities give rise to energy levels near the centre of the forbidden
energy gap, they act as traps or recombination centres and are instrumental in
reducing the minority carrier lifetime.

Such contaminants may enter the germanium during the final crystal growth
operation, following the zone purification processes, or during any subsequent
heat treatment of the material. Their elimination is necessary in the production
of high-quality material.

Gaseous elements, e.g. nitrogen, oxygen and hydrogen, dissolved in ger-
manium may also be of importance in the preparation of high-quality materijal
since their presence has been indicated by the vacuum fusion gas analysis of
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germanium reported by Hassion, Thurmond and Trumbore'®. The presence of .
" 10% to 106 cm—? interstitial oxygen atoms is also suggested by the infra-red

absorption measurements on germanium by Kaiser, Keck and Lange!®. Although

no direct information of the electrical effects of these dissolved gaseous elements
" in germanium is available, experiments described later, in Section 5.2, suggest
that a reduction in the minority carrier lifetime of germanium may be attributed
to dissolved hydrogen in the lattice.

2.2. Dislocations

The importance of dislocations in a crystal lattice has long been realized and
for comprehensive reviews of the subject the articles by Read?® and Cottreli®!
should be consulted. Dislocations in germanium are believed to originate from
one or more of the following causes:

(1) As a result of slip, occurring to effect stress relief in the lattice, with the
simultaneous formation of edge dislocations. This may occur either during
the growth process or in subsequent heat treatment, since germanium is
plastic?? above about 500° C.

(2) As a result of the condensation of lattice vacancies during the growth
process®,

(3) When solute atoms are misfits in the germanium lattice and are in a suffi-
ciently large concentration (fractional atomic per cent) to cause excessive
lattice strainl4- 15. 18,

(4) As a defect inherent in crystal growth.

When a germanium crystal surface is subjected to etching treatments a
microscopic investigation reveals several types of surface structure, some of
which are characteristic of edge-type dislocations. The etch techniques intro-
duced by Vogel?4 have provided a powerful tool for the estimation of edge
dislocation densities. He found, from X-ray and microscopic studies, that a
correlation between the observed etch pit spacings and the dislocation spacings
existed at a low-angle boundary. He concluded from this that the observed etch
pits occur at the points of emergence of edge dislocations. This type of low-angle
boundary is commonly called lineage and is introduced during crystal growth.
It has been shown by Vogel, Read and Lovell? that a single lineage line acts as a
centre for the recombination of minority carriers and the problem has been
examined critically by McKelvey and Longini2S.

Experiments on the plastic deformation of germanium single crystals by
Gallagher??, Greiner?? and Treuting?® provide evidence that slip occurs on a
macroscopic scale in a <110>> direction, that the slip plane is the {111}, and
that there is an incubation period prior to any substantial plastic flow, following
the application of a tensional stress. The traces of active slip planes are revealed
by the arrays of etch pits associated with edge dislocations, as first observed by
Gallagher?? and, by introducing controlled numbers of edge dislocations by
bending, it was shown that plastic deformation introduced acceptor levels3® in
the energy gap. A theory of dislocations is given by Read®, using Shockley’s
model®2 of the dangling unpaired bond, in which such bonds are identified with
the dislocation acceptor density.

It is believed that a single dislocation line glves rise to about 4 X 10% cm™?
potential acceptor centres, reduces the mobility of charge carriers through the
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agency of scattering and also acts as a recombination centre for minority charge
carriers, as shown by Kurtz, Kulin and Averbach®3, who find a correlation
between minority carrier lifetime and dislocation densities in the range 10% to
107 cm2. At the time of writing the authors have found no such correlation for
dislocation densities less than about 103 cm—2. Rosi??, in recent work, observes
that data on minority carrier lifetime as a function of edge dislocation density
exhibit a maximum at about 2 X 10® cm~2 and that such behaviour may be
interpreted in terms of interactions between dislocations and various other
recombination centres in the crystal.

The etch pit technique has been refined and extended by Ellis? to include
slow etch procedures, by which means the structure of individual etch pits may
be resolved. He identifies three types of pit:

(1) Large pits characteristic of primary edge dislocations similar to those
observed by Vogel?4.

(2) Small pits with closed terraces.

(3) Pits with spiral terraces, indicative of a dislocation with a screw component,
normally obtained in dendritic specimens only.

Class (1), the primary edge dislocations, have already been discussed and class
(3) will not normally be observed under the conditions of near equilibrium
crystal growth. The class (2) etch pit is most easily revealed on {111} surfaces
of low primary edge dislocation density. Owing to their depth and character, a
type of composite dislocation is suggested for the small pits, but no evidence
exists of their electrical effects in the germanium crystal.

2.3. Vacant Lattice Sites and Interstitial Atoms

A temperature dependent concentration of lattice vacancies and interstitial
atoms may be generated as equilibrium imperfections in a crystal and under
certain conditions may be free to migrate. When germanium is heated to a high
temperature and quenched rapidly, acceptor levels are introduced into the energy
gap and the minority carrier lifetime suffers degradation. Several workers have
endeavoured to identify these effects in germanium with the creation and
‘freezing in’ of lattice vacancies or interstitial atoms or both, but it is increasingly
recognized that a major cause of these thermally induced acceptors may arise
from the rapid solid phase diffusion of chemical impurities, notably copper?,
and the dislocations associated with plastic deformation®® during the heat treat-
ment.

The effects of copper in the lattice have been studied by Logan®¢, who shows
than when copper-doped germanium is cooled from a high temperature, copper
precipitation occurs at a rate dependent upon the dislocation density. In con-
junction with Schwartz!'t, Logan also describes experiments on the restoration
of resistivity and lifetime of heat-treated germanium. In these, copper is inten-
tionally diffused into germanium and then ‘gettered out’, using the favourable
distribution coeflicient ratio of copper in germanium and copper in the ternary
system, which germanium and copper form with other metals such as gold,
indium and lead.

With this increased understanding of the behaviour of copper in germanium,
procedures have been devized for minimizing the effects of both copper and
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other chemical contaminants, and of plastxc deformation during heat treat-
ment37: 38. 39 and interest has centredon the origin and behaviour of the remanent
thermally produced acceptor centres. As Logan®® in his more recent work points
out, however, the observed characteristics of these centres do not permit an
- unambiguous identification or detailed understanding of their behaviour, and
interpretation of data is difficult, probably owing to the interactions between
the same type or other types of defects in the crystal lattice.

Alternative approaches designed to improve the understanding of vacancy- -
interstitial behaviour have been made by studies of the electrical properties of
-nucleonic-bombarded germanium with subsequent anneahng‘“’ and of the
mechanism of self-diffusiont! but, at the time of writing, no consistent theory
is available.

3. CRYSTAL GROWTH FROM THE MELT

Crystal growth from the melt has been recently discussed by Chalmers*? and
Ellis?, and reviewed by Martius®, and it is believed that the screw dislocation
mechanism invoked by Frank# for the growth of single crystals from the vapour
phase is not applicable. Chalmers proposes other possible mechanisms which
can account for the experimental findings of growth from the melt and concludes
that there is no evidence to suggest that dislocations are a prerequisite.

In the preparation of single-crystal germanium for device or research purposes
the following conditions must be satisfied:

(1) A stable orientation. Growth must be promoted on a stable predetermined
orientation in order to eliminate the possibilities of twinning, lineage and
polycrystallinity, since crystals 30 cm long or greater may be grown. The growth
planes commonly used for germanium are the {100} and {111} and the choice is
primarily governed by the degree of perfection that may be achieved in growth,
with the actual device or research requirement a secondary consideration.

In terms of crystal perfection the {100} growth plane is believed to be dis-
advantageous and lineage is commonly observed. Such lineage is evident along
lines of intersection of {110} planes with the etched {100} cross-sectional surfaces
of a grown crystal. Typlcal patterns for surfaces examined in zone-levelled
crystals are illustrated in Figure 1. Arrays of dislocations lying in the two {110}
planes which are orthogonal to the {100} cross-section tend to remain stable,
whilst the others are more irregular and unstable. These experimental findings
are in general agreement with those reported by Ellis®, and Pfann and Lovell%,

The {111} growth plane is highly stable and lineage is much more uncommon.
‘Lineage, when present, consists of arrays of dislocations which may be revealed
by a suitable etchant, and appears in the lines of intersection of {110} planes
and the {111} growth plane as shown in Figure 2. As discussed in Section 5.3
proper control of the solid-liquid interface during crystal growth coupled with
the stability of temperature gradients and growth rate eliminates completely
the incidence of twinning and lineage on the {111} growth plane.

(2) A controlled level of dislocation density In addition to the effect that edge
dislocations have on the minority carrier lifetime, it is believed that they also
have a considerable influence on the reverse breakdown voltage of an alloy
junction device and upon the wetting properties of a metal when melted in
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contact with the germanium, e.g. indium on germanium during the junction
alloying process. The control of dislocation densities is of primary importance
therefore in material for device fabrication, and there is a general trend to include
an etch pit count in the germanium specification, in addition to the normal
parameters.

Two major types of primary edge dislocation can be distinguished on the
etched {111} plane of a grown crystal. The most common are those associated
with the comparatively widely spaced etch pits lying in arrays on the lines of
intersection of {111} planes with the {111} etched surface, which appear to be
the traces of operatwe slip planes. In view of the low plastic temperature of
germanium?? it is essential that the grown crystal remains unstrained after growth,
particularly whilst it is moving through the axial temperature gradient of the
crystal growing furnace. The stabilization of radial temperature gradients, and
their reduction to a low value throughout that region of the crystal above the
plastic temperature, to give near parallel isotherms will fulfil this condition. In
the absence of lineage and with a reduction in slip, a random distribution of
primary edge dislocations may be revealed on an etched {111} surface. The
density of these dislocations appears to be correlated with the angular separation
between the solid-liquid interface and the principal growth plane, and tends to
zero when they are coincident.

To obtain dislocation densities lower than 103 cm™2 therefore, the condition
of near plane parallel isothermals in the grown crystal, normal to the growth
direction, must be satisfied. Methods of achieving this will be discussed in
Section 4.

(3) A predetermined impurity distribution. The distribution of solute in crystals
grown from the melt has been investigated analytically and experimentally by
Burton, Prim, Slichter, Kolb and Struthers!¢ and is shown to be critically
dependent upon stirring of the melt. Their paper is devoted primarily to
mechanically stirred melts controlled at a temperature just above the melting
point, using the vertical puller. However, much of their work is applicable to
the horizontal zone melt, where, in contrast, stirring is by convection currents
in the molten zone, where resistance heated furnaces are used, and by induced
eddy currents, where directly coupled radio-frequency heating is used. Unless
a high degree of mixing is maintained in the melt, solute striation effects may be
introduced into the crystal. Such striations may be detected either by auto-
radiographic techniques?® or, more simply, by selective plating?’. As shown by
Haynes and Pearson®$, they cause irregularities in the resistivity and in the
minority carrier lifetime.

Burton et al.%6 have discussed the inter-relation between growth rate and
distribution coefficient for a range of stirring conditions and the formation of an
enriched diffusion-dominated solute layer immediately ahead of the growing
solid-liquid interface is now well understood. Solute elements such as antimony
and gallium are highly sensitive to growth rate variations.

Thus, the requirements to preserve the axial and radial temperature gradlents
for stability and planarity of the liquid-solid interface, throughout growth,
are further emphasized by the need to eliminate inhomogeneous solute distri-
bution arising from growth rate fluctuations.

There are two different techniques which have been applied with varying
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degrees of success to the growing of single crystals from the melt, viz. the
vertical pulling method and the horizontal zone melt method. :

3.1, The Vertical Pulling Method

The earlier favoured technique for the growth of germanium single crystals
was developed from an apparatus originated by Czochralski*® for determining
the speed of crystallization of different metals. Teal with Little?®, and with
Sparks and Buehler®® are chiefly responsible for adapting and engineering this -
method to a stage where the modern vertical puller is a very precise machine
capable of high orders of control over the crystal growth. Other similar apparatus
is described by Lehovec et 4l and by Roth and Taylor2.

Briefly, the method consists of dipping a small orientated single crystal of
germanium into a graphite crucible containing molten germanium, then adjust-
ing the heat input and heat losses from the crucible and along the crystal until
the desired size of crystal is obtained at the desired pull rate. A photograph of a
vertical puller is given in Figure 3. Heating of the charge may be achieved by
either radio-frequency or resistance, and a servo-mechanism normally controls
the heat input to maintain the melt temperature to within 1° C of a preset value,
which may be programmed to give desired properties to the growing crystal.
The chuck holding the seed crystal is attached to 2 rod which is mechanically
linked to a variable-speed electric motor for withdrawing the crystal at a preset
or programmed rate. A second motor is normally used to rotate the seed crystal
and impart a degree of mechanical stirring to the molten germamum to improve
the homogeneity of impurity distribution in it.

If subjected to gross strain during growth, twinning, polycrystallinity and
other uncontrolled defects will result in the crystal. Since germanium expands
by about 5 per cent on freezing, it is most important that all constraints imposed
upon the crystal by a containing vessel are avoided. It is probably the absence
of any form of container for the grown crystal that has led to the vertical puller
becoming the preferred method of growing germanium crystals. Other advan-
tages of this technique are:

(1) The conditions of thermal symmetry in the growing crystal are such that
the isothermals will be approximately parallel, although not necessarily planar.

(2) The steep temperature gradient maintained in the crystal near the solid—
liquid interface will tend to minimize the back diffusion of impurities into the
crystal from the melt, the diffusion of any contaminants which may have con-
densed on the grown crystal, and the effects of heat treatment. It will also add
stability to the solid-liquid interface where the ratio of heat flux down the
crystal to the rate of release of the latent heat of fusion of germanium is required
to be large.

(3) Continuous stirring bythe rotating crystal maintains a more nearly uniform
distribution of impurity-in the melt and, at sufficiently large linear velocities at
the interface, will partlally overcome the normal tendencies for non-planarity
of the interface.

(4) The near circular symmetry of the crystal cross-section is more suitable
for some devices (e.g. large area power rectifiers).

(5) The vertical puller possesses a flexibility which renders it adaptable to
several specialized techniques. In particular there are the sequential doping and
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rate growing methods of producing several P~N junctions in a single crystal
growing operation as described by Teal, Sparks and Buehler’3, Hall®¢ and
Bridgers®,

For the production of large quantities of single crystal germanium of specific
characteristics, however, the vertical puller possesses several inherent disadvan-
tages, not the least of which originates from the segregation phenomenon, which
occurs at the solid-liquid interface during the crystal growing operation. As the
solute elements with which one is chiefly concerned have distribution coefficients
less than unity, the germanium melt is continually enriched with solute as the
crystal grows, Consequently, the crystal will exhibit a solute concentration (and
hence a specific conductivity) continuously increasing along its length from the
end first pulled, according to the relationship

C = kCy(l — x)®—2)

C, is the initial concentration in the melt, C is the concentration of solute in the
solid at any point x, where x is the fraction of the original volume which has
solidified, and & is the effective distribution coefficient (see Pfann®6). Since the
distribution coefficient of an impurity is a function of pull rate?®, attempts have
been made to counter this variation in solute concentration by programming the
crystal growth rate and melt temperature accordingly. These systematic changes
in growth parameters, however, cause a departure from those conditions leading
to uniformly high quality material, and the minority carrier lifetime suffers
degradation. Other workers, notably Nelson?, have endeavoured to overcome
. this difficulty by continuously adding doped germanium to the melt in such a
manner that the solute concentration is maintained constant. Such a system
requires much elaboration, particularly on the molten germanium level control,
and adds considerably to the complexity of the apparatus.

In the experimental results described later, it is shown that critical control
over the shape of the interface and the temperature gradient is necessary to
produce uniformity in the crystal. Without still further elaboration in furnace
control these conditions are not readily achieved in the vertical puller over long
lengths of crystal (see Billig®8).

For these reasons, there is now a trend towards the horizontal zone-melt
method for the production of large quantities of germanium of predetermined
characteristics, since the vertical puller, though extremely adaptable to special-
ized techniques, does not readily lend itself to complete automation.

3.2. The Horizontal Zone Melt Method

The progressive solidification from one end of a molten metal contained in a
horizontal crucible is a well-known metallurgical technique. This technique
has been applied to germanium processing largely by Pfann®é: 5° and his co-
workers, who have developed the zone-melting technique for the purification
of germanium, and the zone-levelling technique for the preparation of single
crystals with a uniform resistivity along their length.

In the zone-melt process a horizontal, carbon-coated silica crucible is loaded
with an orientated single crystal seed, a germanium slice containing a measured
amount of impurity, and an ingot of purified germanium. A molten germanium
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zone, produced by either radio-frequency or resistance heating, is then estab-
lished in contact with the seed crystal and is caused to traverse the length of the
charge at a constant rate. The whole ingot is then a single crystal having the
orientation of the seed, with a solute concentration distributed according to the
* relation (see Pfann56: 5%) .

C = kCyexp — (kx[l)

where C is the solute concentration in the solid, Cy, the initial solute concentra-

tion in the molten zone, & the distribution coefficient, / the molten zone length

and x is the distance moved by the solidifying interface. The above formula is
valid provided the following assumptions are satisfied: (1) there is complete
mixing in the melt; (2) & is constant; (3) diffusion in the solid is negligible; and

(4) the molten zone remains constant in volume. The furnace temperature is

controlled to within 4= 1° C of a preset value, and a stabilized traverse rate is

employed.

The simplicity of the apparatus and the consequent ease with which automa-
tion may be applied, together with the advantages of zone-levelling, render
this method of growing germanium single crystals with uniform characteristics,
most attractive for both production and research purposes. Whilst the theories
of zone-melting and subsequent zone-levelling processes have been fully
explored, little has been published on the experimental conditions necessary
to obtain satisfactory single crystal growth by this method. In their very recent
work Bennett and Sawyer®® have achieved considerable progress towards the
control of dislocation density and homogeneous solute distribution for the
resistivity range 2-8 Qcm. Their methods will be discussed later.

The advantages of this technique over the vertical puller may be summarized
thus:

(1) The human element may be eliminated after the initial setting-up, thus
adding to the degree of reproducibility which may be achieved in the grown
crystals.

(2) The comparative ease with which crystals of uniform predetermined cross-
section may be obtained.

(3) The support, by the crucible, of the grown crystal allows the production of
single crystals up to several kg in weight.

(4) The relative ease with which predetermined concentrations of impurity
solute may be introduced into the crystal and the large proportion of uniform
material obtained. _

(5) The greater independence of growth parameters which permits an extremely

~ precise control to be established.

That this method has not been universally adopted is probably the result of
the following disadvantages associated with the use of a crucible:

(1) As the thermal conductivity and emissivity of the refractory crucible differ
widely from those of the melt, radial thermal symmetry about the crystal
growth axis may be difficult to achieve.

(2) The constraint which may be imposed upon the crystal durmg solidification
places restrictions on the crucible geometry.

(3) Owing to the large area of contact between the melt and the crucible, there
is an increased risk of contamination.
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(4) Greater care is needed to ensure adequate stirring of the melt by radio-
frequency eddy currents or thermal convection currentsto secure homogeneity
of impurity distribution in the solid.

In the following sections, methods will be discussed for overcoming the
above difficulties and results will be presented to show that the horizontal zone-
melt technique is capable of producing high quality germanium single crystals
with near uniform resistivity and a low level of dislocation density in large
quantities.

4. THE SINGLE CRYSTAL ZONE-MELT PROCESS

The principles of zone-levelling have been discussed in detail by Pfann3¢ 59
and are briefly summarized in the previous section. Experimentally, the assump-
tions in Pfann’s analysis are most nearly satisfied by imposing steep axial
temperature gradients on the ingot at the two molten—solid interfaces forming the
boundaries of the molten zone. This ensures astable zone-length and a high degree
of thermal stirring; it also minimizes the back diffusion of impurities from the
melt into the crystal and avoids exposing the grown crystal to elevated tempera-
tures for extended periods of time. As originally developed, the molten zone was
produced by the radiation from a graphite susceptor heated by radio-frequency
induction, and movement of the zone was achieved by sliding the silica crucible
containing the ingot, over silica guide rods. Examination of zone-levelled
crystals produced in this manner, using axial temperature gradients of the
order of 150° C cm™, revealed that the solid-molten interface of the growing
crystal was concave and that lineage and a high density of edge dislocations were
common, as shown in Figure 2.

To understand why this should be so, it is necessary to consider the heat
flow pattern in the ingot and its environment, and the effect these have both on
the growth process at the solid-liquid interface and subsequently on the grown
crystal due to thermal stress. Consider first the distribution of heat in the ideal-
ized case of a bar of circular cross-section, occupying the same location as a
growing crystal in the horizontal zone melt furnace, with steep axial temperature
gradients. In the steady state, heat loss from the bar will be radially symmetrical,
and a radial temperature gradient will exist which will be dependent upon the
thermal properties of the bar and the temperature differences between the
radiating surface and the surroundings. Under these conditions the isothermal
surfaces in the bar will be concave towards the centre of the furnace, and thermal
coring will be present, as shown schematically in Figure 4. The presence of such
isothermal surfaces in a germanium crystal will cause the outermost parts of its
cross-section to be in a state of tension and its inner core to be in a state of
compression. The converse will be true if the isothermal surfaces are convex
towards the centre of the furnace. As germanium is plastic above 500° C, there
will exist a critical radius in the isothermal surfaces for which strain can no
longer be sustained and slip along {111} planes will occur to effect stress relief
in the crystal. This problem has recently been discussed in detail by Bennett
and Sawyer®®, Rosi®, and Billig8 to explain the star-like patterns of etch pits
observed on the cross-sections of crystals grown by the Czochralski technique.
Similar patterns, as shown in Figure 5, have been observed by the authors in
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crystals grown by the horizontal zone melt technique in which the isothermal
surfaces were convex towards the furnace.

Generally, however, there is a considerable departure from the idealized case . -
described above for the horizontal zone-melt, since the crystal is normally sup-
“ported by asilica crucible having a surface emissivity widely divergent from that
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Figure 4. Schematic diagram showing the symmetrical distribution of
isothermals in a bar, in a crystal growing furnace.

_of the germanium free surface. This may lead to an angular displacement from
the vertical plane of up to 10° of arc in the isothermal surfaces at the molten—
solid interface; and tonon-parallel isothermals down the crystal as shown
schematically in Figure 6. Using similar arguments to those above, thermal
stresses may be set up in the crystal and, again, slip may occur to effect stress
relief. Under these asymmetrical conditions, the star pattern of etch pits is not
normally observed and, in general, it is replaced by preferential slip due to
resolved shear stress on particular {111} planes, the indices of which will depend
upon the distribution of {111} planes with respect to the crucible, as shown in
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Figure 7. A further asymmetry in the system is caused by convection currents in
the ambient gas, but these may be suppressed by the correct adjustment of gas
flow through the furnace tube. In addition to the edge dislocations associated
with slip, which are believed to result from excessive thermal stresses in the
solidified crystals, other dislocations, which are believed to be more directly
related with crystal growth, are observed, viz. those associated with lineage
and those which appear to be axial in the <<111> growth direction, as discussed
in Section 5.3. The elimination of all such dislocations demands a solid-liquid
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Figure 6. Schematic diagram of horizontal zone melt, showing asymmetrical, non-
parallel isothermals in a growing germanium crystal, with a steep axtal temperature
gradient.

interface which is normal to the <<111> growth direction, and isothermal
surfaces in the grown crystal which are near parallel. To approach this con-
dition in any crystal-growing furnace, it is necessary to suppress the radiation
from the surfaces of the growing crystal and from the crucible, and thus reduce
the radial temperature gradient to zero. In practice this may only be achieved
if comparatively low axial temperature gradients are employed.

The radio-frequency induction after-heater technique of Bennett and Sawyer¢?
reduces the heat loss by radiation from the crystal by imposing a boundary
condition at the walls of the enveloping furnace tube, which is maintained at a
constant temperature of about 800° C. In consequence of the small temperature
difference between the crystal in its crucible and the furnace wall, the radial
component of heat loss is largely suppressed and the asymmetry of radiation
due to the presence of the crucible is reduced. By virtue of the one-dimensional
heat flow down the crystal, therefore, a substantially planar interface normal
to the direction of growth should be obtained. In addition to these desirable
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features, the presence of fore- and after-heaters permits zone heating by direct .
radio-frequency induction without the usual intermediate susceptor, thus giving
the advantages of eddy-current stirring of the melt and consequent homogeniza-

tion of solute ‘distribution. This method differs significantly from the earlier

" zone melt furnaces, and a compromise has been made in that the importance of

a low temperature gradient at the growth interface has been recognized, whilst a

steep temperature gradient is still maintained at the other interface to assist in

stabilizing the zone length. Slow cooling of the whole crystal after completion of
growth prevents the introduction of further strain and, as Bennett and Sawyer
‘show, notable improvements in the uniformity of solute distribution are achieved
together with a reduction in dislocation density, particularly at slow growth
rates using their 12 in. after-heater. However, because the grown crystal enters
the after-heater maintained at about 800° C and remains within it for several
hours, some degradation of lifetime occurs and is presumed to arise from con-
tamination of the crystal during this period, which can be demonstrated by the
increase in minority carrier lifetime away from the seed end.

An alternative approach which avoids the degradation of minority carrier
lifetime characteristic of the after-heater technique and yet retains the control
of dislocation density is the use of controlled temperature gradient muffles in a
resistance-heated furnace. These muffles appear to offer certain operational
advantages. Furnaces of this type have been used by the authors over the past
year for the preparation of material in the resistivity range 1 Q cm to intrinsic,
with minority carrier lifetimes of several msec. The method differs essentially
from that of Bennett and Sawyer in that a much steeper but controlled axial
temperature gradient is permitted to exist in the grown crystal; by virtue of the
muflle, which has a similar axial temperature gradient, the radial temperature
gradients in the crystal and crucible at elevated temperatures are reduced to
approach zero, and near vertical planar solid-liquid interfaces are obtained.
Owing to the high emissivity of the silica crucible, it was found desirable to
maintain the bottom of the furnace slightly hotter than the top to minimize the
effects of any small temperature mismatch between the crucible and the mufile.
To preserve good zone length stability the temperature gradient at the melting
solid-liquid interface is maintained as steep as possible, this also assisting in
homogenization of the solute in the molten zone. To add further stability to
the whole system of crystal growth, the silica crucible and ingot remain station-
ary throughout the process, the crystal-growing furnace traversing them, with
a precision-controlled movement.

4.1, The Crystal Growing Apparatus

The principles outlined above have been embodied in the design of furnaces
for growing crystals varying from 2 to 8 cm? in cross-section. A diagram of the
furnace used for the 2 cm? cross-section crystals is given in Figure 8, and its
construction’ will now be described. It consists basically of fourteen 6 in.
longltudinal helically wound elements, each consisting of a 3 ft. length of
0-025 in. diameter platinum-rhodium (10 per cent) wire. These are spaced
around the circumference of a 2} in. diameter circle, coaxial with the furnace
tube, with eight distributed over the lower half and six over the upper half. The
elements are surrounded by a fused alumina tube and the whole is enclosed in 2
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thermally insulated housing. Water-cooled, metal jackets are attached to each
end of this lagged housing, coaxial with the furnace tube, into which are screwed
‘'stainless steel muffles, their penetrations into the furnace being adjustable. The
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elements are connected in series through a control resistance and supplied with a
== 1 per cent servo-stabilized voltage, the total average power input being about
1 kW. Temperature control is" achieved by means of a platinum/platinum-—
rhodium (13 per cent) thermocouple enclosed in a silica sheath and mounted
at the bottom mid-point of the furnace, on the same pitch circle as the elements.
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Figure 1. Typical lineages on the etched {100} cross-sectional suifaces taken from
the two ends of a zone-levelled germanium crystal, normal to the direction of growth.

Figure 2. Lineage cn the etched {111} cross-sectional surface of a germanium
cryvstal, normal to the direction of growth, obtained with a concave interface.

[Facing p. 152



Figure 3. A Cszochralski apparatus for
pulling single crystals of germanium,
constructed by the Roval Radar Establich-
ment, Ministry of Supply, Malvern, U.K.

(Crown Copyright Reserved. Published by
permission of the Controller, H.M.S.0,)

Figure 5. Svmmetrical slip, revealed by etch pits on the {111} cross-sectional
surface of a germanium crystal obtained with a convex molten—solid interface.



Figure 7. Preferential slip, revealed by etch pits on the {111} cross-sectional
surface of a germanium crystal, obtained with a molten-solid interface tilted with
respect to the {111} growth plane

Figure 9. The horizontal zone melt furnace for growing germanium single crystals
8 em® in cross-section.



Figure 17. Etched {111} cross-sectional surfaces taken at Scm intervals in the
direction of growth, illustrating the out-growth of deliberately introduced gross
lineage, using a convex liquid-solid interface.



Figure 18. Fine (low angle) lineage on the etched {111} cross-sectional surface of a
germanium crvstal obtained with a slightly concave interface.



Figure 19. Etch pits at a low-angle lineage, revealed by slow
etch techniques on the {111} cross-sectional surface of a
germanium crystal. (Maguification > 100).

Figure 20. Etched {111} cross-sectional surface of a germanium crystal showing
increased density of etch pits at the side.



Figure 21. The fine structure of etch pits on a {111} cross-sectional surface,
revealed by slow etch technigues (Magnification » 600).



Figure 22. Typical etch pit distributions on the etched {111} cross-sectional surfaces

of germanium crystals obtained as the angular separation of the liquid-solid

interface and the {111} growth plane is reduced from about 5° to approach =zero.
Faging p. 153]
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It is used in conjunction with a Honeywell Brown proportional control/recorder
‘and the control resistance and gives ++1° C long-term temperature stability.
The furnace is mounted on a saddle-trolley running on ball-races, on a very
rigid, precision-made bed, which is a standard item in-the laboratory. Forward

~ and reverse drives to the saddle-trolley are applied through magnetic clutches
and gear trains from a servo-controlled velodyne unit mounted in the precision
bed. The traverse may be preset to any speed in the range 1-26 cm hr or
programmed by means of a suitable cam and drive.

The furnace tube of transparent fused silica is 5 ft long and is mounted in a
‘position coaxial with the furnace, by supports from the bed, provision being
made for accurate alignment. The end closures through which a controlled gas
flow passes, are of stainless steel and the tube is rendered air-tight by means of
trapped neoprene compression seals. The silica crucibles are semi-circular in
cross-section, 50 cm long and are carefully ground to be uniform; they are
thoroughly cleaned, carbon-coated, and then prefired at 1200° C in a nitrogen—
hydrogen atmosphere immediately prior to use. By means of jigs, the 10 cm
< 111> orientated germanium seed crystal, the germanium slice, containing a
measured amount of impurity, and a zone purified ingot, of uniform cross-
section, are then loaded into the crucible after rigorous cleansing treatments.
The crucible, mounted on silica rods, is carefully adjusted in the furnace tube
and remains in this position until completion of the crystal growing process.
After thorough gas flushing of the system, the furnace is moved into position
and the first molten zone in contact with the seed crystal is established. There-
after, the furnace traverses the ingot at a preset rate using a controlled gas flow
of 5 fi*hr-2, until it completely clears the grown crystal, which is then removed
for examination, measurement of resistivity and minority carrier lifetime. A
photograph of the horizontal zone-melt furnace, used for growing germanium
crystals 8 cm? in cross-section, is given in Figure 9.

5. THE GERMANIUM CRYSTAL QUALITY AND
SOME EXPERIMENTAL RESULTS

Extensive study of the crystals grown in the horizontal zone-melt process and
of the experimental conditions for homogeneity of impurity distribution, high
minority carrier lifetime and low-level dislocation density have led to an im-
proved quality of germanium crystal. These three criteria of crystal quality
are now discussed in terms of the crystal growth parameters and some of the
.experimental results presented.

5.1. Resistivity Variations

In Pfann’s expression for the impurity concentration in a zone-levelled crystal,
quoted in Section 3.2, it is clear that solutes having low segregation coeflicient
must be employed if a reasonably constant longitudinal resistivity is to be
achieved. Hence, it is common practice to use antimony (% = 0-003) and indium
(k = 0-001) in the preparation of N-type and P-type crystals respectively. In
order to fully utilize the advantages offered by the zone-levelling technique
and to approach the predicted impurity distribution, the objectives must lie in
seeking the experimental conditions which lead to a general validity of those
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assumptions made in Pfann’s analysis. The conditions of constant zone length
and thermal stirring of the molten zone have already been discussed in Section 4.
Other causes of longitudinal resistivity variation may be attributed to variations
in the cross-section and impurity content of the germanium charge, and to
spurious chemical contamination from the crystal growing apparatus.

By the correct adjustment of furnace tilt to counter the effects of volume
change upon solidification in the zone-purification and zone-levelling processes,
the cross-section of a germanium ingot may be held constant to within 4- 3 per
cent over its entire useful length.
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Figure 10. Typical |Np — Na| distributions in zone-purified single crystals of germanium.
Curve A: after nine zone passes in Ny ambient. Curve B: after nine zone passes in Ny:H,
(10 per cent) ambient. Curve C: after fifteen zone passes in N, ambient.

Where the preparation of high resistivity, long minority carrier lifetime
material is envisaged, it is desirable to have a knowledge of the limiting residual
concentration |Np, — Ny| of impurities after zone purification. Also, for the
purposes of assessment and more particularly to eliminate unpredictable be-
haviour resulting from impurity precipitation at grain boundaries, the german-
ium charge used should itself be a single crystal. The zone purification processes
used in this laboratory yield purified ingots, 50 per cent of which are self-seeded
single crystals of arbitrary orientation. To produce zone-levelled crystals of high
resistivity, therefore, it is necessary only to select the germanium charge for
processing, -this selection leading to an enhanced reproducibility in the subse-
quently grown seeded single crystals.

Some loss of purity is inevitable by transference of material from the zone
purification to the zone-levelling process as this involves cutting and cleaning
operations on the seed crystal, the germanium charge and the germanium slice
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containing the solute, and also the preparation of a suitable crucible and furnace .
tube. . ' '

It is also important, therefore, to have an estimate of the degree of contamina-
tion resulting from this practice, in order that the correct amount of impurity
" may be added to the molten zone to yield the resistivity required.

The specific resistivity as a function of temperature along the uncut lengths of
self-seeded- zone-purified crystals has been measured, followed by similar
measurements on the same materials after one zone pass in the single-crystal
process. These measurements yield a figure for the net |[Np — N,| associated
with process contamination and, in the techniques used in this laboratory, it
is of order 10'® cm™3, Curves A and B in Figure 10 typify the distributions of the
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* Figure 11. Resistivity plot of a typical zone-levelled single crystal at 20° C.

residual contaminant level |[Np — N, | of impurities after nine zone passes in a
nitrogen and nitrogen-hydrogen (10 per cent) gas ambient respectively, whilst
curve C shows the net density of donors [N — N, | for a triple zone-melted,
intrinsic single crystal in a nitrogen ambient, for germanium which had been
previously subjected to a multiple zone purification of fifteen zone passes.

Resistivity measurements by the calibrated four-probe technique similar to
that described by Valdes®! have been made at 1 cm intervals along the 26 cm
lengths of a series of antimony-doped zone-levelled crystals grown at 6 cm hr,
in the resistivity range 1-40 Q cm. The average deviation of |[Np — N,| from
the mean level in each crystal was found to be + 9-5 per cent. The first 85 per

“cent of zone-levelled crystal length possesses a longitudinal homogeneity within
=+ 5 per cent of the mean value, but the impurity concentration in the last 15
per cent shows a decrease in [N, — N, | owing to the slight increase in zone
length at the normal freeze end, resulting from the asymmetrical loading of the
crystal furnace. A typical resistivity plot against distance from the seed is given
in Figure 11 for an antimony doped crystal.

The cross-sectional variations in zone-levelled crystals have been found to
be more serious in character, and a typical resistivity contour map for a crystal
grown at 6 cm hr1is shown in Figure 12. The principal features of the distribu-
tion are a general gradient in impurity content from top to bottom of the cross-
section, with regions of lower impurity content at the sides, and a localized region
of higher impurity content at the bottom. These trends have been explored over
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the range of growth rates 3—12 cm hr-'. They show increased homogeneity at
the slowest growth rate, whilst at 12 cm hr=! the localized region of increased
impurity content extends further over the cross-section. The results of such
tests determine the choice of growth rate to be employed in the crystal growing
process. Where high minority carrier lifetimes are the dominating requirement,
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Figure 12. Resistivity contour map of doped germanium single crystal cross-section.

the faster pull rates should be employed, but if greater homogeneity in cross-
sectional impurity distribution is required, the slower growth rates are necessary.

The general pattern shown in Figure 12 is held at all resistivities, and the
inhomogeneity in impurity distribution is attributed to the inadequacies of
thermal stirring in the melt.

5.2. The Lifetime of Minority Carriers

Whilst the minority carrier lifetimes of germanium recorded here are more
than adequate for most device applications, their measurement is useful in the
quality assessment of single crystals, since, as pointed out in Section 2, the values
are critically dependent upon the crystalline perfection and the concentration
of recombination centres, which may result from chemical contamination of the
crystal. The minority carrier lifetime is most conveniently determined by the
photoconductive decay method described by Hornbeck and Haynes®2. For both
production and research purposes it is desirable to determine the variation of
this parameter along the length of the crystal and to make an absolute determina-
tion of its value for typical specimen slices from the crystal.

The measurement of minority carrier lifetime at 1 cm intervals along its
length is performed before the crystal is cut. After de-greasing and suitable
etching treatments to produce a low surface recombination velocity, graphitized
pressure contacts are made at each end of the crystal and a small constant
current is passed through it. For germanium crystals of 2 cm? cross-section with
specific resistivities greater than about 5 Q cm. the photoconductive decay may
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be observed directly by using a fast light chopper and monitoring the potential
across the specimen by means of a wide-band amplifier and cathode-ray display. -
For material of lower resistivity, where it is difficult to obtain an adequate photo-
conductive signal, a slow light chopper and narrow-band amplifier may be

" employed to measure the relative photoconductivity and hence, for zone-
levelled crystals, to obtain a measure of the uniformity of the minority carrier
lifetime at different points along the crystal.
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Figure 13. Plots of minority carrier lifetime (uncorrected for surface recombination) at

20° C wersus distance from seed crystal, for intrinsic material, grown at 12 cm hr=2, Curve A:

crystal grown in N, ambient from Ny:H, (10 per cent) ambient zone purification. Curve B:
crystal grown in Ny ambient from N, ambient zone purification.

. Measurements are made with the crystal enclosed in a quartz tube through
which ambient gases may be circulated. For germanium with a low minority
carrier lifetime it is usually sufficient to carry out measurements in dry oxygen,
but for minority carrier lifetimes in excess of about 1 msec, where the effects of
the surface become more critical, the crystal may be subjected to a standard
Brattain and Bardeen®? gas ambient cycling procedure, which will yield greater
uniformity in the surface recombination velocity. If an electronic ozone generator
is employed, permitting the measurements of lifetime during the ozone cycle,
it is sufficient to pursue the cycling only to that point at which the ratio of life-
times, measured in ozone and oxygen, becomes constant.
~ After checks for the homogeneity of minority carrier lifetime along the crystal,
thick and thin longitudinal adjacent slices at representative regions in the crystal
may be cut, lapped and etched, in order to make a precision determination of
the bulk minority carrier lifetime, with its attendant surface recombination
correction. For lifetimes in excess of about 1 msec, considerable care is necessary
in evaluating the surface recombination. It has been found desirable to prepare
and cycle, in the gas ambient, the two samples simultaneously in the same
chamber and to observe the photoconductive decay during the cycling. For a
thickness ratio of 6:1 between the two samples, consistent results may be obtained
after about six gas ambient cycles, in common with the findings of Stevenson
and Keyes®4.
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Typical plots of minority carrier lifetime against linear distance from the
seed are given in Figure 13 for single crystals of intrinsic resistivity and disloca-
tion counts of the order of 103 cm?, uncorrected for surface recombination. It
may be observed that the minority carrier lifetime is substantially uniform with
distance along the crystal, with a slight degradation in the region adjacent to
the seed crystal; this is believed to be associated with chemical contamination of
the seed which may occur during the extended period of heating necessary for
the initial establishment of the molten zone prior to crystal growth.
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Figure 14. Variation of minority carrier lifetime in a germanium crystal (uncorrected for
surface recombination), in which the gas ambient was cycled during growth.

The curves of Figure 13 illustrate the general features of the minority carrier
lifetime in a grown crystal, and its near uniformity under steady growth con-
ditions permits the study of the influence on minority carrier lifetime of gas
ambients during crystal growth and of growth rates, provided the germanium
charge is of intrinsic resistivity. Figure 14 shows the effects on minority carrier
lifetime of ambient gas cycling during crystal growth, from a nitrogen ambient
to a nitrogen—hydrogen (10 per cent) ambient and back to nitrogen, as measured
on a crystal grown at 12 cm hr='. The data indicate that whilst both types of
ambient gas will produce material of high minority carrier lifetime, there is an
approximately 2:1 ratio favouring the use of a nitrogen ambient.

The reduction of minority carrier lifetime when hydrogen is introduced into
the crystal growing process suggests either that a chemical contaminant is
associated with the hydrogen or that hydrogen in the lattice, possibly inter-
acting with other lattice imperfections, produces recombination centres which
have so far not been identified. :

In Table 1, comparative results of the minority carrier lifetime, uncorrected
for surface recombination, are given for crystals in which the growth rates were
varied. It may be seen that for both ambient gases, an improvement in minority
carrier lifetime results from an increase in growth rate, in common with the
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Table 1. Variations of minority carrier lifetime with growth rate. In both cases the zone
purification gas ambient is Nz:H,. In case A the single crystal gas ambient is Ny :H; and
in case B it is N,.

Growth rate (cm hr) MinoArity carrier lifetim§3 (msec)
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Figure 15. Minority carrier lifetime as a function of resistivity of antimony doped germanium
single crystals (experimental).

findings of Bennett and Sawyer®?, but, as may be expected, this is achieved at the
éxpense of greater inhomogeneity in the distribution of impurity content in
doped crystals.

Precise determinations of the minority carrier lifetime for a series of zone-
levelled N-type germanium crystals of differing antimony concentration grown
under similar conditions, using a nitrogen ambient, are presented graphically
in Figure 15. All these crystals are free of lineage, have a dislocation count of
the order of 103 cm2, and were grown at 6 cm hr-1, this being the preferred
compromise between minority carrier lifetime and homogeneity of impurity
distribution. All crystals were grown from material which was zone purified by
six zone passes in a nitrogen~hydrogen (10 per cent) ambient, followed by three
zone passes in nitrogen. The antimony used in the zone-levelling was also
zone-purified.
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5.3. Crystalline Perfection

Experience has shown that a greater degree of crystalline perfection is attain-
able in germanium if crystal growth takes place on the {111} crystal plane, and
in the many <<111> orientated crystals produced under properly controlled
conditions in this laboratory polycrystallinity and twinning are virtually non-
existent. From considerations of symmetry and for convenience in the analysis of
crystalline defects from etch pit distributions, it is desirable to use a standard
< 111> orientation such that the vertical, longitudinal section of the crystal is a
{110} plane. Under these conditions the lines of etch pits associated with lineage
and slip when present, will be in the directions indicated in Figures 164 and &
respectively.

The importance of lineage free crystals and of controlled dislocation densities
has already been emphasized in Section 2.2. Studies of these imperfections and,
in particular, their elimination have been made, and a correlation has been found
between their occurrence in the grown crystal and the shape of the molten-solid
interface during growth. The general character of the interface may be checked
by the techniques of sequential doping to produce a P-N junction under the
dynamic conditions of crystal growth. The interface can then be delineated by a
selective etching technique®® of the subsequently sectioned crystal.

Lineage, the term used to define a low-angle boundary in a single crystal,
may exist in a variety of forms, the most commonty encountered being:

(1) Gross lineage, bordering on polycrystallinity.

(2) Fine lineage, which may constitute a single tilt boundary or a series of near
parallel tilt boundaries, in which the angle of tilt is of the order of seconds
of arc.

Gross lineage is evident in some self-seeded crystals of arbitrary orientation
obtained from the zone purification processes, and it may also occur during
single-crystal growth in the zone-levelling process in the event of faulty seeding
or of silica-germanium adhesion occasioned by a poor carbon-coating technique.
Under these latter conditions, gross strains are introduced into the crystal upon
cooling owing to the differential thermal contraction, and the dense, complex
arrays of dislocations introduced as a result may be revealed by the etch pit
technique as shown in Figure 17a.

An illustration of fine lineage on the etched {111} cross-sectional face of a
crystal grown by the zone melt technique is given in Figure 18. The character-
istic etch pattern of a lineage consists of an array of regularly spaced etch pits,
the actual etch pit spacing increasing as the tilt angle decreases, until, for angles
of a few seconds of arc, the pits tend to lose their regular character and may be
masked if any etch pits due to slip are present. These etch pits lie in the line of
intersection of the {110} planes and the {111} growth plane and after subjecting
a lineaged crystal to the slow etch techniques of Elis®, the characteristic
triangular nature of the etch pits is revealed along the low-angle boundary as
shown in Figure 19. '

It is found that a positive control over the incidence of all lineage in germanium
crystals grown in the {111} direction is contingent upon the maintenance through-
out growth of a molten—solid interface which remains slightly convex. The con-
vexity of the interface is amenable to control by the modification of the radial
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GROWTH DIRECTION

[in]

Figure 16a. Standard orientation adopted. Dashed lines show intersections of {110} planes,
normal to (111) growth plane, where lineage is most commonly observed.
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Figure 16b. Standard orientation adopted. Dotted lines show directions on (111) growth
. plane of etch pits associated with traces of slip planes.
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temperature gradient in the crystal by adjustment either of the muffle penetra-
tion or furnace temperature. As a check on the sufficiency of this condition, the
series of etched {111} cross-sectional surfaces in Figure 174, & and ¢, taken at
5 cm intervals in the direction of growth, show the progressive reduction of
lineage in a single crystal, where gross lineage was deliberately introduced from
. the seed.

However, the maintenance of a convex interface alone, throughout crystal
growth, is not a sufficient condition to reduce dislocation densities to a low
level, as evidenced by Figure 17c.

The experimental evidence resulting from the analyses of many cross-sectional
{111} slices taken from crystals grown under slightly differing conditions
strongly suggests that slip results from a non-planar interface and from non-
parallel isothermal surfaces near the interface of the growing crystal, both of
which may cause non-uniform thermal contraction. From studies of the etch
pit distributions observed, the corrective action required to reduce dislocation
densities may be deduced.

Case (1). If the molten-solid interface is convex or concave with radii of
curvature smaller than some threshold value, slip may occur in that part of the
crystal above the plastic temperature in a <<110> direction to effect stress
relief, and typical etch pit distributions are as shown in Figures 5 and 17¢. By
appropriate adjustment of furnace temperature or muffle penetration to cause
the radial temperature gradient to approach zero, dislocation densities may be
reduced as shown in Figure 20, where the radii of curvature have been raised
above the threshold value except at the sides of the cross-section.

Case (2). Near planar interfaces are not necessarily parallel to the {111},
growth plane and crystals have been studied where the interface makes an
angle of about + 5° with respect to the growth plane, by adjusting the ratio of
top-to-bottom heat in the furnace. Under these conditions a small amount of
slip may still be observed, probably owing to the presence in the grown crystal
of non-parallel isothermal surfaces, but the general pattern is now one of a
random dislocation density which has been found to bear some correlation with
the angular separation between the interface and the {111} growth plane.
Detailed investigations on material of low-level dislocation densities (of the
order of 102 cm~2), at approximately 0-1 ¢m intervals in the direction of growth,
reveal that in such random patterns, some dislocations lie in <<110> directions
and are identified with the Shockley-Read model of a dislocation resulting from
slip, whilst others remain axially stable in a <(111>> direction. Microscopic
investigations of these types of etch pits under slow etch conditions, examples
of which are given in Figure 21, lend confirmation to these observations.

Case (3). By adjustment of the ratio of top-to-bottom heating in the furnace
or by reducing the axial temperature gradient in the crystal, the angular separa-
tion between the interface and the growth plane may be reduced to approach
zero.

Typical etch pit distributions for cross-sectional slices taken from crystals in
which the angular separation is reduced from about 5° towards zero are shown
in Figure 22a, b and ¢. The interface associated with the Figure 22¢ distribution
appears to be macroscopically coincident with the {111} growth plane, and the
etch pit count is less than 10 cm~2,
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Under those conditions, however, where dislocation counts are less than
102 cm~2, furnace temperature and muffle penetration adjustments are critical
and are only practicable when low axial temperature gradients of order 30-40
deg. C cm~? are used. It has also been found that zone-levelling under these

“conditions increases the cross-sectional inhomogeneity of impurity distribution
owing to the lack of thermal stirring, and may lead to growth instability.

‘As a'compromise, to yield crystals of the homogeneity reported the authors
have found it desirable to control dislocation levels at approximately 10% cm=2,
This permits a tolerable degree of interface convexity to give protection against
the incidence of lineage and allows the use of an axial temperature gradient of
the order of 40 deg. C cm! at the interface to increase thermal stirring. A
typical etched cross-section of all doped crystals is that shown in Figure 22q;
no correlation between impurity concentration and dislocation density for
antimony or indium solutes being observed in the resistivity range 1 Q cm to
intrinsic. ,

6. CONCLUSIONS

It is evident from the recent literature that crystal growth of semiconducting
materials is still a dynamic subject and that much remains to be explored. The
more widespread preparation of single-crystal germanium of low dislocation
density is giving new impetus to studies of heat treatment effects, diffusion of
impurities, recombination meéchanisms, and surface and mechanical properties,
and it is hoped, will lead to further clarification of semiconductor behaviour.
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IMPURITIES IN GERMANIUM
1. INTRODUCTION

Substitutional impurities are those impurities which replace lattice atoms in
a crystal. They should be distinguished from interstitials, which occupy sites
pot normally occupied by lattice atoms. A given sample may contain impurities
in both types of site. A list of typical examples of the two types in germanium
is given in Table 1,

Table 1. Nature of Typical Impurities in Germanium

Substitutional impurities Interstitial impurities

Donors Acceptors Donors Acceptors
Nitrogen Boron Lithium Copper
Phosphorus Aluminum Iron
Arsenic Gallium Nickel
Antimony Indium Cobalt
Bismuth Thallium Manganese

Zinc Silver
~ Gold

The best-known impurities in germanium are the substitutional impurities
of the third and fifth groups of the Periodic Table; viz. the donors phosphorus,
arsenic, antimony and bismuth; and the acceptors boron, aluminium, gallium,
indium and thallium.

The donor and acceptor action of these elements is easily understood. Since
the impurity element occupies a substitutional site it tends to form four covalent
bonds with the surrounding germanium neighbors. However, in the case of a
donor element, there are five electrons available; in the case of an acceptor
only three. Thus arsenic has an extra electron that can, with very little effort,
move into the lattice structure (conduction band) as a free carrier. Likewise,
aluminum can easily take up a lattice electron to form a missing mobile electron
bond (positive hole). ‘

In this paper we shall go into some detail regarding the effects of the various
impurity elements in germanium, and those properties of germanium charac-
terized by the doping element. A paper summarizing much of the available
information up to Junme, 1954 has been presented by Burton'. The present
paper goes into somewhat greater detail than that of Burton in certain respects,
and also presents some more recent results. Other papers surveying parts of
the impurity problems in germanium are those by Burstein and Egli?, and
Burstein, Picus and Sclar3,

We shall discuss particularly other elements, besides those of the third and
fifth groups, which have been shown to have electrical activity in germanium.
We shall also discuss some elements that appear to be neutral,

Properties of importance for the present discussion are summarized in the
following paragraphs.
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1.1, Segregation Coefficient .

This parameter specifies the tendency of an element to enter the lattice during

~ the growth of a single crystal. We shall not discuss the techniques of crystal

growing here, since this subject has been dealt with thoroughly elsewhere.
The segregation coefficient 2 may be defined as:

k = Cs/Cy,

where Cs is the equilibrium concentration of the impurity element in the
solid crystal and Cy, is the concentration of the element in the liquid, both
per unit mass. Since the definition above refers to equilibrium conditions,
the values of k quoted apply only for small growth rates. ‘Rate-growing’ is
discussed below.

A small segregation coefficient is an indication that an element prefers the
liquid state; the growing crystal face acts as a sieve tending to force the im-
purities into the sprout end of the crystal. This effect is a powerful aid in the
removal of those elements with a small k. If the segregation coeflicient is greater
than 1, as in the case of the boron, the impurity concentrates during the first
part of the freezing. Elements with melting points higher than germanium, and
not forming eufectics with germanium, tend to have 2 > 1.

1.2. Solubility

Solubility of an impurity is the maximum concentration of the element in
the germanium-impurity solid solution when the system is in equilibrium at
constant temperature. The relation between solubility and segregation coeffi-
cient is discussed below. Solubility is usually dependent upon temperature, and
often possesses a strong maximum at 940° C, somewhat below the melting
point. The solubility of various impurities ranges from about 10* cm=3 for
iron and nickel to ‘over 102! cm—2 for boron.

A useful illustration in discussing solubility as a function of temperature is
the phase diagram, such as that shown in Figure 1. In this case the impurity is
copper, but most of the important impurity elements show the same type of
behavior. Included are both the solidus which represents the concentration of
the impurity in the solid impurity—germanium solution at equilibrium at the
temperature indicated, and the lguidus which gives the concentration of the
impurity in the liquid solution. At points of inflection or discontinuity, com-
pounds or eutectics are indicated. The eutectic composition has a lower melting
point than nearby compositions, and liquid of eutectic composition freezes
with no change in concentration.

1.3. Diffusion Coeflicient

When a concentration gradient of the impurity exists, there is a mass flow

in the direction of decreasing composition according to the relation:
0°C _oC

— = . (1

o0x> ot 1

The diffusion coefficient, which is presumed independent of concentration
at the levels usual in work with germanium, represents the ability of impurity
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atoms to move about the lattice under the influence of thermal agitation.
Although the theory of diffusion is not completely settled, present evidence
indicates that for substitutional atoms at least, diffusion proceeds in two stages:
(1) The formation of a vacancy near the impurity atom or ion.
"(2) The movement of the impurity into the vacancy.

In the present paper, factors affecting the number of vacancies will not be
discussed. Evidence to be reviewed below indicates that both substitutional
and interstitial atoms are important in germanium, diffusion measurements
serving to distinguish between the two.
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Figure 1. Typical phase diagram for impurity—germanium system
(Burton?).

Interstitials probably diffuse through the open tunnels in the germanium
lattice, and have to be present as small positive ions in order to make use of these
tunnels. : ‘
~ Although many important properties depend upon atomic or ionic radii,
reliable values of ionic radii applicable to germanium solutions are not available,
Substitutional ions in germanium have a tetrahedral bonding structure, and
for many elements it is difficult to evaluate the radii for this configuration.
Also, it is probable that in many cases the element may change its ionic condi-
tion with temperature. This is probably true for many elements which act as
acceptors but diffuse rapidly, e.g. copper and nickel. '

Related to diffusion coefficient is ionic mobility, which is given by the
Einstein relation p = Dg/kT. The ionic mobility can be measured by direct
methods? which give means of evaluating both the sign and the magnitude
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of the charge on the diffusing entity. This is not possible with diffusion measure-
ments. '

Both diffusion and mobility are related to activation energy W according to
the equation:

D = Dq exp (— W/kT) )

where D, is a constant of the material 5. For substitutional impurities ¥ tends
to have a larger value than for interstitials.

1.4. Electrical Activity: Ionization Energy

The electrical effectiveness of an impurity element is governed by the den-
sity of impurity atoms in electrically active sites. There is little information
available about this property, and it is generally assumed that each dissolved
impurity atom is entirely effective in producing carriers. Preliminary measure-
ments by Pearson, Struthers and Theuerer® indicated that there was, in the
case of antimony, a close correspondence between the electrical activity and
the density of impurity atoms as determined from radioactive tracer measure-
ments. Such studies have not been repeated, and little further work along this
line has been done.

Another significant parameter is the energy level of the impurity. The
ionization energy, € is usually obtained from the relation:

_ AlogR s Alog,oR)
= sy~ U198 X 10 5y ce (3)

where R is the Hall coefficient.

This relation is based upon a simple exponential, with no factor 2 in the
denominator of the exponential, as is often given. Although this factor 2 should
be present for a system in which the number of electrons or holes available is
exactly the same as the number of states, such a situation is seldom realized.
Exact determinations of €; require a precise knowledge of the state of com-~
pensation of donors and acceptors in the crystal. Further discussion on this
topic is given in sub-section 5.7.

Ionization energy represents the strength of binding between carriers and
the impurity center. It may be as small as 0-01 eV, or as large as half the band
gap. The theory of impurity centers in germanium is discussed in sub-section 5.3.

"The ionization energy may be dependent upon the Fermi level in the material.
This is the case for multiple levels. Thus it may be necessary to specify the state
of ionization as well as the ionization energy.

For a simple donor element, the ionization process is described by the reaction-
type formula:

€

and for an acceptor:
A=A~ + gt
For a multiple acceptor, the formula is:
A® = A~ + ¢* (single acceptor)
A~ = A% + ¢* (double acceptor)
A% = A% + g* (triple acceptor)
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The ionization energy is strictly defined only if the impurity density is low
enough to ensure little interaction between impurities. In germanium at levels -
above about 10%® ¢cm~3, enough of the impurity atoms are in such close proximity
to each other that the observed ionization energy begins to drop. This leads

" to (1) a broadening of the impurity level compared to the sharp value which is
characteristic of very dilute solutions; and (2) a narrowing of the gap between
the impurity levels and the conduction (or valence) band. At impurity densities
of 10'® cm=3 or more, the gap may be reduced to zero, and the germanium
may be degenerate or ‘semi-metallic’, The atomic theory of over-lapping
impurity wave functions and the formation of the impurity band? is in a very
preliminary stage at the present time, As with certain other phenomena discussed,
the specific action of various elements in producing semi-metallic behavior is
poorly understood, so we shall give little attention to this topic.

1.5. Impurity Scattering

Every impurity center has a tendency to scatter carriers, since it is an imper-
fection of the crystal. The effect is especially noticeable if the centers are charged,
and present to a density of 1017 cm~3 or more®. Neutral centers may also scatter
carriers, since they perturb the bands of the germanium in the vicinity of the
center and thus create a ‘deformation potential’ that acts as a scattering potential.
The theory of neutral scattering® is in a more uncertain state than that of
ionized impurity scattering, the effects of which are accounted for to a satis-
factory approximation merely by taking account of the coulomb forces between
center and carrier.

1.6. Transport Properties

Except as noted above, impurities have little effect upon the purely electrical
properties, once the density of carriers and the mean free path have been given.
That is, the transport properties, e.g. magneto-resistance, Hall effect, con-
ductivity and many others, do not depend in any detectable way upon the
impurity used for doping, except to the extent that the nature of the impurity
affects the mean free path and its dependence upon energy.

1.7. Photoconductivity, Optical Absorption, Recombination and Trap-
ping }

Among the most important properties where specific effects of doping

materials are to be found are those involving optical properties and photo-
conductivity.
" Photoconductivity is characterized particularly by wavelength response and
sensitivity. The wavelength response is partly given by the threshold, on the
long wavelength side of which the quanta in the incident radiation are of too
low an energy to excite photocarriers. Thus the threshold should be related
to ionization energy, and indeed the two techniques are often used to check
the location of energy levels of impurities. ‘

Sensitivity is often expressed in terms of a parameter Y, called quantum yield,
which may be defined as the ratio of the number of carriers passing through the
photoconductor to the number of photons incident. For ‘primary’ photo-
conductors such as undoped germanium, the yield is about 1. For ‘secondary’
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photoconductors, the presence of certain impurity centers, or ‘traps’ may
greatly increase the yield, to values of 10,000 or more.

Related to the traps are the recombination centers, which are partly respon51ble
for the limitation of intrinsic photoconductivity. Recombination states are
centers that make possible the rapid return of an excess electron from the
conduction band into the valence band by allowing it to drop first into the
recombination state, where it may recombine with the hole more easily than it
could directly.

Traps are distinguished from recombination centers in that traps can accept
and deliver carriers to and from only one band. Recombination states are in
contact with carriers from either band. As discussed below, a given impurity
such as copper can switch from one type of behavior to the other if the cross-
sections for capture specifying its ability to capture carriers vary differently with
temperature for the two bands.

The ‘capture cross-section’ is the effective area of the center for a particular
process of capture. It depends upon the energy of the carrier approaching the
center, upon its sign, and other factors. The rate of capture R is given by:

RC = GNA‘U

where o is the cross-section, IV, the density of capturing centers, v the velocity
of the particles being captured.

The phenomenological theory of photoconductivity and recombination is
outside the scope of this paper.

1.8. Influence of Impurities upon Intrinsic Properties

A proper subject for discussion is the specific effects that various impurities
may have in changing what are normally considered lattice properties. Our
knowledge of many of these effects is limited and hence there will not be much
to discuss in many cases. Some effects of this kind which are known to occur,
are:

(1) High doping levels influence lattice scattering of carriers.

(2) Impurities may affect the self-diffusion coefficient.

(3) The thermal conductivity and specific heat may be affected by high
doping levels.

(4) Impurities may affect the intrinsic optical absorption.

1.9. ‘Interference’ Effects of One Impurity upon Another

An interesting group of phenomena is caused by the interference of one
impurity with the effects of another. Among these effects are:

(1) The solubility of one element may be influenced by the presence of another.
Thus high doping levels of boron influence the solubility of a rapidly diffusing
element such as lithium.

(2) The diffusion coefficient of an impurity element into germanium may be
affected by high doping with another. Thus these effects probably occur through
the intermediate agency of vacancies, which control the diffusion rate, and upon
their density as a function of doping level. This reduces the phenomenon
essentially to that of (1) above with vacancy density regarded as an acceptor
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impurity. We shall not attempt discussion of structural imperfections in this
© paper. . .

(3) In compensated samples, ‘ion-pairing’ may occur. This is an attempt at
‘bonding’ or compound formation between impurity atoms.

2. METHODS FOR ANALYSIS OF IMPURITIES IN GERMANIUM

It has generally been assumed that when a certain amount of impurity is added
to a melt and a crystal is grown, the electrical conductivity and Hall coefficient

. give the impurity density as well as the carrier density, since the normal carriers
are usually ionized at room temperature. For quantitative work, this assumption
is generally not valid, particularly for elements which are very insoluble, diffuse
rapidly or have deep states. Thus, means of direct analysis in the extremely
low concentration range of 1 part in 106 to 1 part in 10? are required.

2.1. Radioactive Tracers

One of the most satisfactory techniques for partially solving the problem is
the use of radioactive tracers. Indium, arsenic, copper, silver, gold, iron, nickel,
tin, and many other elements have radioisotopes with a half-life suitable for
impurity studies. ,

The use of radioisotopes helps in establishing the uniformity of the distri-
bution of impurity as well as its average density. Autoradiographic techniques
and counting procedures are both of importance. Unfortunately, unless great
care is taken, the tracer techniques may be insufficiently accurate and precise.

Tracer studies have played a considerable role in studies of solubility,
diffusion, effects of growth conditions upon crystal properties, influence of
bending upon electrical properties, segregation coefficient, and electrical
activity. For ¢ases where the tracer technique is inapplicable, other techniques
have'been developed.

2.2. Neutron Activation Analysis
The method of neutron activation analysis'? is particularly suitable for both
qualitative and quantative analysis of samples containing unknown impurities.
It is derived from the tracer method, and depends primarily on the conversion
of the impurities present into radioisotopes by a neutron source. Unfortunately,
the germanium as well as the impurities becomes highly radioactive, and a
radiochemical separation is usually necessary. The separated fractions are
analyzed for radioactivity by counting methods. Both quantitative and quali-
_tative analysis is possible. The sensitivity is low for certain light elements,
e.g. lithium and boron, which have very small capture cross-sections for neutrons
but in favorable cases, e.g. arsenic and antimony, it is extremely high. As little
as 10~° to 10'g of total impurity in a sample can be detected, provided a source
of high neutron flux is employed.

2.3. Mass Spectrometry ‘

The mass spectrometer’® is useful for certain problems such as the study of
gases trapped or occluded in the crystal during growth; fusion of the crystal
in a chamber adjacent to the spectrometer permits the evaluation of very small
amounts of such impurities.
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2.4. Chemical Analysis _

Chemical analysis™ is useful for detecting certain impurities, although its
range generally does not exceed that of the optical spectrograph. Enrichment
of the impurity, for example by volatilization of the germanium with a halide,
may precede a photometric or other evaluation of the impurity content.
Chemical methods may be useful in the range 1 per cent to 1 p.p.m. depending
on the particular impurity and the techniques employed.

2.5. Optical Spectrography

The optical spectrograph?® is still used for some problems, although the
impurity density in most germanium samples of interest now is well below the
range of the spectrograph. The spectrograph is particularly useful in analyzing
doping agents for impurities that might interfere with the results. Evaluation
of germanium by enriching grown crystals using successive pulling techniques
is helpful in the application of the spectrograph for germanium work.

3. THE SEGREGATION AND SOLUBILITY OF IMPURITIES

The segregation of impurities in germanium has been discussed by Pfannl®,
Burton et al.,'? Hall'® and others. We shall give here only a short review of the
most important conclusions.

Table 2

. Element Cs/Cy, Element Cs/Cr Element Cs/Cy,
B 20 As 0-04 Cu 15 x 10™%
Al 0-10 Sb 0-003 Ag 104
Ga 0-10 Bi 4 x 10™* Au 3 x 10-5
In 0-001 Zn 0-029 Ni 5 x 10"¢
Tl 4 x 1075 Li > 001 Co 10~¢
P 0-12 Sn 0-02

Table 2 shows results on the segregation coefficients of various impurities -
in germanium. Although segregation coefficients probably depend somewhat
upon ionic radius, attempts to correlate these radii with values of k& have
not been very successful. ‘

Thermodynamically, the difficulty of placing an impurity from the liquid
into the solid crystal is expressed in terms of a free energy difference. The
thermodynamical relations determining the variation of segregation coefficient
and solubility with temperature have been discussed by Thurmond and Stru-
thers!?, by Hodgkinson?? and by Hall?l. Using only the simplest ideas, Hall
has shown that if there is an activation energy W for moving an impurity atom
from liquid to solid, then there can be found, with few, if any, further assump-
tions, a simple correlation between segregation coeflicient and solubility.

The basic assumption leads to the following general expression for the segre-

gation coefficient:
k = Cexp (— W/kT) )]

where C depends upon the relative number of possible sites in the liquid and
solid phases and is probably of the order of unity.
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For many impurities, k is not large enough, for most of the crystal growth,
to lower the melting point. Thus the segregatlon coefficient, expressed in terms’
of the melting point T, is:

: ’ m = C exp (— W/kTn) ... (5
On eliminating W from these two equations, one finds:
k= C—-Tm/T) ko Tm/T . . (6)

The quantlty C, which is of the order of unity, is given by C = exp (S/R),
where S is the entropy of fusion of solute and R the gas constant. Equation (6)
gives us a formula for finding & even if there is an appreciable lowering of the
melting point.

This simple theory accounts for the two main properties of many impurities
in equilibrium with germanium: (1) For small changes below the melting point, .
the solubility first increases as the temperature decreases; and (2) as the lowering
of the melting point increases, the segregation coefficient begins to change
significantly with temperature. This is because the temperature becomes too
low to excite the impurity atom across the energy jump W needed on the average
to transfer it from liquid to solid. Below the maximum, the solubility drops off
with further lowering of temperature. This is the retrograde solubility range.
“Most impurities that have been studied have been shown to be retrograde in

germanium.

Previously, Thurmond and Struthers had developed the thermodynamic
relations leadmg to similar expressions, on a more elegant basis, and had shown
that any impurity obeying the following conditions will have retrograde
solubility:

(1) The impurity must form a solution having positive heat of solution and
ideal entropy of solution.

(2) 'The liquid must be an ideal liquid in the thermodynamic sense.

(3) The segregation coefficient should be less than 0-1.

Figure 2 shows the relation between solubility, segregation coefficient and
temperature, for various segregation coeflicients, according to the simple theory
of Hall. Each curve is equivalent to the solidus of a phase diagram. It is seen that
the smaller the segregation coeflicient, the lower the solubility at any temperature
and also the higher the temperature at which the impurity goes into the retro-
grade range. For k = 10-%, Tpax = 850° C, while for 2 = 10, Tryax = 600° C.
Also shown are some data for copper®s, one of the most mtenswely studied
impurities. The curve fits the pattern shown if the segregation coefficient is

-5 X 10-8, The experimental value has been given as 2 x 10-5, '

According to the theory, the liquidus is the same for all solutes having a
small % value (<0-1) and which form ideal liquids. The liquidus curve is
given from the relation:

Tn—T= - (7
where x is the mol fraction of impurity in the liquid, Tm. the melting point,
H the heat of fusion of germanium, about 8,100 cal/gm-atom. Each solidus is
then obtained from equation (7) by multiplying by % as given in equation (6).

RTT,In(1 — x)
H
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Rate-growing is a specific effect of rate of growth upon k22, In the case of
donors, the value of 2 may vary up to a factor of 3 or more, depending upon
the. rate of growth of the crystal. There is considerable difference in % for
various orientations of the growth axis, the largest k& occurring for the [111]
direction. Acceptors show little or no dependence upon rate of growth. A useful
method of growing P-N junctions is made possible by this difference.

The exact mechanism of rate-growing is not well understood. Presumably
there is-an absorption of impurity upon the growing crystal face in excess of
the equilibrium concentration 18, Diffusion makes possible the establishment
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Figure 2. Theoretical solidus curves for impurities with various segregation coefficients
(Hall*®).

of equilibrium within the crystal. The difference between the diffusion coeffi-
cients of donors and acceptors is not great enough to account for the observed
effects.

Longini and Greene? have suggested that rate-growing may depend upon
the existence of a potential drop of the order of 0-2 eV at the interface between
solid and liquid. The direction of the gradient would be such as to help acceptor
ions into the interior. On the other hand, the movement of donors would be
impeded, and in certain ranges of rate-growth their motion would be too slow
to allow equilibrium to be established. Rate-growing effects occur at rates of
about 2 in. hr! and higher, and varies according to the donor element
considered.

4, IMPURITY DIFFUSION AND HEAT TREATMENT

Diffusion coefficients for germanium have been determined by the P-N junction
method developed and first applied to germanium by the author? 2. 26, 27, 28,
and by the method of radioactive tracers?® which has long been a standard
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technique for diffusion studies, particularly in metals. Special techniques thas
can be utilized include capacity measurements upon the dielectric layer formed’
by diffusion of impurities which have deep statess®. Capacity versus voltage
measurements on P-N _]unctlons have also been used to measure diffusion3,
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Figure 3. Diffusion coefficients for wvarious impurities in
germanium.

Diffusion coefficients for some important impurities in germanium are shown
in Figure 3. The donors are seen to diffuse more rapidly than the acceptors,
for the Group ITI-V elements. On the other hand, gold®, copper, and other
metals may diffuse much more rapidly than any of the donors. Results obtaisied
by radioactive tracer measurements are in good agreement with those from
P-N junctions??,

Attempts ‘to correlate the diffusion coefficient of substitutional nnpuntles
with the fundamental properties of the impurity itself and.with those of the
germanium lattice have not progressed beyond the rudimentary stage. It
appears that substitutionals diffuse by the vacancy mechanism. Thus the activa-
tion energy should equal the energy required to form a vacancy, plus half the
energy required for movement of the impurity into the vacancy®2.
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- Attempts to correlate diffusion coefficients with ionic radii have not been
very successful. There is a correlation in the sense that the donors, which
diffuse the more rapidly, are probably present as positive ions and the acceptors
as negative ions. Positive ions are in general smaller than negative ions.
Longini and Greene? in the paper already cited have suggested that donors
diffuse more rapidly than acceptors because they tend to promote the formation
of acceptor-like vacancies when present in high concentration. The free energy
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Figure 4. Diffusion of copper into germanium. (van der Maesen and Brenkman®").

term involved is the difference between the two energy levels involved. Accep-
tors, on the other hand, inhibit the formation of such acceptor vacancies.
Recent diffusion studies indicate that the diffusion coefficient does, in reality,
depend upon the base impurity in just this way®.

4.1, Copper

The impurities that diffuse rapidly have been objects of much study. Probably
the most widely studied of these are copper, whose rapid diffusion was dis-
covered by Fuller et al. 3% 35 36. 37. 38 lithium and nickel®”. Figure 4 shows the
penetration of copper into germanium as a function of distance®”. The diffusion
coefficient at 500° C is found to be about 10-% cm? sec™?; at 800° C it is about
5 % 10~% cm? sec~l. The activation energy, according to the results of Fuller
et al., is very small. The high rate of growth and the small activation energy are
characteristic of interstitial diffusion, where, presumably, small ions move
through open tunnels in the germanium structure.
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One difficulty with such results is that they do not fit the theoretical diffusion
expression well. Results on both nickel and copper have been analyzed by van :
der Maesen and Brenkman3? who suggest that the diffusion is a two-particle
process, involving both interstitial and substitutional copper: if the concen-

" trations -are N and Nj, the diffusion coefficients Dy and Dy, then the diffusion
equations become:

I 02 Ns

T =Dg — +k1N1 k,Ng v e. (8
on; a N, | 7
— =Dior o — BNy + kyNs )
where k; and k, are the reaction constants for the equations: l 7
Ry
Cu; <= Cug

These authors suggest that copper precipitates as CuyGe, although th:s is not

an essential feature of the theory. .
These equations have been solved in several limiting cases:

(1) when %, and k, are large; and (2) when they are small. For large values of k

N; =-—2_— Nyerfcr,
Ny= PN, erfer e (10)
— kDi+ hDe

~wo = h T

and N, = total concentration at x = 0,
On the other hand, for small values of %, the approximate solution is:

_ k kRNt 1
Ng = k1+k2Noerfc-rs+ Py A peer X

where

{7217 Porsexp(— 1) + (1 + 2r®)(erfrs — exfr) + %TexP(— ) ...

where T D 28
* T 2Dy 2\/(1)17)
The diffusion coefficient D measured with respect to Dj is then, in terms of ;:
D 1 4+ferfory 4 (2/4/m)(1 — 27%)exp(— 71 ) (12

Dy -3 2ierfery T

where 7 denotes the integrated error function erfc.
If a reasonable value of Dj is assumed, say 8 X 10-5 cm? sec™?, then the
complete curve can be plotted in terms of x/#4/2 Figure 4 also shows such a
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theoretical curve compared with the results for copper and nickel. Although
this theory probably does not tell the whole story, it seems to be in the right
direction.

Recent evidence indicates that diffusion of interstitial elements may be highly
structure-sensitive. Tweet and Gallagher*® have recently shown that apparent
values for the diffusion coefficient of copper, determined by the use of radio-
active #Cu and from electrical measurements, may vary from 2 X 10-% to
4 x 10~® cm? sec™ dépending upon whether the best available germanium
was used, or whether the sample was full of small-angle grain boundaries. Since
the value obtained for the imperfect germanium is in the range of the results
of Fuller et al., their results may be open to question,

It appears that the theory of van der Maesen and Brenkman may be correlated

with the structure sensitivity of copper diffusion if structural factors determine
the reaction constants %, and %,. In particular, the conversion of interstitial
copper into substitutional copper may be critically determined by dislocations
and vacancies®l- %2,
- Copper diffusion and precipitation account for the well-known heat treatment
effect in germanium3% 4. %4, There is no evidence that this conclusion needs
revising. Tracer studies with $4Cu and many electrical studies have demonstrated
a close correspondence between the properties of copper-diffused material
and those of heat-treated material that might have acquired traces of copper
from exposure to distilled or other water. Surface treatments with various
cyanides now serve to eliminate these effects for practical purposes, although
there appear to remain certain residual heat treatment effects that may be pro-
perly ascribed to the thermal formation of vacancies®® 48: 47,

Related to both the diffusion and heat treatment effect of interstitials are
annealing and precipitation. When a diffused specimen is heated for long times
at low temperatures, precipitation may take place, since for many retrograde
impurities the solubility drops with lowered temperature. It appears that this
process is also highly structure-sensitive, and that dislocations and other imper-
fections furnish nuclei for the formation of the metal phase. Whereas germanium
of good structure may require several hundred hours to reconvert to N-type at
450° C, if the quenching and annealing are done so as to minimize strains, use
of imperfect starting material may allow reconversion in only a few hours.

4.2. Lithium

In 1950 the author, in collaboration with Jacobi®®, noted the occurrence
of precipitation and solution phenomena in germanium, in the temperature
range — 20° C to 200° C. This range is too low to be accounted for in terms
of copper diffusion. It was first reported by Fuller and Ditzenberger®? that
lithium produces such effects. Table 3 shows the diffusion coefficient of lithium
in germanium as a function of temperature. The solubility data are probably
not very accurate but they are the best available at the present time. The rapid
diffusion of lithium indicates that the metal diffuses as an interstitial element,
and probably as a positive ion. Lithium is a donor element with an ionization
energy of about 0-0leV. This value, in agreement with the results of the
hydrogen model, indicates that lithium attains the noble gas configuration of its
electrons by releasing its one valence electron,
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Table 3. Diffusion Coefficient of Lithium in Germanium -

Temperature (°C) D (cm?sec™?)
400 4 x 1077
500 1 x 10™¢
600 3 x 10™¢
700 6 x 10¢

5. THE ELECTRICAL EFFECTS OF IMPURITIES IN GERMANIUM

'5_.1. The Hydrogen Model for Impurity Action

Figure 5 shows the hydrogen model for an impurity in germanium. The -
electron is shown in its elliptical orbit swinging about the impurity ion. The
orbit includes many lattice atoms, and has a semi-major axis of about 8 A,
according to the simple Bethe theory. For germanium, the effective mass
correction increases this value to about 45 A,

Figure 5. Model of hydrogen-like impurity center in
« germanium.

According to the Bethe model?®, the ionization energy e; for such a donor

electron is:
13:6 m*
€ = e —
k2 m

... (13)
_'I‘he major axis of the orbit is:
m
r=0-535¥x e (14)
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where « is the dielectric constant, m* is the effective mass, and m the mass of
free electron. Using a value of 0-2 m for the effective mass, a value consistent
with several experimental results, one obtains values of the order 0-01 eV,
agreeing well with the experimental results®® 5, The Semi-major axis of the
orbit is then about 45 A.

5.2. Experimental Results—Group III-Group V

Table 4 shows the results of Geballe and Morin® for the ionization energies
of the Group III-V impurities in germanium, determined from the slopes
of the Hall and resistivity curves. Although all these results are in the neighbor-
hood of 0-01 eV, there are small but, according to the above authors, real differ-
ences among them. The reason for the differences is to be sought in the differing
electronic structure of the various impurities in the germanium lattice. A more
profound analysis is needed for such effects than that which is provided by the
simple Bethe hydrogen model.

Table 4. Ionization Energies of Group IIl and Group V
Impurities in Germanium

Ionization Ionization
P-type element energy (eV) N-type element energy (eV)
B 0-0104 P 0-0120
Al 0-0102 As 0-0127
Ga 0-0108 Sb 0-0096
In 0-0112 Li 0-0093

Among the Group IIT-V elements not covered in the table are thallium,
bismuth and nitrogen. Thallium has been studied by the author, and found
to be similar to the other acceptor elements in behavior, although it has a smaller
solubility and segregation coefficient than the others. The ionization energy
appears to be normal, although no precise measurements have been attempted.
Bismuth is probably similar.

Nitrogen has been used as a constituent of furnace gases (forming gas in
particular being 90 per cent nitrogen and 10 per cent hydrogen). No evidence
has been observed that nitrogen has any donor action when used in this form.
Recently, however, Billigh% has demonstrated that the molecular binding of
N, inhibits the donor action. He states that if nitrogen is added to the furnace
in the form of ammonia, NH,, then strongly N-type germanium is formed.
Again the impurity center appears to have the normal hydrogen-like behavior.

5.3. Theory of Wannier Orbitals for Impurities in Germanium

A beginning has been made on the development of a theory of the impurity
centers in germanium and silicon by Luttinger and co-workers’® 5 5, by
Lampert®® and by Kittel and Mitchell®? 58, who have studied various aspects
of the problem. All have worked with the Wannier orbitals, solutions to a form
of the Schrédinger equation that are particularly well suited to the problem.,
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The form of the time-independent Schrédinger equation used for calculatmg ]
the allowed energy levels, E, for an electron on states of an impurity is: '

Rt
(VO +U0) [ =B ... 1)
where V(r) is the lattice potentlal, U(r) is the additional potential supplied by
the impurity atom, We assume that U(r) = — ¢*/«r.

In the Wannier method, the above equation is written in terms of effective
masecs, the wave functions being expressed in the form:

o) = Fpk) : ... (16)

where (%) is a Bloch wave function at the minimum energy of the energy band
structure (in the many-valley models now in use for silicon and germanium,
~ the conduction band structure consists of several ellipsoids oriented along the
{100>. axes in the case of silicon, and along the (111) axes in the case of
germanium).

The F’s obey the effective mass equations:

Br ot h [ o2 2 \ e
(= 2 32, (o ) = 0 BO=0 D

where 7, and m, are the principal effective masses of the ellipsoids of revolution.
For silicon m; = 0-98 m and my; = 0-19 m. Since the calculations have been
studied in detail mostly for silicon, we shall describe only general features of
the results.

Although the Wannier theory as developed by Kohn and Luttinger is more
exact than the Bethe model, it is inaccurate in describing the situation close
to the donor ion. Difficulties arise firstly from the breakdown of the whole
effective mass picture in this region, and secondly because of the use of the
dielectric constant to give the potential near the donor ion. Thus, the inner
orbits of the electron are not as accurately described as the outer ones, Similar
circumstances also prevent the use of the theory for deep states such as those
of gold and copper in germamum, Where the binding is considerably stronger
than for the usual impurities,

From the direct application of the theory, using the values m; = 0-98 = and
g = 0-19 m for the two effective electron masses in silicon, an ionization energy
of 0-029 eV was found for phosphorus in sificon, compared to the experimental
value of 0:044 eV. Presumably errors of the same percentage value would be
found for germanium.

" Although some expenmental confirmation of the picture has been obtained
from optical absorption studies of boron in silicon, little similar evidence is
available as yet for germanium.

A corresponding theory has been worked out for the acceptor states in both
silicon and germanium by Kohn and Schechter® and by Kittel and Mitchell58,
The former, in particular, have found results in close agreement with experi-
ment, for boron a value of ;=0-0093eV being found, compared with the experi-
mental value of 0-010 eV. One result of these calculations is the coincidental
character of the agreement between the values for the ionization energy of the
acceptors relative to that of the donors. .
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5.4. General Methods for Studying Multiple Levels

For studying the direct action of a single level impurity as compared to
multiple levels, the methods are relatively simple. Highly purified germanium
is doped during the growth of a single crystal with a small amount of spectro-
graphically pure impurity. The change of conductivity before and after doping
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Figure 6. Conduction properties of zinc-doped germanium.

gives an indication of the electrical activity, type, and segregation coefficient.
The temperature dependence of the Hall coefficient and resistivity give in-
formation about the energy levels. Solubility limits are indicated as segregation
proceeds by the formation of lineage (numerous small angle grain boundaries
usually appear). Microscopic examination usually shows inclusions of precipitated
impurity.

The greatest attention must be given to the purity of the additions used,
particularly if the segregation coefficient is small, as it is for so many of the
interesting elements. The presence, for example, of a small amount of arsenic
is more effective by a factor of about 10,000 than the same amount of an element
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with & = 10-5, because the amount in the crystal varies as the ratio of the two
“segregation coeflicients. )

For the study of multiple levels, more sophisticated methods must be used.
In brief, the éntire forbidden zone is ‘scanned’ by counter-doping with the
" proper Group III-V element, in order to bring out the various levels charac-
teristic of the impurity. Since it cannot be assumed that all the levels of one ele-
ment are either donor or acceptor, counter-doping in both the P- and N-
direction may be needed. The principle of counter-doping may be understood -
in terms of Figure 9 which shows how the addition of compensating impurities
‘tends to lock in the Fermi level close to the various impurity energy levels, to
within terms of the order of k7. It is the value of the Fermi level, of course,
which is obtained from the slope of the Hall curves.

It can be seen that it is the relative amount of the counter-doping agent with
respect to that of the unknown in the crystal which is important. If the solu-
bility is small, care in counter-doping is needed to obtain the desired ‘resolving
power’. Additional important information is obtained if equal amounts of
counter-doping agent are required to shift from one level to the next. This
indicates equality in the numbers of the various levels, and strongly indicates that
they are various ionization states of the element, rather than coincidental levels
arising, for example, from atoms located in various types of site.

Lack of equality in the apparent level density, however, may depend upon
experimental uncertainties, and upon impurities in the additions that vary from
run to run. It is for such reasons that many crystals often have to be made
before definite assignments can be made as to levels and their relationships.

Resistivity profiles along the crystal in the neighborhood of the doping point
often provide information about the diffusion coefficient. A sharp transition
indicates a slowly diffusing substitutional impurity; a slow transition, with
effects observed in the supposedly undoped portion, indicates a rapidly diffusing
interstitial impurity.

Analysis of samples by Hall effect and resistivity may require facilities for
measurements from liquid helium temperature to above room temperature.
JTonization energies below 0-02 eV require liquid helium, those between 0-02 eV
and 0-07 eV require liquid hydrogen, and those above 0-07 eV require liquid
nitrogen. Although information about each class of impurity can be obtained
from the shape of the Hall curve entering the saturation range in the next
higher temperature range, this information is usually unsatisfactory and in-
accurate. :
~ Checking of impurity content and evaluation of electrical activity by use of
radioactive tracers is often helpful. Radioisotopes are especially useful in deter-
mining whether apparently inactive elements are insoluble, or merely neutral
in their action. .

Diffusion may also be a useful technique both for counter-doping and for
incorporation of the impurity element under study. It is possible, although the
technique has not been worked out in detail, that a wide range of the forbidden
zone could be covered in a single sample by diffusing into samples having
initially wide variations of the counter-doping element, or by diffusing the
counter-doping element into a crystal containing wide variations of the unknown.
Point-contact spreading resistance measurements could serve to indicate the
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Fermi level. Diffusion of the unknown, if it diffuses rapidly, is especially useful
since the crystal then acts as a sieve to screen out slowly diffusing Group III-V
impurities, although this is little help in preventing incorporation of other widely
occurring interstitials such as copper.

107
(A)
6 (B
10
/
10°

~
I

D
A
/

o
/

w

o

HALL COEFFICIENT (em3 coulomb™ X 1079

[CURVE (B)] RESISTIVITY 0 cm)
[CURVE (€)] MOBILITY (cm2 V™! sec™h

102
- 10
<
[11}
>
4 10
EA

Tol

O 10 20 30, 40 50 60
10%/7(°K™) :
Figure 7. Conduction properties of copper-doped germanium.

5.5. Group II Elements: Zinc, Cadmium and Several Transition Ele-
ments: Double Acceptors

A striking development in the study of doping elements in germanium was
the discovery that several elements that have electrical activity in germanium
produce states unlike those of the Group III-V elements.

The first deep state found in germanium was that of zinc5?, which was found
to produce an acceptor level 0-031 eV above the valence band. Shortly afterwards,
copper®?® €. € and platinum®® were found to produce similar states. Figures
6, 7 and 8 show the conduction properties of zinc-, copper-, and platinum-
doped germanium. The ionization energies were determined from the simple
relation of equation (3).
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The theory of the zinc-type levels is more unsatisfactory than that of the
Group III-V impurities. Since the ionization energy is about 4 times that of -
the usual donors and acceptors, and since ionization energy should increase
as the square of the charge on the center, it is logical to think of the zinc being

" present as a doubly charged negative ion, with two more or less incompletely
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Figure 8. Conduction properties of platinum-doped germanium (408cm,
P-type sample).

screened holes moving about- this nucleus. Since the first helium ionization
energy is about 24 eV, and if the dielectric constant can be applied as for the
hydrogen model (a very dubious assumption), then one obtains by analogy
the value 0-02 eV for «.

The model is confirmed by recent work of Tyler and Woodbury® showing
that zinc has a second acceptor level at about 0-1 eV. Since the second ionization
potential of helium is 54 €V, the agreement is not extremely good, but is prob-
ably as good as can be expected from the dubious assumptions involved.

These results indicate that zinc does attain the four-bond tetrahedral structure
characteristic of the germanium lattice and that it is substitutional. The diffusion
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coeflicient, being comparable to that of indium, also confirms this supposition.
Similar results apply to cadmium. '

The properties of transition metals have been among the most intensively
-studied®4 €. 66. 67. 88, 69, Burton ef al. were the first to show that nickel pro-
duced deep levels in germanium and Tyler and his co-workers have studied
iron, nickel, cobalt and manganese. All these transition metals are characterized
by 4s?electronic structures—that is, there are two valence electrons in the outer
shell and a variable number of electrons in the incomplete 3d shell. Presumably
these inner electrons play little or no part in the effects of the element in ger-
manium. No theory, however, as to the action of these elements in germanium
is available, as far as quantitative results are concerned.
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Figure 9. Fermi level versus doping level for sample containing
deep states. :

Manganese in particular produces an interesting level, almost in the middle
of the band. Figure 10 shows the resistivity of manganese-doped germanium.
Values of the order of 101 Qcm are attainable close to liquid air temperatures.

Table 5 shows the ionization energies of the acceptor levels obtained by Tyler
et al. for these elements. The numbers are measured from the valence band for
the lower level and from the conduction band for the upper level.

Although no quantitative studies to compare the level densities were made,
it appears that the states are associated and represent successive ionization of
the metal atom to give singly and doubly charged ions. Apparently, therefore,
these elements also form the tetrahedral bonding arrangement in the germanium
lattice.

All the transition elements mentioned above appear to diffuse rapidly in
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Table 5. Ionization Energies of Transition Elements

.~ Element Lower level (eV) Upper level (eV)
Fe 0-35 0-27
Co 0-25 0-31
Ni 0-22 0-30
Mn 0-16 0-37
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Figure . 10. Resistivity of manganese-doped germanium.
(N-type sample). (Tyler, Newman and Woodbury®?)

germanium, although quantitative data are lacking for all but nickel. It appears
that the model of van der Maesen and Brenkman3? will account for all the
observed results if it is assumed that both substitutional and interstitial ions
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are present. The electrical properties are determined by the density of ions
in the substitutional sites, the diffusion by the interstitials. The exact nature
of these properties for the various elements remains to be worked out.

Beside their direct electrical effects, the transition elements are particularly
effective as recombination states, as discussed by Burton et al. They exhibit
pronounced photoconductivity and trapping effects.
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Figure 11. Evidence for double acceptor levels in gold-doped germanium.

5.6. Group I Elements: Triple Acceptors

The first element to be shown to have multiple acceptor levels in germanium
was gold; it has also been the most thoroughly studied of the multiple
acceptors?® 7L 72, 73, 74, 75, 76 Hence, we shall be able to give a more extensive
discussion of gold than of some of the other elements.
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'The e'xperimental evidence for multiple levels is indicated in Figure 11.
The successive plots of Hall coefficient (or carrier density) apply to samples’
containing successively larger quantmes of pure gold (punty 99-999 per cent).

The base crystal contained arsenic.

* Addition of the gold increases the Hall coefficient, and decreases the carrier
density. This is an indication of the acceptor character. The presence of a new
slope indicates that some of the electrons lost by the addition of gold are re-
excited to the conduction band. This is primary evidence for an acceptor level -
in the upper half of the forbidden band. Calculation of the change in electron
concentration shows that, within experimental error, the number of electrons
re-excited is just half the total removed by the gold. This is good evidence
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Figure 12. Potential energy diagram for electrons and gold
centers (a) electron plus neutral gold atom, (b) electron plus
singly charged gold ion.
that there are just as many acceptor states in the lower half of the band as in the
upper half. The curve indicates that the second acceptor state is 0-2 eV below
the conduction band. ’

In the above experiments, of course; the germanium remains N-type. When
sufficient gold has been added to remove all the arsenic carriers, it can be seen
(Curve E) that the gold becomes P-type. This enables us to obtain direct evidence
of the acceptor state in the lower half of the band. The slope indicates a value
of 0-15 eV. ) ]

~ Because of the apparent equality between the number of upper and lower
states, the author suggested that the upper level is merely a second ionization
state, in which an electron is added to the filled lower state. The gold ion would
thus be Au?~ when the upper state is filled, Au~ when the lower state is filled.

Recent results®® have also shown the presence of a third acceptor level at
0-05 eV below the conduction band. This is probably another ionization of the
gold to form Au?-,

It is remarkable that the Au— center and the Au?- are apparently capable
of capturing an additional electron in spite of the coulomb repulsion between
the électron and the ion. This repulsion leads to an energy barrier to be sur-
mounted by the electron and to a rather small probability, or cross-section, for
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capture of the electron. Diagrams illustrating the probable potential energy
of an electron close to the Au® and the Au~ center are shown in Figure 12.

The negative charge on the Au~, Au?-, and Au®- centers naturally tends to
give them a large cross-section for capturing holes. The Au® and Au~ centers
having the ability to capture either electrons or holes, fill the requirements
for a recombination state, as discussed in Section 7.

It seems probable that the gold in the Au3- state has the complete tetrahedral
bonding structure proper to a substitutional impurity in germanium.
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Figure 13. Fermi level in N-type gold-doped germanium, as function of temperature. Ae, =
0-75¢V; Ae; = 0-20eV; N = 101 em™3,

It is clear from the above that both N- and P-type high- or low-resistivity
germanium can be produced by doping with gold. The type of conductivity
and the temperature dependence of the conduction properties relate to the
relative proportion of gold atoms and other impurities, e.g. the usual donors
and acceptors. In particular, we must now specify the more exact methods of
obtaining the ionization energy values from the properties of compensated
samples. »

A convenient parameter to specify degree of compensation is the trapping
ratio r. It is defined, for an N-type semiconductor, as Ny/Ne, where Ny is the
number of deep (effectively donor) levels in the upper half of the band, and Ne
is the number of electrons present over and above that needed to fill the valence
band and the low-lying acceptor levels (in the present theory, the ordinary
donor levels are lumped statistically with the conduction band). Then if r > 1,
the number of electrons is insufficient to fill all the deep-lying levels, and the
material is high-resistivity N-type; if # < 1, there is an excess of electrons above
that number needed to fill the deep levels, and the material will have low-
resistance for all temperatures above the range of deionization of the ordinary
shallow levels.
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Analysis of the conduction propertles of such a two-level system has been
made by the author. The first step is calculation of the Fermi level as a function -
of temperature, for various values of 7. This is done graphically. The Fermi
level results for N-type germanium containing 1022 cm=3 gold centers is shown
‘in Figure 13. From the Fermi level the carrier density is easily calculated, also
for various 7. Results of these calculations, together with the experimental
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Figure 14. Calculated Hall curves for N-type germanium of
different trapping ratios. Afﬂlr 0- 7SeV Ag = 0-20eV;
N, =10

‘results for two samples, are shown in Figure 14. All the results observed to
date appear to be consistent- with this model. Extension to the case of the four
known ionization energies for gold is easily made.

Figure 14 shows how the slope of the Hall curve can vary appreciably w1th 1.
Unless the degree of compensation is known well, considerable errors are possible.

In some ways, analysis of data for #<< 1 is more suitable for determination
of ionization energy than those just outlined for # > 1. An illustration is given
in Figure 15. The method is based upon the fundamental property that the
Fermi level is that energy at which the probability of a state being filled is one-
half, Consequently, if the density #,, is found at which just half the deep states
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have been ionized, and if the Fermi level ¢ is found in terms of 7, this Fermi
level equals the ionization energy. This is done from the equation relating
Fermi level to carrier density:

g = (2”;”———“:5) Y exp (4/5T) . (8

The effective mass to be used in this equation is 0-20 m. This is the ‘density
of states’ mass.

Log R
I
+_

10%/7°k™

Figure 15. Determination of ionization
energy whenr < 1.

Application of the method requires that the ionization be complete well before
the intrinsic conduction sets in. For ionization energies between 0-08 and 0-25
¢V the conditions seem to be satisfactory if the doping level is not too high
(saturation carrier density less than 10'® cm=3). Values of the ionization energy
for gold determined in this way from Curve B of Figure 11 agree well with those
determined from the slopes of the Hall curve for high-resistivity samples.

Photoconductivity measurements also permit an independent check on the
thermal evaluation of ionization energy. Figure 16 shows some of Newman’s
results’® on both P-type and N-type samples of gold-doped germanium.
Although there is some uncertainty as to the proper wavelength to be chosen
as the threshold for photoconductivity, the assumption of a value of 1 per cent
of the plateau value gives results in good agreement with those of thermal
measurement.

There is a characteristic difference in the shapes of the photoconductivity
versus wavelength curves, depending on the type of conductivity. The curve
cuts off more sharply for P-type than for N-type material. Although the detailed
theory of the difference has not been worked out, it appears that the differing
electric chargé on the center in the two cases produces a different cross-section
for the photo-ionization process and this leads to differing photo-currents close
to the long wavelength limit.
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Figure 17. Quench effect in gold-doped germanium. (Newman?®)

Results such as those of Figure 16 show that impurity photoconductivity
of gold-doped germanium extends to 6 and 8 microns respectively for N- and
P-type material. P-type gold-doped germanium has therefore considerable
promise as an infra-red photoconductor. Previously the best photoconductors,
such as PbTe and PbSe, have been restricted in their range to about 6 micron;
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of course, the necessity for cooling germanium to 78° K is a hindrance to
application. For a discussion of the performance of germanium photoconductors,
see reference 3.

Also of interest is the ‘quench effect’ observed by Newman with N-type
gold-doped germanium (Figure 17). This effect is a reduction of current through
the sample below the dark value when light of a definite band in the infra-red
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Figure 18. Evidence for amphoteric action in gold-doped P-type germanium.
In all cases the gold added was 100mg per 100g germanium.

(0-45-0-64 eV) is incident upon the sample. When the light is turned on the
sample there is an initial increase of current, followed by a decrease below the
dark value. The effect is similar to the quench effect well known in the case
of cadmium sulfide. As in the case of other photoconductivity studies, occurrence
of the effect in germanium containing states at known energies and with more
easily determinable properties than those in cadmium sulfide, gives hope that
the quench effect, which is not well understood, will soon be clarified in both
cases.
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5.7. Amphoteric Impurity Action in Gold-Doped Germanium ,

Gold-doped germanium has proved of great interest in that another new type
of impurity action occurs in it. This is amphoteric impurity action, which may
_ be defined as the ability of an impurity to act as either a donor or an acceptor.

There appear to be, at present, two possible types of amphoteric action.

(1) When the impurity is present in a single lattice position and under various
conditions ‘of the Fermi level, the center can either give off or accept electrons,
This is the type of action observed in gold-doped germanium.

(2) When the impurity may take up either of several positions in the lattice,
and may donate or accept electrons according to the type of site. It is possible,
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Figure 19. Various stages of ionization in indium-~gold doped germanium. (a) Gold added
after Gallium; T = 0° K, (b) First excitation region, T = 20-77° K, (c) Second excitation
region, T = 77-298° K; (d) Intrinsic range.

although it has not been definitely established, that copper in germanium acts
in this manner, since ionic mobility measurements at high temperature show
it to act here as a positive ion.

Experimental evidence for the amphoteric action of gold in germanium was
found by the study of P-type gold-doped germanium containing indium or
gallium, at low temperatures.

Results are indicated in Figure 18. There it is seen that the low temperature

properties of gallium-doped germanium are changed in an interesting way by
the addition of small amounts of gold. The carrier density at saturation remains
the same to within a few per cent. but the slope, or ionization energy, has
changed from the value of 0-01 eV, characteristic of gallium, to abouyt 0-05 eV.
This is precisely the type of behavior expected if the gold furnished electrons
from states at a certain level, filling up the gallium acceptors and leaving
acceptor-like levels to which the electrons could be re-excited.
" A critical test of the theory comes with the addition of gallium in quantities
just slightly exceeding the gold content. In this case, the gold should have
insufficient electrons to fill up the gallium states, and the ionization energy should
remain at 0-01 eV, This is the behavior observed.

This correspondence was determined using the gold content measured in
terms of the lower acceptor level, shown being ionized between 78° K and room
temperature, Since the correspondence is nearly perfect, we have evidence that
the low donor states are numerically just equal to the lower gold acceptor
levels. Again we have evidence that the donor state is linked with the acceptor
states already discussed, and is simply the ionization state formed by removing
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an electron from a neutral atom. The ionization energy is defined in this case
as the energy required to add an electron to a positively charged Au* ion.

It is possible that the donor state could arise from the second type amphoteric
-action mentioned, viz. gold atoms located at different parts of the lattice. The
correspondence just mentioned would then be accidental. This does not seem
probable, but the possibility cannot be ruled out,

The complete energy diagram of gold in germanium is shown in Figure 19.
There we show electrons dropped from the gold donor levels to fill up acceptors,
leaving empty donor levels. At higher temperatures they can be re-excited. As
soon as they are again filled, at still higher temperatures, the next stage of ioniza-
tion, that of the lower acceptor level, can take place. It is significant that electrons
cannot be excited from the donor level to the aceeptor levels since all the lower
levels must be filled before the next higher acceptor level exists.

Thus gold in germanium appears to assume any of five ionization states,
depending upon the Fermi level. It is presumed that the donor action results
from the loss of the single 6s valence electron.

5.8. Other Deep States in Germanium

It appears that in the work already cited we have covered most of the types of
states known to exist in germanjum. Other doping elements produce states of
the same general types as those already discussed. Among these other elements
are silver, cadmium, mercury, and vanadium?,
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Figure 20. Energy levels for impurities in germanium.

Figure 20 illustrates the energy levels of some of the impurities that have
been investigated. In most of these, the multiple levels are presumed to be of
the multiple ionization type already established for gold. However, in many
cases, careful counting of states has not been done to establish this. A few specific
points of interest are those which follow.
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(1) Copper is like. gold in that it has three acceptor states™, the uppermost
bemg about 0-26 eV below the conduction band. It is possible that this level
is involved in some of the properties of heat-treated and deformed germanium
that have been ascribed to dislocation acceptors.

(2) Iodine may introduce donor levels that are 0-2 eV below the conduction
band®2, Evidence for this is indicated by studies on vapor-deposited germanium,
‘although the evidence is not completely positive, and has not been confirmed.
If iodine behaves like gold, for example, it should produce three donor levels,
_ spaced at various intervals through the forbidden band.

5.9. Applications of Deep States in Germanium Studies

Ability to dope germanium with impurities having deep levels has opened a
new field for germanium studies that were difficult if not impossible before the
techniques outlined previously became available. A few of these are outlined
below.

(1) Dielectric constant measurements®. The use of gold-doped germanium has
made possible direct measurements of dielectric constant on bulk samples, using
conventional bridge techniques at low frequencies. Previously such measure-
ments were made either upon the barrier layers of P-N junctions or upon bulk
samples at microwave frequencies. Because of the high resistivity of gold-
doped germanium at 78° K and below (10® Qcm is attainable), dielectric con-
stant measurements were easily made on thin wafers coated with electrodes
of gallium-aluminum paste. A value of 15-8 + 0-2 was obtained, agreeing well
with older values and having a somewhat smaller uncertainty.

(2) Mobility measurements on photocarriers. Interesting results, similar to
those obtained a number of years ago by Engelhard®® on cuprous oxide, have
been obtained on gold-, cobalt-, and nickel-doped germanium®® 9, In these
experiments, Hall measurements were made on samples illuminated by light
in the fundamental absorption region. The results give information on the
occurrence of trapping, and hence on the sign of the charge on the impurity
centers. Thus the method serves as a valuable technique in studying unknown
impurities in germanium.

Figures 21 and 22 show results for Hall moblhty of N- and P-type samples
of gold-doped germanium as a function of light intensity. For the N-type
crystals, increased light intensity has little or no effect upon Hall mobility.
This is a sign that photo-holes are removed rapidly, leaving only photo-electrons
to carry the current. This in turn suggests that the centers are negatively charged,
‘and is additional evidence that the multiple ionization model leading to formation
of Au?- centers in N-type gold-doped germanium is correct.

For the P-type material, on the other hand, light causes a reversal at very low
intensity, again indicating that holes are trapped even in the P-type material,
again presumably because the Au~ centers present have much larger capture
cross-sections for holes than for electrons.

(3) Measurements of surfaces and grain boundaries. The use of deep-state
doping permits the removal of part of the conductivity from parts of the sample,
so that other parts may be studied. For example, gold and manganese doping
has been used to freeze out the bulk conductivity at 78° K so that surface8? and
grain boundary conduction® could be studied. The results of studies on grain
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[Figs. 21 -and 22 by courtesy of the Phy:ical Review,
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boundaries obtained by T'weet with gold-doped bulk crystal are shown in Figure
23. Curves are shown for the bulk conductivity as well as for the grain boundary. -
The ionization energy for the grain boundaries was about 0-05 eV. This is
sufficiently smaller than the 0-15 eV value for the bulk conduction.
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Figure 23, Conduction properties of gold-doped germanium containing
grain boundaries. (Tweet®®)

(4) Impurisy scaitering from doubly charged impurity centers. It has been
suggested”™ that another confirmation of the multiple ionization model could
be sought in the increased impurity scattering to be expected, assuming the
latter to increase as Z2. Although in these preliminary experiments, no notable
success was met in measuring the scattering, due to doubly charged centers,
more recently Tyler, Newman and Woodbury®: 8!, using- photo-excitation,
were able to demonstrate the effect. The photo-excitation leaves all other factors
affecting mobility unchanged except for the sign of the charge on the centers,
so that greater sensitivity is obtained than with the comparison of samples
doped so as to contain ions of either single or double charge.
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5.10. Neutral Impurities in Germanium: Carbon, Silicon and Tin

There appears to be a class of impurities that have few if any direct electrical
effects upon germanium. In this class are carbon, silicon and tin, the Group
IV elements.

(1) Carbon. Carbon has long been used as a crucible material for both zone-
refining and single-crystal pulling of germanium. Chemical analysis has revealed
in germanium, made in contact with carbon, traces of carbon up to a few
hundredths of 1 per cent or more. In spite of this, the material may be nearly
intrinsic in character and display good properties in all other respects. Thus it
appears that carbon has little or no effect upon germanium.

(2) Silicon. Silicon-germanium alloys containing a few tenths of 1 per cent
of silicon in germanium have been made®, Within this range of silicon content,
there is very little change of germanium properties. Of course, at higher silicon
contents, the lifetime and mobility drop and the band gap begins to increase
significantly.

(3) Tin. Studies of the effects of tin upon germanium have been carried out
by Trumbore®s, This work involved careful evaluation of tin content by spectro-
chemical methods, and by use of radioactive tracers. Amounts of tin up to 101?
atoms cm—2 in germanium were found, although occlusions of tin in small
particle forms were also found at this level of concentration. Little or no effect
of tin upon lifetime or resistivity could be detected. It does appear that tin may
affect heat treatment properties, presumably by promoting formation of acceptor-
like vacancies. The segregation coefficient for tin in germanium was found to
be 0-029.

Other neutral impurities in germanium include the noble gases, and perhaps
also hydrogen and oxygen; the latter has definitely been found in germanium.
More study is needed to decide the question of electrical activity®®.

For most of the other elements that have been added to germanium, electrical
activity has been found. The exceptions are those elements with such small
solubility that no effects were observed.

6. PHOTOCONDUCTIVITY AND ABSORPTION?

Photoconductive measurements have been referred to already as giving good
methods of determining energy levels. Other aspects of interest are:

(1) The photoconductors made possible by doping germanium with various
impurities may have interesting and important applications. We may mention
the use of zinc-, gold-, and manganese-doped germanium as possibly important
photoconductors. Zinc- and gold-doped P-type materials have been shown to
be sensitive to 30 microns and to 10 microns respectively, to be fast in their
action and to be reasonably low in noise content®?, A thorough discussion on
photoconductors of zinc-, gold- and indium-doped germanium, is given by
Burstein, Picus and Sclar®.

(2) Doped germanium shows a high degree of intrinsic photoconductivity
because of the high resistivity attainable (108 Qcm at 78° K for gold-doped
germanium, over 104 Q cm for manganese-doped germanium).

Usually, associated with the photoconductivity is great sensitivity and transient
effects arising from trapping by the impurity levels. These same phenomena
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occur in other semiconducting photoconductors such as cadmium sulﬁde,
but our knowledge of the properties of such material is incomplete because of -
lack of control of crystal growth, purity, etc. Thus, it is to be hoped that the
study of deep states will shortly clarify many aspects of semiconducting photo-
- conductors.

The multiple acceptor level picture is the key to the theory of photocon-
ductivity in germapium. The negative charge on filled acceptor levels makes.
for very large differences between the cross-sections for capture of holes and of .
electrons. If the trapping time for one carrier is long enough, and for most of
the germanium studied it seems to be always the holes that are trapped, the
electrons remaining free for a long enough time to allow for the passage of
considerable currents and for a large quantum yield. .

Absorption studies are also of interest. Most of the interesting impurities,
however, have such small solubilities that these measurements are difficult.
The elements that are sufficiently soluble to be strongly absorbing show rela-
tively little of interest and then, usually, at-such long wavelengths that measure-
ments are difficult.

7. RECOMBINATION AND TRAPPING

Recombmatxon and trappmg studies offer some of the most interesting and
important apphcatxons of the deep states in germanium. Since these properties
often require the presence of only 102 or 10'® atoms, cm—3 they are especially
useful for studying insoluble impurities such as nickel and silver.

Equation (20) gives the rate of recombination for a single center of density Ny,
located at the energy e below the conduction band, according to the theory
of Hall®® and Shockley and Read?®?:

— (1/Co)no +m1) + (1/Co)[po + #1,+ Ne(1 + (Po/P1)} ]
o + Po + Ne{l + (o/t1)}2{1 + (21/P0)

Where C, and C, are the product of trap density N; and probability per unit
time of an individual trap capturing a hole or electron respectively, averaged
over the valence or conduction band; 7, and p, are the equilibrium electron
and hole densities, and n, and p, are the electron and hole densities appropriate
to a Fermi level located at the trap level. A similar relation applies to hole
lifetime.

This theory is based upon simple statistical analysis, and the physical para-
meters of the problem include the capture cross-sections of the state for capture

" of holes and electrons.

Figure 24 shows the predictions of this theory for the lifetime of germanium
as a function of carrier density for several trap depths.

Figure 25 shows results of an attempt by Burton et al. to check the results
of the theory. The points are the lifetimes measured for various carrier densities
in a nickel- doped crystal, the curve the result of the Hall-Shockley—Read theory.
The results are in sufficiently good agreement for the general ideas of the theory
to appear to be well-confirmed. Better agreement with lifetime data is obtained

if the recombination levels are assumed to lie at two discrete energy levels rather
than one.

.. (20)
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Figure 24. Theoretical results of Hall-Shockley—Read theory for lifetime
as function of carrier density, for states at wvarious emergies. (Hall)
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Figure 25. Theoretical dependence and experimental results for lifetime

in nickel-doped germanium. (Burton, Hull, Morin and Severiens®*)
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Hall®® and Battey and Baum?® have also studied lifetime as a function of
temperature, and the last two authors have shown that the usual increase of
lifetime with temperature is reversed if the Fermi level in the sample is located
close to the trapping level (Figure 26). These results also agree with the Hall-
Shockley-Read theory.

Trapping effects have been observed in germanium. Studies by Fan?' and
his co-workers on photoconductivity decay have shown trapping at — 78° C,
due to unknown centers and, recently, Shulman and Wyluda® have made a
study of the decay of photoconductivity in copper-doped germanium. Similar
studies have also been carried out by Johnson® on gold-doped germanium,
and by Tyler and Woodbury® on nickel-, manganese- and iron-doped ger-
manium. The results of Shulman on copper are shown in Figure 27. The
capture cross-sections were found to vary with temperature in such a way that
the copper centers act as recombination centers at high temperatures and as
trapping centers at low temperatures.

The principle objectives for trapping studies are the cross-sections for capture
of carriers by the variously charged centers. Although data are as yet fragment-
ary, the results of Tyler and Woodbury indicate that the cross-sections of
positively charged centers for electrons and singly negatively charged centers
for holes is about 10713 ¢m?2 This is, of course, enormous, and in fact much
larger than the usually accepted value of the atomic area. The discrepancy
arises from the coulomb attraction of the center for the carriers. This attraction
creates a potential well many times the size of the ion itself.

According to the above authors, the cross-section of neutral impurity centers
for electrons is about 10-% cm?, a normal value. The negatively charged centers
have extremely small cross-sections for the capture of electrons, values of
~10-22 cm? being typical. The capture cross-section of doubly charged
centers for electrons is so small that it has not yet been measured, presumably,
however, values in the neighborhood of 10-28 cm? might be expected.

An interesting trapping effect has been discovered by Tyler in iron-doped
germanium®, The injection of carriers into this material at low temperatures
leads to a thyratron-like effect, since the trapping removes the carriers of only
one sign. As the time in the traps is long, the current continues to remain at
high values even after the voltage to the injecting contact has been removed.

8. IMPURITY INTERACTION EFFECTS

Interaction effects between impurities have been observed in solubility and
diffusion studies in germanium. The theory of interaction effects?®. 97. 98 jg
analogous to the mass action law as applied to the chemical equilibria in water
solutions; for example, the ionization of a weak acid such as acetic acid is greatly
inhibited by the presence of a stronger acid such as hydrochloric acid.

In this analogy, donors act as bases, since they furnish free negative carriers,
acceptors as acids and the intrinsic conductivity plays the same role as the
dissociation of water into hydroxyl and hydrogen ions.

In order that one impurity may affect the solubility of another, one impurity
must be rapidly diffusing, such as lithium or copper, or else one must be pre-
pared to wait long times for equilibrium. Also temperatures must not be too
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high or the extrinsic conductivity will be unable to affect the concentrations to,

-any great extent. For this reason, little effort has gone into studies of this type

with germanium, and most of the work to date has been done with lithium and
boron in silicon.

" The nature of the effects is illustrated in the following scheme. If the mobile

impurity is lithium, the immobile one boron, and if 2 lithium alloy is present

to give a supply of lithium, then there will be the following set of reactions:

Li (alloy) = Li (germanium) = Li+ 4 ¢~
' +
B (germanium) = B~ 4 ¢t
&
atqe

Boron contributes holes that combine with electrons from lithium and, if
the intrinsic conductivity is low, shifts the equilibrium to the right, thus the
solubility of lithium should be increased by the addition of boron, and this is
the effect actually observed.

Although the use of an immobile acceptor and a mobile donor is the most
practical case, the reverse situation, that of a mobile acceptor and an immobile
donor is also possible. Similar results would be found for mobile donors and
acceptors used together. :

A second effect that may be of interest, and which also shows up in the study
of the effects of one impurity on another, is that of ion pairing. This should lead
to an increase in the solubility of the mobile donor (lithium) as a function of
acceptor content, but at temperatures so high that the intrinsic conduction is
great enough to make the previously discussed effect of little importance.

It has been suggested, for example, that the known effects of oxygen and
water vapor on the electrical properties of germanium may arise from the reac-
tion of the impurity atoms with dissolved oxygen to form electrically inactive
oxide molecules. The whole problem of ion palrmg and molecule formauon
in germanium is one on which much work remains to be done.

9. SUMMARY AND CONCLUSIONS

The study of specific impurity effects in germanium is one that has proved to
be extraordinarily fruitful in new facts and interesting correlations that should
provide the basis for much important theoretical work.

_ Although many impurities have been studied in germanjum, it is not at all
certain that the kinds of effects have yet been exhausted. Until many more
impurities have been investigated, it may be presumed that still further effects
involving conductivity, type, lifetime and trappmg effects may be uncovered.

In addition, many of the effects discussed in the present paper are incompletely
understood. Only partly understood are the electronic structure of the deep
levels produced by gold, copper and other such elements, impurity banding,
impurity scattering, photoconductivity, and many others. Recently acquired
knowledge about the energy band structure of germanium should help provide
the accurate wave functions that are needed for more exact calculations on these
important problems. ’ '
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Only those effects in- which major, easily detectable, specific effects of the
nature of the impurity center have been discussed in this paper. For many others,
the effects are too small to be observed with materials or techniques now avail-
‘able, or else have not been studied at all. There is little doubt that all the major
properties, including the simple transport phenomena, will show some depen-
dence upon the type of impurity used, and further major developments are to
be expected in this field.
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HIGH ELECTRIC FIELD EFFECTS
- IN SEMICONDUCTORS

1. INTRODUCTION

When an electric field is applied to a homogeneous semiconductor specimen
_which is in thermal equilibrium, this equilibrium is lost, and in the most general
case the interactions between the field, the carriers and the scattering mechanisms
become very complex. In thé ordinary theory of carrier mobility a drastic
simplification is made by assuming that, while the carriers may have a directed
drift velocity superimposed upon their random thermal motions, their total -
energy remains unchanged by the application of the field. The carriers may
then be said to be in equilibrium with the scattering mechanisms, and their
‘temperature’ equal to that of the lattice. The theory shows that, under these
conditions, the drift velocity, and hence the current density must be proportional
to the field. The effects discussed in this paper will be those which result from
the fact that this assumption is strictly justified only for vanishingly small
values of the field, and that for finite values the electron temperature exceeds
that of the lattice.

Because the scattering is, in general, dependent on the carrier temperature,
it follows that a change in mobility should be observed when the carrier tem-
perature has been raised by the field. This prediction serves to introduce the
first class of high-field effect, in which a departure from Ohm’s law results from
changes in carrier mobility while the carrier dénsity remains constant. A second
type of departure occurs when the field becomes so high that additional carrier
pairs are generated by the ionization of lattice bonds. Subsidiary effects, e.g. the
emission of light, may result from the fact that at the very highest fields the
energy distribution of the carriers extends to very high values, The rate at which
the carriers gain energy from the field, and hence their excess temperature, is
proportional to their mobility, other things being equal. For this reason, experi-
mental work has in the past been limited to silicon and germanium, which can
be prepared in highly purified single-crystal form and have the necessary high
mobilities. '

2. THEORY

v

2.1. Mobility changes

The changes in mobility which occur in a high electric field depend on the
attainment of a changed equilibrium distribution of energies among the charge
carriers. The new distribution depends, in turn, upon the rate at which the
energy of the carriers is dissipated by collisions with the scattering mechanism,
so a study of the collision process must be the starting point for a theory of
the mobility changes. The first such theory applicable to semiconductors
appears to have been given in 1934 by Landau and Kompanejez!. More recent
work includes that by Guth and Mayerhifer® on metals, and by Seitz3, Shockley4,
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Conwell®%, Yamashita and Watanabe?, and Shibuya® on non-polar semi-
conductors The treatment we shall glve is an elementary version of that given
by Shockley and Conwell,

When an electron is scattered by a lattlce vibration, both the energy € and the
crystal momentum P must be conserved. For an electron with mass m and
velocity v we have Pp = mv and ey, = Pyof2 while for a phonon of wave-
" length X and phase velocity ¢, Py = h/) and ¢ = ¢Py. Because of the conserva-
tion rulés, a collision which changes Pn by §Pj results in the emission or
absorption of a phonon with Py = 8P,, and hence in a change of electron
energy Sen = € = cPg == ¢dPy. 'The biggest possible value of 8Py, is —2Pp;
hence the largest possible energy change is 8¢, = —2cPp = — 4cenfv. In
silicon and germanium at room temperatures, the thermal velocity o is about
20 times the value of ¢ for the acoustic modes which are important in scattering,
so the electron can at most lose only a small fraction of its energy in a single
collision. The average energy change in a collision is, however, even smaller.
It ist: '

(Send> = Z_”E(ZkT — ) )

where T is the temperature of the phonon distribution. This expression, which
is valid only when ¢j is not too large compared with 2&T, results from considera-
tion of the relative probabilities of phonon absorption and phonon emission in
a collision.

. In order to simplify the mathematics, and to make the underlying physical
principles clearer, we shall now introduce the assumption that all the electrons
have the same random speed o. This procedure leads to results which are
qualitatively correct and differ only by small factors from those obtained
by averaging over the correct distribution. Under these conditions the mobility

is given® 18 by:
qr 1d(ln7)
=17 [y t9nT) ...
w= { t 3d(no) @
where 7 is the mean free time between collisions. In general, both ionized

impurity atoms and phonons will contribute to the scattering process, with
characteristic mean free times 7y and ;. We have?®:

‘TI=B‘03 ...(3)
=1l )
11,1 . (5)

T 1 TL,

where B is a constant depending on the impurity density, and / is the constant
mean free path for lattice scattering.
On substituting equations (3), (4) and (5) in equation (2), we obtain:

{ 3(ry, /'r,) }—1}
) 1P SR
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_ Denotmg by the subscnpt 0 quantities relating to thermal equilibrium condi-
 tions, we have, from equation (1):

vy = (4kT[m)!/? e ()

' V;’e ll.rlltr}(:duce for convenience the parameters ¥ = v/vy, @ = 7y,4/7,, in terms
of whic

TL . et : .
b Co(®)
Hence:
‘ ko (Bax?+1)
# x (axt+1)2 -
where: '
Ao ... (10)

F"Lo = 3m
is the low-field mobility for pure lattice scattering.
In calculating the energy losses, we have only to consider the electron-
phonon interactions, since the collisions with nnpunty ions are highly elastic.
The rate of energy loss per unit time by collision is thus:

den = (en)fm
dt / con,

= (SendifrLy = <sen> 2
ot 2g8 MitLo
= S @k — e). T
'=§n”;—%<%mv., — o) 2
38;5::(1 — a?) ... (1)

where use has been made of equations (1), (4), (7) and (10). The rate of energy
input from the field is simply:

(). umr -
field

= ggof® - (3ax_4+1)

AT ) ... (12)

In the steady state we have, evidently:

( )cou. (de") field : - (13)

and so the relation between x and FE is:

Sprd e _ (axt + 12
SL;Ez 2 (x2 — 1)(3m+1) el (19
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which, together with equation (9), gives an implicit relation between E and u
which is valid over a wide range of fields for any ratio of impurity to lattice
scattering.

In order to clarify this relation between E and u, it is convenient to expand
the equations for certain special cases. First let E be small, so that #? — 1 < 1.
Then equation (14) becomes:

’ 33+ 1) et

2 — —_—
=1+ ST e ... (15)
and hence, from equation (9):
_ 309 + (@ — Dprd
B {1+ 6@+ 1 & E}
— o (1 + BE?), ... (16)

where
3a41
Ko = HLo mz
is the actual mobility in low fields, and
g 30+ Da—1) g
16(a 4+ 1)3 c?

is a function only of the temperature and composition of the specimen. Thus it
appears that for @ <1 (lattice scattering dominant), B is negative and the
mobility should depend quadratically on E, decreasing as E increases. Conversely,
“for @ > 1 (impurity scattering) the mobility should at first increase with E.
For a = 1 there should be no first-order dependence of p on E% With pure
lattice scattering (¢ = 0) we have:

_ 3o
i T
which is to be compared with the more accurate value:
_ 3
= 64c2

obtained? by considering a Maxwellian, rather than a single-valued, velocity
distribution. For impurity scattering, the largest positive value of B occurs when
a =36; (9a + 1)(@ — 1)/(a + 1)3 then has its maximum value of 0-89. For
very large a, B tends to 27u; ¢2[16ac®. Thus, while the value of |B] is always
decreased by the simultaneous presence of impurity and lattice scattering, under
certain conditions the positive mobility deviations may be nearly as large as the
negative deviations characteristic of pure lattice scattering.

Consider now the case when the field E is very large, so that (3a)/2 < &2 > 1.
Then equation (14) becomes:

3
L )

whence, and from equation (9), the mobility is:

_( )1’4 ""Lo) " )
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so, under these conditions, the drift velocity wE varies as E/2 independently
of the amount of impurity scattering at low fields. Physically, this arises because -
the electron temperature is now so high that impurity scattering is unimportant.
The numerical constant (8/3)*/ again differs, by the omission of a factor (4/7)1/4,
* from that given by the Maxwellian approximation?, and is about 5-5 times larger
than that quoted in the similar equation of Landau and Kompanejez.

- Finally, when a < 1, equations (9) and (14) may be combined, giving u as
an explicit function of E: '

2172
# = MPLo [1 {0+ %(ML02/52)E2}1I2]1/2

Equations (18) and (19) are not a complete description of the mobility varia-
tion in extremely high fields because, in calculating the rate of energy loss,
equation (11), scattering by the optical modes of the lattice vibrations was
deliberately excluded. The optical modes which have a small enough value of
P, to be effective in electron scattering are those with the longest wavelengths.
According to the measurements of Collins and Fan'?, which are in close agree-
ment with the theoretical calculations of Hsieh!!, these modes have frequencies
v, of about 1-82 and 1-03 X 10*® sec? in silicon and germanium respectively.
The characteristic temperatures 8, = kv,y/k are thus about 825 and 495° K, so
that at and below room temperature the optical phonons are not appreciably
. excited*, and few electrons have sufficient energy to be scattered by phonon
emission. The optical modes do not, therefore, contribute to the normal scatter-
ing process. In addition, the scattering probability for an electron with energy
just equal to that of the optical modes may be very small. In the simplest theory,
the tetrahedral symmetry of the diamond lattice permits no first-order change
in the energy of the band edges for distortions of the type occurring in the
optical modes i.e., for displacements of one sub-lattice with respect to the
other®. There may, however, be a second or higher order change, and there
may be a first-order change if the polarizability of the ions is taken into account!?,
or if the energy bands do not have spherical symmetry% The polarizability
would appear to play a similar part in the infra-red absorption of silicon and
germanium?®, '

Because of the uncertainty of the theoretical picture, we shall somewhat
arbitrarily assume the following relation between v and 7, the mean free
time for scattering by an optical mode:

1

—-;0,‘2} <7’o
To

... (19)

... (20)

1
—=A(v — vo)%, v > v,
7o
where vy = (2hvy/m)*/? is the velocity of an electron with energy equal to that
of the optical modes, and 4, b are arbitrary constants. The temperature, and
* The parameters 8, should not be confused with the Debye temperatures 8p which
are about 670 and 370° K. &, and 0p are equal only for the simple ? lattice vibration

spectrum of Debye; for the diamond lattice, which has a very peaky vibration spectrum,
the two need not be closely related.
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hence the excitation of the optical modes, is supposedly so low (< 0,) that
the absorption of an optical phonon is improbable. We shall also neglect
acoustical scattering; this will be discussed later. It follows from the Iast two
assumptions that an electron is scattered only when v > v, and that its initial
velocity contains no component due to thermal motion. The velocity is thus
always parallel to E, and the number f(v)dv of electrons having velocities
between v and v -+ do may be calculated as follows. In the notation of equation
(13) we have, in the steady state:

@ @ue o

where
(gf — f( ) /) > 7;0
dt coll To
. (22)
((if = _|—f___(7) + vl), 2 < 9,
dt coll 'To
df __dv df
dt Jeqa  dt do
gE df
=27 2
m do - (23)

Substituting equations (20), (22) and (23) in equation (21) and integrating, we
have, for v > v,:

fi=Bexp {— g (v — 0¥} (28
mA . .
where g = ——_ has been written for brevity.
§=Fr e y
For v < v,
BAm
h=2 o=t oren (—g@—u+orny ... (5

Here B is a constant. v, given by:

(v 4 2,)% = 2% 4 7,2 ... (26)
is the loss of velocity, and v the velocity after scattering of an electron which
emits a phonon with Avy = } mov,% Since the integrand in equation (25) is
small except near v = 0, we may put v; = v, without serious error: the equation
then becomes:

Jo = C — Bexp (— gvPt)) .o (27)
with C another constant. The constants B and C are determined by the relations
11 (vg) = 1, (vy), and _f‘: f@)dv = N, where N is the total number of electrons.
If

mA'vo’H'l
G+ gk~
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as is inevitably the case, these give:
' B=c="x
%o
The average drift velocity in the direction of E associated with the d.lstnbutxon
funcnon f is simply:
‘ _JSof(@)de _ 1 (® :
=_ 7 dv ... (28

Since the second term in equatlon 27 dtffers from zero only near v = 0, the
contribution to v4 from f; is approximately:

. .
-ﬁfoumwmh=a-@f=%w Ce@9)
The corresponding contribution from f; is: : ‘
1 1 _ sa1| g
N v fi(v) = — vexp {— & (v — vy) v ... (30)
Yo

For b # 0, the mtegral may be transformed by the substitution # = (v — vo)b+1
into the form: - .

g—2/ &+1)

g0, f wHED) T exp (— udu +
[}

b+1
) _ '1/(’”'1)’00 P .
T b1 (b+1) b+1p<b+1) *""(31)

Hence the drift veloc1ty is:

f w0+ }2 xp. (—u)du

. TG} [+ 1)gE| Ve
vg = vy + . { — } |
T2/ + 1)} (b + 1)gE) 26+ ,

0 110, l i } ()

When 94 is not much larger than 1/2v,, the third term may be neglected.’

Physically, equation (32) represents the average velocity of an electron
which is uniformly accelerated without scattering from a low velocity up to vy,
after which it becomes liable to be ‘scattered by an optical phonon, with a °
velocity-dependent probability  1/7, of losing the energy imov % It is clear
that, if the electron were scattered immediately on reaching v,, vq would be
equal to $v, and independent of the field. The second and third terms on the
R.H.S. thus represent the deviation from constant drift velocity resulting from
the finite probability of optical scattering. The assumption that a separation
can be made of the ranges of field strength over which the optical and acoustical
scattering processes are effective is open to considerable objection; in practice,
there must be a smooth transition from one process to the other, and the range
over which both are effective may be so large as to obscure the EV/2 behaviour
predicted by equation (18).
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2.2. Avalanche Ionization _

Even though the probability 1/r, for scattering by the optical modes may
be large for v > v,, there must be a few electrons having energies much greater
than kv, In particular, a few electrons must possess the energy ¢, required
to ionize the neutral atoms of the lattice. For equal masses of holes and
electrons, and spherically symmetrical bands, this energy is:

@ =3 .. (33)
where eg is the energy gap. The factor 3/2 arises because the energy and
momentum of the single incident particle must be shared among three after an
ionizing collision. It does not follow, of course, that an electron having € = ¢,
will make ionizing collisions. The cross-section for this energy is zero, but
should increase rapidly with e above this pomt Thus the ‘effective’ threshold
energy may be rather greater than e,

The ionization process is described by the ionization coefficient «. This is
defined as the number of ionizing collisions per cm path length made by a
single particle. The calculation of « is somewhat troublesome, and can be
completed only numerically, as has been done in a classic paper by Wolff 18,
No semi-quantitative elementary theory, of the type we have used in discussing
the mobility variations, seems possible, so we shall quote only the results of
the correct theory. Wolff shows that, provided consideration is restricted to the
. range Avy < € < €, and the scattering process is assumed to be described by
a constant mean free path [, the electron distribution function #, is nearly
isotropic, and varies with energy approximately as:

ny(€)de == const. X exp( 2}1:;1 = )de ... (3%

For € > ¢, a different distribution function #,” must be used which takes
account of ionizing collisions, and the two distributions are matched at «,.
Because 7, (ep) is such a rapidly varying function of E, its variation effectively

controls j': ny de, to which « is very roughly proportional.
Thus we have, approximately:

® = const. X exp ( h’;‘; Zo Elz) ... (35)

Curves of accurate solutions of the problem have been given by Wolff 18 and
Miiler'4, Even these may represent an over-simplification, as there is evidence
to suggest that, at least in germanium, there is a difference between the value
of o for holes and electrons, presumably as a consequence of the complex band
structure.

The important feature of this type of ionization, which is absent from such
phenomena as the internal field emission of Zener'S, is that the process is
cumulative. For example, an ionizing collision by an electron at a certain point
produces, in addition to the secondary electron, a hole which is accelerated by
the field in the opposite direction to the electrons. The hole is capable of ionizing
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and the electrons produced by it may produce further ionizing collisions at the
original point. Thus, at a certain field strength, a form of positive feedback
may take place, and the ionization process may become self-sustaining!®,

2.3. Avalanche Breakdown in a P-N Junction

. Avalanche ionization is of considerable technological importance, as it is
this process which eventually limits the magnitude of the reverse bias voltage -
which can be applied to a P-N junction. A theory of the avalanche breakdown
~has been given by McKay'é, and, in a more advanced form, by Miller!4, who
has taken account of a possible difference between the values of « for holes and
electrons.
The differential equation describing the growth of current density in a one-
dimensional system is simply:
. & . K
—%%=a;—“=an]n+ap,p ... (36)
where jp, jn are the hole and electron current densities, and «y, an the ionization
coefficients, respectively, If, as we shall assume, «p = oan = oa(E), this
becomes:

djn
=7 uE) e (37)

where | = jp - jn is the total current. Although the field E will be large, the
drift velocity of the carriers may, as we have seen, be quite limited, and in
principle the space charge of the carriers should be taken into account in
calculating E. In practice, however, this space charge can be neglected by
comparison with that due to ionized impurities in the P-N junction, and E can
be taken as known.

Whatever the assumptions, equation (37) integrates at once to give:

Ja =] [« dx 4 const. ... (38)

Further progress can be made only when particular boundary conditions are
assumed, although this is not always made clear in the literature. We shall
assume that an electron current jn, (> 0) enters the ionization region at x = 0,
and that some field distribution E(x) extends from x = 0 to ¥ = X, outside
which range E = 0. We shall also assume that at most a negligible hole current
enters at ¥ = X, i.e., that j(X) = J. Under these conditions it is readily seen
that equation (38) becomes: ',

jﬂo_ -1 x
1-20=1—-M1= | adx ... (39)
J 0

Since E is assumed known, «(x) can in principle be evaluated, and so the
multiplication factor M can be calculated. A similar equation holds for the
multiplication of a hole current entering at x = X, provided that j;, can be
neglected. A sufficient condition for the validity of both equations is M > 1.
The simplest practical case is that of a ‘step’ P-N junction, in which one
side is much less pure than the other. Virtually all the reverse bias voltage
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appears across the space-charge region in the pure side, and the field is a linear
function of distance®. For a P-N junction, we may write: '

x
E=—FEX)—, 0<x< X
X g 0= ... (40)

E=0 otherwise

where EX)=2V|X
X = (V k[2ngN )2

with V = effective bias voltage, Ny = net impurity density (donors minus
acceptors), « = dielectric constant.
On changing the variable of integration by means of equation (40), equation

(39) reads:
X [-EX)
1 — =1 — _"
wi-pn . =

L f PO dE (1)
= e & » e .
4mgNy J o

This equation may be used to obtain «(E) from experimental data in two ways’S.
(1) ' If E(X) is varied while Ny is held constant:
gy d(M-)
k dE(X)

(2) If M is made infinite (complete breakdown), and E(X) is measured as a
function of Ny:

... (42)

_ 4nq [dE(X)
“*T/dNI ... (43)

When oy # ap, a very much more involved method must be employed, and
explicit expressions for the «’s can be obtained only if M can be expressed'*
as a simple function of V.

2.4. Avalanche Injection

In the last section, the space charge of the carriers resulting from the avalanche
ionization process was deliberately neglected. While this approximation is
frequently justified in nermal P-N junctions, it ceases to be valid when the
current density exceeds a certain critical value [, = | ¢gN1vg4 |, where 94, ~ 37,
is the approximately constant drift velocity of carriers in a high electric field'®.
It is clear that if J > J,, the density of carriers must be greater than Ny, and
gross space charge may be present. The recognition of this result leads to the
consideration of the properties of an avalanche in which the potential distribu-
tion is determined mainly by the space charge of the carriers. The condition
for this, the intrinsic avalanche, is just that J > J,.

The simplest case for which J > J, evidently occurs when J, = Ny = 0;
that is, in intrinsic material. The following equations can then be written for
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‘the hole and electron densities ? and 7 in terms of the currents and the drift
velocities vp and vy of the carriers:

jo=gpvp N )]

jn='-'g7ivn .. .(45)
. The rate of generation of carriers is expressed by: '
Vijp=—=V.jn=opjpt+oeajn- - ...(46)
while Poisson’s equation is: ‘
. o fy
VE=""(p—n) Ce ()
If, for simplicity, we put ap = an, ¥p = — vp = g, = const., and restrict’

consideration to the single dimension x, we obtain, by differentiating equation
(47) a'sécond time and substltutmg from equations (44), (45) and (46)

_ 8]
dx2 K% . (E) ... (48)
which can, in principle, be solved when «(E) is known. .

It is immediately evident from this equation that the space charge
(«/4w)(dE/dx) cannot vanish everywhere unless o = 0. Unless the boundary
conditions restrict the avalanche to a very small range of #, it is clear that very
large values of E and « will be reached as J increases. -

-Suppose that near ¥ =0, J, E, and vg, are all negative (z e., in the — «x
direction). Electrons then travel in the + % direction, and the electron current
grows as x increases from x = 0, at which point we may set jn = 0. The magni-
tude of the electric field will then decrease with i mcreasmg x, reachmg zero at
some point ¥ = x, Beyond x = x,, E will become positive; this is physically
ridiculous, and indicates that equation (48) cannot apply in this region. (In
fact, the space charge and field both remain nearly zero, and the current is
carried mostly by diffusion. We shall return to this point later.) The interesting
part of the solution of equation (48) is the behaviour of the avalanche voltage
V,, measured between & = 0 and x = x,, as a function of J.

Equation (48) can be integrated once by the substitution 4p/x = dE[dx,
giving:

" or

o]
dE 2777) ds «(E)
= <] « dE -+ const. ... (49

TOds

‘Now at x = %, jp and jn must be comparable, since the flow is by diffusion
for x > x,. For simplicity, we neglect the difference of the diffusion constants
so that the boundary condition at ¥ = x, becomes jp = jn, p = 0. In conjunc-
tion with the definition E(x,) = 0, this permlts equation (49) to be written:

= adE' .. . (50)

7 Vg
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We note that when x = 0, p = — J/vg, so that the field Ej at x = Qis given by:
E
f"adE':_’i ... (50)
0 KOdg

Thus E, increases as J increases, but only slowly if « is a rapidly increasing
 function of E.

It will be seen that further progress depends on the assumption of an explicit
form for a(E), so that, in the equation:

d_E_4{ S de'}”2 .. (52)

dx K Vg

derived from equation (50), the right-hand side can be evaluated as a function
of E. The simplest function which is even remotely realistic is:

o = a; exp (AE) ... (53)

While this is not a very good fit to the experimental data, it is a sufficiently good
approximation to enable the general behaviour of the solution of equation (50)
to be elicited in an analytical form. Both «; and A are negative quantities, if,
as here, E is negative.

With this assumption, equation (52) becomes:

fexp (59) —1yR ("Ja> &

tan—1{exp (AE) — 1} =2 (”] zl A)” * % + comst. ... (59
K

ds

‘or

Now when x = 0, E = E; thus, from equation (51):

exp (\E,) — 1 = /A =y ... (55)

KVdgs0q1

while when E = 0, x = x,. The constant of integration can thus be put in the
form:

tan~exp (AE) — 1} = 2yY2 0y (¥ — ;) ... (56)
where '

Xy = —-mtan“l'y ... (57

The voltage V, across the avalanche is thus:
— AV, =2 Edx
= [* In[1 + tan{ZyY%«, (x — x)}] dx ... (58

With the substitution u =tan {2 Y% &) (¥ — x,)}, and tan (2y}2a,x,)
expressed by means of equation (57), this becomes:

1 (1 + %)
AV, 2y1/2rx1fl [T du ... (59)
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For y > 1, this is approximately:

1 (®In(l +u)
V,=
2o L ixwe

1 T
~ g (5192 +6)

2 |
~ 0-414 ( "”ds)” e ... (60)

Aoy

(G is the Catalan constant 0-91597).

Thus we have the interesting result that, while the maximum field in the
intrinsic avalanche increases with increasing current density, both the thickness
and the voltage decrease. Such an avalanche is thus capable of exhibiting a
negative resistance*. In addition, so far as the bulk of the intrinsic region
(x > x,) is concerned, the avalanche behaves as a copious source of electrons
which are injected into the intrinsic material, despite the non-injecting nature
of the p+ electrode. The name avalanche injection has therefore been given to
this process. Since a finite density of impurities will not affect the result provided
J > J o avalanche injection must always occur when the density of majority
carrier current flowing towards a non-injecting electrode exceeds the critical
value J,, even though the boundary condition j, =j, at x = x, may not
always be satisfied. It should be noted that the one-dimensional theory gives no
indication of the transverse stability of the avalanche, and still leaves open.the
possibility that the stable configuration may be one in which all the current
passes through a small region whose transverse dimensions are comparable
with x,.

2.5. Avalanche at a Current Constriction

For intrinsic material, a reversal of current flow in the model discussed in
the last section leads only to the injection of holes by the normal process,
without the intervention of any high-field phenomena. If the intrinsic region
were changed to N-type, this would still apply, and the condition J > J,
would imply nothing unusual. A change to P-type on the other hand, would
prevent an increase of carrier density by injection, and large values of J would
imply a field sufficient to produce avalanche multiplication throughout the
‘P-region. This is not a very realistic situation, but very similar conditions must
apply when a current is forced to flow through-a constriction®. The field need
then be high only in the small volume for which J < .

In order to simplify the analysis, we shall assume a simplified form for the
dependence of J on E. For low fields (J << /), Ohm’s law will be assumed to
hold, with the conductivity equal to the low-field value 6, Above the field E,,
given by oy E; = J,, the drift velocity is supposed to be independent of E.
At some larger field E,, avalanche multiplication will become important, and

* Similar results have been obtained by Leblond?8, starting from rather different
equations.
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it will be assumed that J then increases without limit. The J(E) relation thus
has the form

J=o,E (E < Ey) ... (61)
J=Je (B, < E < Ey) .. (62)
J - (E -~ E,) N (%)

as shown in Figure la.

MAJORITY
CARRIER
} CURRENT 7
J
Jo - E

£ £
E—.
(a)

Figure 1(a) Approximate form of J(E). (b) A simple type of current constriction.

(b

The simplest geometrical configuration for a current constriction is one
in which the current flow is purely radial. Such a flow pattern exists in the struc-
ture shown in Figure 15. Here a current [ of majority carriers enters a small
hemispherical island (radius ;) of heavily doped material, flows radially out-
ward across its junction with a uniform semi-infinite region of purer material
of the same conductivity type, and leaves at infinity. The current density at a
radius 7 is evidently:

J=IICnr) ... (64)
If I is greater than a certain critical current Iy = 2772 ], a critical radius r,,
can be defined, for which J (r;) == J,, or:

n=(-L\" ' 65
t (zmoE1 oo (69)

For r > r;, Ohm’s law is valid, E is given by equation (61), and the potential
difference V; — V,, between r =7, and r = o0 is simply:

' I TE, \1/2 .
—V, =T = 1 ...
_Vl @ 2ary64 ( ) (66)

276,

For ry <7 <7, on the other hand, equation (63) applies, and hence E is
constant and equal to E, Thus the potential difference ¥y — V; between
r=ryand r =r, is: '
Vo—Vi=Ey(ry — 1)
E, [ IE, \ 2 :
a=. — E « ..
7 () B0 @
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For r <1y, E may be neglected, since the heavily doped island may be ‘made
of arbitrarily high conductivity. The overall voltage ¥V, measured between a
point in the island and one at infinity, is thus:

V=V, — Ve = (E2+1)(IEI) —Egy ... (69

276

If I is less than I, then 7, is less than 7y, Ohm’s law applies everywhere, and
the resistance of the structure is just the spreading resistance:

1

R =
* 2mry0,

. (69)

Thus the effect of the constriction is to make the resistance of the structure
non-linear, and, for currents somewhat greater than I, the resistance will be
much higher than the spreading resistance calculated according to Ohm’s law.
Although the theory has been given for the case of an L-H junction (7.e. one
between lightly and heavily doped regions), the results will remain true when
applied to other types of step junction (e.g. P-N, or metal-semiconductor)
provided the current exceeds the critical value Z,. For, under these conditions,
there must be avalanche ionization inside the r; hemisphere irrespective of
the nature of the junction, and so any rectlfymg properties which it may possess
at low currents will be ineffective. The corrections to the theory required to take
account of deviations from spherical symmetry are generally small provided 1
is somewhat greater than ;. It therefore follows from the theory that all small
contacts to a semiconductor must have a high resistance to the outward flow
of majority carriers, provided only that their drift velocity saturates and that
the current exceeds I, For a given semiconductor, this resistance should be the
same for all contacts of the same size. » v

The least plausible of the assumptions involved in the foregoing analysis is
perhaps that of a constant field E, within the r, hemisphere. The vahdxty of
the assumption may be examined by using E = E, as a trial solution in the
following system of equations:

Vejp=of ... (70)
Vjn=—af G
V.E=i’%’ 7))
J =127 (D)
p=olip—ia—J0) )

d

which apply to P-type material for ro>< r < ry. On subtracting equation (71)
from equation (70), substituting for J from equation (73), and expressing V/ -in
terms of the single co-ordinate 7, we obtain:

o —i) =%  Xm

227



PROGRESS IN' SEMICONDUCTORS
Equations (72) and (74) may be combined to give:

. . og d
™(jp —jn —Jo) =7~ (E) ... (76)
whence, from equation (75):
of dfxvgd,, .7 ).
;_a{%a_rrE)Jrrjo} T

If E is constant and equal to E,, then 24 must be constant also, and equation

(77) becomes:
_ K‘ZJdE2 471‘1‘] 0
od =— 1+ e ... (78)

Clearly the trial solution E = const. will be a good approximation provided
that the variation of « with 7 described by equation (78) is not so large as to
imply a significant variation of E with 7. Provided «(E) is a rapidly increasing
function, quite large proportional changes in o will be permissible as the cor-
responding field changes will still be small.

The variation of « with 7 arises only from the second term on the R.H.S.
of “equation (78) and the largest possible variation of this is evidently
47 7, Jof ¢ va E,. If this quantity is less than unity, « changes by less than
factor of two in the range 7, << r <C ry, and the variation of E will be negligible.
The condition can be expressed in the form

12
20T g e (79)
- deEz
For germanium « vg E, is at least 0-4 A cm, and the approximation is fre-
quently justified. s

Having established that the integration leading to equation (68) is approxi-
mately correct, we see from equation (78) that the variation of « with I should
not lead to serious error in expressing V as a function of I with E, = constant.
This is again because of the rapid variation of & with E.

It is interesting to note that the foregoing analysis applies only when the
majority carrier current is directed outwards from r = 0. If it were directed
inwards, the two terms on the R.H.S. of equation (78) would have opposite
signs, and, if their magnitude were comparable, the solution E = const. would
not be even approximately true. This result is associated with the fact that under
these conditions the minority carriers produced by the avalanche near r = r,
are injected into the semiconductor. They increase its conductivity and permit
a current in excess of J, to be carried without the presence of space charge.
This is an instance of the injecting avalanche discussed in the last section, and
permits large values of I to exist without the correspondingly high values of
V given by equation (68). In conjunction with the previous result for the high-
resistance direction, this conclusion establishes as a theorem that any small
contact to a semiconductor must be a rectifier and an emitter of minority

carriers!®,
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- 3. EXPERIMENTAL RESULTS

3.1, Small Quadratic Changes in Mobility

Measurements of the small quadratic changes in mobility predicted by
equation (16) have so far been limited to N-type germanium. T'wo basic methods
have been employed.
" Arthur, Gibson and Granville?! have measured the attenuation 4 of 8 mm
electromagnetic radiation in passing through a germanium- specimen, and its
. variation as a function of an externally applied pulsed electric field. The field

LA I e e 3
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[By courtesy of the editor of the Journal of Electronics,

Figure 2. The variation of attenuation with applied electric
field (Arthur, Gibson and Granville®').

was applied parallel to the electric vector of the wave; the absorption was thus
a function of the slope mobility p' = dva/dE, and not of the ordinary mobility
u = vg/E. In the range of validity of equation (16), we have:

B =po(1+3BE? ... (80)
Under the particular experimental conditions used, 4 measured in decibels
was nearly proportional to p', so that, if 4, is the value when E = 0, the relative
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change is approximately:

A—4,

0

Hence B can be inferred from measurements of A(E) and 4. This method has
the advantage that extremely small changes of u’ can be detected, and their
functional dependence on E can be established with some certainty. The
measurement of their absolute value, and of A,, is, however, somewhat more
difficult. Nevertheless, thé values of B so obtained are probably reliable to
better than a factor of 2. A major disadvantage of the method is that it is
extremely difficult to vary the temperature of the specimen, which is placed
across a copper waveguide.

— 3B K2 ... (81)
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Figure 3. Quadratic mobility changes at 77° and 90° K.

A set of results obtained for a specimen of 4 Q cm N-type germanium
at 30 0°K is shown in Figure 2. These are quite typical of the method, and
the value of B8 obtained from them, — 1-5 X 10-7 ¢cm?® V2, is near the mean
value of the results of several determinations. This is to be compared with
the theoretical value, which, since impurity scattering may be neglected, is
B = —(37/64)(uyr%/c?) for a Maxwellian distribution  of velocities. If we
adopt the values p; o = 3-9 X 10% cm? V= sec™ and ¢ = 54 X 10% cm sec™1¥,
(see references 24 %), the theoretical value of B is — 7:7 X 10~ cm? V-2,
The observed magnitude of the mobility changes is thus some 50 times smaller
than predicted.

A second method of measurement, used by the author, involves the direct
measurement of resistance by means of a bridge circuit. In published work??
a bridge excited by pulses less than 1 microsec long and using a cathode-ray

* For the velocity of longitudinal waves. Shear waves, for which ¢ = 3-55 X 105
cm sec™), may be important for inter-valley scattering.
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~ tube as the null detector was employed®. The low sensitivity of this apparatus:

necessitates the application of high voltages, and thus relatively high fields, to
the specimen. Thus the truly quadratic region cannot be explored. Furthetmore,
at room temperature, measurements of resistance appear to be complicated by
~ the presence of surface effects, which may obscure small changes of mobility.
Taken together, these two facts are probably sufficient to account for the dis-
crepancy in the functional dependence of x on E, between the results of the .
R.F.2 and pulse®® methods. A modification of the bridge method has been
evolved?®, in which the pulse length is increased to about 1 msec, the bridge
‘arms are replaced by conventional wire-wound resistance boxes, and the
detector consists of an amplifier and oscilloscope. These changes bring about a
considerable decrease in the minimum electric field and an increase in the sensi-
tivity. The unwanted surface effects can also be decreased considerably by
taking care to keep the surface uncontaminated and by keeping the temperature
below 90° K. ,

With these precautions, the measured variation of mobility with field is
found to have the typical form shown by Figure 3. Here u/u, is plotted against
E?, the points lying close to a straight line, as predicted by equation (16). The
slope of the line is evidently equal to 8. For the points marked ‘lattice scattering’,
the specimen had a net impurity content of about 4 X 10 donors cm2.
Assuming that there is no compensation of impurities the value of @ at 77° K
is thus of the order of 10-1, and impurity scattering is negligible. If p; , is
extrapolated from its value of 3-9 X 10% cm? V2 sec™ at 300° K by using the
measured ratios of the resistances at various temperatures, the values of 8
calculated as above are about — 3-8 X 10~ and — 2-8 X 1072 cm? V2 at
77° K and 90° K respectively. These are to be compared with the corres-
ponding experimental values of — 3-3 X 10~% and — 2-8 X 10-5 ¢cm? V-2,

In the case of the points marked ‘impurity scattering’ the net donor density
was about 1-7 X 10'¢ cm™3, and impurity scattering was important in deter-
mining B. The values of a may be calculated from the ratio of the resistance
of the sample to that of the preceding specimen as a function of temperature.
They are a =7-7 at 77° K, and a = 6-6 at 90° K. Thus B is calculated to be
2-8 x 10 at 77°K and 2-1 X 10~% cm? V-2 at 90° K. The corresponding
measured values are 7-2 X 10-% and 1-6 X 10-% cm? V-2, In this case the cal-
culated values are quite sensitive to errors in the values of py o and u; assumed.

It is clear from the foregoing experimental data that, while theory and experi-
ment are in agreement about the existence, sign, and form of the mobility
variations, in all cases the experimental magnitudes are very much less than
those calculated. It is difficult to see what the origin of this discrepancy may be,
although it may be that equation (1) is in error, and that, because of the complex
band structure of germanium, the average energy loss of an electron in collision
with a phonon is greater than has been supposed® 17, A factor of 10 on the
R.H.S. of equation (1) would remove the greater part of these discrepancies,
together with those noted in the next section. ‘

3.2. Major Variations of Mobility

The large changes of mobility which are expected to occur at fields outside
the quadratic range have been observed by Ryder?” in N- and P-type silicon
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and germanium, and by Gunn?? in N-type germanium. Both authors measured
the resistance of a rectangular section of the semiconductor under pulsed
field conditions, and inferred the drift velocity from the conduction current.
For values of electric field below about 10¢ V cm™, relatively long pulses,
of the order of 10~7 sec, may be used, but at higher values the pulse length
must be reduced to about 2 X 10~? sec in order to avoid catastrophic thermal
effects. Some data obtained?? for the lower field range are shown in Figure 4.
The general form of the curves is the same for all the cases studied. There is
at low fields a region of approximately constant mobility, in which the accuracy
is insufficient to show the quadratic deviation, followed by a range in which the
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iobility decreases progressively. It is possible to separate the upper range into
vo regions, in which the drift velocity varies first as £Y2 and then indepen-
antly of E, as predicted theoretically. It should be observed, however, that the
amber of experimental points in each range is hardly sufficient to suggest such
relation in the absence of a theory to be fitted. Further doubt is thrown on
ie existence of a square-root region by the data?? of Figure 5, in which the
tperimental points are sufficiently dense for it to be apparent that, at any rate
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for electrons in germanium, the slope of the In 93 — In E curve merely passes
smoothly from 1 to 0, without ever remaining constant at the value 3. The
existence of a saturation range is, however, fully confirmed, although at the
highest fields the velocity begins to increase once again.

By fitting a tangent of slope 1/2 to the experimental points it is at least
possible to obtain an estimate of the degree of agreement between the theoreti-
cal.and observed behaviour. A measure of the magnitude of the mobility
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Figure 5. The variation of electron drift velocity with electric field for Germanium (Gunn®®\.

deviation is given by the field E, at which the E'/2 tangent intersects an extra-
polation of the low-field range. According to equation (19), this field should be:

E, = 151 cfu, ... (82)

which can be readily calculated from known data. In every case it is found that
at room temperature the measured values of field are about 3 times greater
than the theoretical. This points once again to the conclusion that the carriers
are able to lose energy to the lattice vibrations about ten times more rapidly
than would be expected theoretically.

In the range of ‘saturated’ drift velocity, on the other hand, the agreement
between theory and experiment is much better. The theoretical and experimental
values of } v, at room temperature are compared in Table 1, on the assumption
that the carrier mass is equal to the {ree electron mass. In view of the small

Table 1.
Carrier: Ge, electron Ge, hole Si, electron
~ {theory 6:1 x 10°¢ 6:1 x 10¢ 82 x 108
3v, (cm sec™) experiment?? 6:2 X 10°¢ 60 x 108 8-5 x 10¢
experiment?? 52 x 10°¢
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and amsotroplc effective masses of the carriers, we must suspect that the agree-_
ment is to some extent fortuitous.

The rise of vg at the hlghest fields shown in Figure 5 can be ascribed to the
existence’ of a finite scattering probability for v > g According to equation
" (32), a plot of log (vq — % v,) against log E should give a straight line of slope
1/(6 + 1). Figure 6 shows such a plot for 4 95 =522 X 10® cm sec-!. The
slope of the line which best fits the experimental points is about 0-83. Thus
A is about 3-3 X 10?2 c.g.s. units, and b is about 0-2, compared with the value |
of 1 suggested by Shockley* on theoretical grounds. The fit of the experimental
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Figure 6. The variation of v — v, with E. Electrons in
germanium (data of Figure 5) $vo = 522 X 10°% com sec™1,

points to the straight line is poor, but this is to be expected in view of the fact
that the dependent variable is the small difference of large (observed) quantities.
Nevertheless the accuracy is sufficient to show that the slope is not %, which
would correspond to b = 1. In view of the general uncertainty about the
probability of scattering by optical phonons, the disagreement is not serious.

3.3. Avalanche Ionizatio‘n and P-N Junction Breakdown

The simplest structure in which avalanche ionization should be observable
is 2 P-N junction, since, in this the high fields necessary are not accompanied by
excessively high current densities. The problems of excessive power dissipation
are therefore considerably reduced. Such junctions generally have a reverse
current which, while remaining saturated at low voltages, rises more and more
rapidly as a certain limiting breakdown. voltage is approached. This rise has
been ascribed by McKay and McAfee to avalanche multiplication of the current
of thermally excited minority carriers constituting the saturation current?®
They have shown that small changes in minority carrier current, produced
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either by illumination of the junction or by a-particle bombardment,. are
multiplied in passing through the junction (Figure 7). At a given voltage, the
amount of multiplication is just equal to that required to explain the normal
reverse current by multiplication of the saturation component. These authors
state that the Zener or internal field emission effect’®, which was previously
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i2 e S ALpOH A YIELD Figure 7. Multiplication curves for
grown stlicon and germanium junctions
x  SILICON (McKay and McAfee?®).
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NORMALIZED VOLTAGE = V/Vb Ege%iecztuzesy of the editor of the Physical

NORMALIZED YIELD = MULTIPLICATION FACTOR M

believed to be the cause of junction breakdown, could not account for the
observed multiplication. This statement requires modification in view of the
fact that the passage of minority carriers through a junction may increase the
space charge density p. For the step junction considered in Sub-section 2.3 a
hole current jp, increases the density on the N-type side from p = gNyto p =
gNy/ + jolvas. Near the step, the field in the junction has its maximum value
E(X) = (87pV] «)!/2, and it is clear that this must be increased by the passage
of the hole current. Since the rate of generation by the Zener effect should be a
very steeply rising function of E, the total rate of generation (“Zener current’)
J - should depend mainly on E,,,,. Thus it follows that, to a good approximation,
J ; is a function only of the variable p¥. Hence the partial derivatives are con-
nected by the relation:

aJ aJ
Yy Us ... (83
P T 7 ®3)
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and the multiplication M is:

| %o p sV )
" For small values of jp this reduces to:
vV 9
M—1= .2
qNI'z)ds . 3V
_Js dnj,
7, v - (85

In the germanium junction studied by McKay and McAfee, the orders of mag-
nitude were [, ~ 102 A cm™2, Jo~ 10! Acm™3, d In J,/d In V' ~ 103, so
that M — 1 should be about 10-3, Thus the Zener effect fails to account for the
observed magnitudes of M (typically ~ 10), and it is on this ground that it
must be rejected.

The alternative theory, based on avalanche ionization, gives a consistent
explanation both of the growth of reverse current and of the multiplication
effects. If the ionization coefficient « is the same for both holes and electrons,
its variation with E may be deduced either from multiplication experiments
by the aid of equation (42), or.from measurement of the variation of junction
breakdown voltage with resistivity using equation (43). In the latter method
the maximum field E(X) is subject to considerable uncertainty, and the former
is therefore to be preferred. In interpreting his results on silicon, McKay®
assumed the coefficients to be equal, basing his conclusions on the results of
multiplication experiments on symmetrical junctions in both silicon and ger-
manium in which J was found to be the same for holes and electrons. Un-
fortunately there is, as we shall see, reliable evidence that in germanium the
values are different.- Figure 8 shows the variation of « with E calculated by
McKay from multiplication experiments, and in Figure 9 the experimental
curve is compared with the theory of Wolff 3. Considering the experimental
difficulties and the doubts about the equality of ionization rates, the agreement
is satisfactory. The theoretical curve is based on a mean free path J, of 200 A
and an energy threshhold ¢, of 2-3 V.

In germanium alloyed step junctions it has been found empirically by
Miller4 that the multiplication is well expressed by the relation:

M = {1 — (V|V} ... (86)

where V,, is the breakdown voltage.

The value of m is found to be very different for junctions made on N-type
(m ~ 3)and P-type (m ~ 6) material: The only possible interpretation for this
result is that the ionization coefficients are different for holes and electrons.
This complicates very considerably the mathematical analysis, but, thanks to
the empirical relation (86), Miller has been able to calculate the values separately.
The results are shown in Figure 10. The curve drawn through the experimental
points for holes has been calculated from Wolff s theory using the values
I, = 130 A and ¢, = 1-5 eV. That for electrons is drawn to fit the experimental
points, and has roughly the same shape, but the absolute magnitudes are
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smaller by a factor of about 2. The difference, while quite sufficient to make a
substantial change in the shape of the multiplication curves, does not seem to
make a difference between N- and P-type in the variation of ¥, with the impurity
density Ny, as shown in Figure 11. The slope of the log-log plot, which is
— 0725, is further evidence against the Zener effect, since for this the slope
should be — 1. '
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It is interesting to note that for both silicon and germanium the value deduced
for the mean free path for optical phonon scattering is of the order of 200 A,
and that the energy threshold is about 0-4 eV greater than the theoretical
minimum of § eg. For germanium, the mean free path may be compared with

" the value obtained by extrapolation from equation (20), using the constants
b =02, 4 =33 X 10" c.g.s. units derived from Figure 6. For a velocity of
7:3 X 107 cm sec7, corresponding to the threshold energy of 1-5 eV, the mean
free path /, = vr, so obtained is about 60 A. The agreement with the value
of 130 A obtained by Miller is satisfactory, considering the experimental
difficulties and the approximate nature of the theory. ‘

A further ‘high field effect’ allied to avalanche ionization is the ionization of
neutral donor or acceptor atoms®® which occurs in germanium at a field of about
45 V cm™, Such neutral atoms are, of course, present in significant numbers
only at temperatures of the order of 30° K and below. Their ionization energy
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is of the order of 0-01 ¢V, so that the field required is very much less than that
required to ionize a germanium atom in the normal avalanche process. The
increase of conductivity resulting from this process was at first?”+ ¢ interpreted
as a mobility change resulting from the strong impurity scattering, but this is
no longer believed to be the explanation3!.
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[By courtesy of the editor of the Physical Review.
Figure 11. The breakdown voltage of germanium step junctions as a
Sunction of the net impurity density on the high resistivity side
(Miller't).

3.4, Light Emission from an Avalanche

A particularly beautiful effect has been observed in silicon P-N junctions
by Newman®, and by Chynoweth and McKay33. This consists of the emission
of visible light from the region in which avalanche multiplication is taking

- place. As the avalanche current is increased to large values, spots of yellowish
light appear on the line in which the junction intercepts the surface, and their
number increases as the current rises until a practically continuous line of light
is formed (Figure 12). A spot can be initiated at a given point by slight local
surface damage. The spectrum of the emitted light is shown in Figure 13, from
which it will be seen that, by comparison with the normal recombination
spectrum?® shown in the same figure, the avalanche emission is notable for its
content of photons having energies over twice the gap width.

In a grown junction only the light emitted at the surface can be seen, but
in a specimen made by diffusion, in which the junction lies parallel with the
surface and only a few microns below it, emission from the interior can be
detected. The light suffers absorption by the thin overlying layer of silicon,
and its colour is thus changed to a reddish tinge, in accordance with the known
absorption spectrum of silicon. The light appears as a very large number of
extremely small spots, which appear and disappear in a reproducible order as the
avalanche current is varied (Figure 14). By comparison of the spectra of the
emission from the surface and the interior with the absorption spectrum, it is
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[ By courtesy of the editor of the Physical Reviere.

Figure 12. A photograph of the light emission from a grown
silicon junction along the line in which the junction intersects
the surface (Chynoweth and McKay®).

[ By courtesy of the editor of the Physical Review.

Figure 14. A photograph of the light emission from a silicon
diffused junction (Chynoweth and McKay*®).

[Facing p. 240
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possible to deduce that the emission comes from a depth which corresponds
closely to the estimated position of the junction.

The origin of the light appears to lie partly in the radiative recombination
of the energetic holes and electrons which exist in the avalanche. Theoretically,
a photon with an energy of eg -+ 2¢ ~ 5-7 €V could be emitted by the recom-
bination of a hole and an electron each of which possessed the threshold energy
for ionization..Such an event is highly improbable, of course, but it becomes
more likely if the energies are below the threshold values. The low efficiency

s -
o a4 CURRENT IN FORWARD DIRECTION
CURRENT IN REVERSE DIRECTION

o USING PHOTOMULTIPLIER WITH
S| RESPONSE

o USING PHOTOMULTIPLIER WITH

M\T - S4 RESPONSE
\

10°

‘N
{o] ‘\ :
¥ 5 20 25 30
PHOTON ENERGY (eV)
[By courtesy of the editor of the Physical Review.

Figure 13. The spectrum of the emission from an avalanche in silicon compared with that
of the normal recombination radiation (Chynoweth and McKay®).

(CORRECTED FOR SYSTEM RESPONSE)

PHOTONS PER UNIT ENERGY (ARBITRARY UNITS)

{~ 7 X 107? photons per carrier in the avalanche) and the shape of the spectrum
above 1-1 p are in qualitative accord with this hypothesis. However, if this
were the only source of radiation, the spectrum would be expected to have a
sharp cut-off on the low-energy side at an energy corresponding to eg = 1-1eV.
Although the experimental data in this region are meagre, they do seem to indi-
cate that such a cut-off does not exist. An additional mechanism is thus required,
and it has been suggested that transitions of electrons or holes within the same
band, with the emission of photons with energies up to ¢, = 2-3 eV, could be
such a second mechanism. It has not been explained how momentum conserva- .
tion is maintained. Evidently both mechanisms are necessary to explain the
- complete spectrum. —

The existence of discrete spots of light suggests strongly that complete
breakdown occurs only in a few isolated places. The current density in these
areas is probably much greater than the critical value J, and, if so, the avalanche
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should approach the intrinsic type, discussed in sub-section 2+4, in which the
potential distribution is determined mainly by the space charge associated with
the current. If this is true also for small amounts of avalanche multiplication,
as is suggested by noise measurements?®, the ionization coefficients calculated
from multiplication experiments are open to some doubt.

3.5.-Avalanche Injection

The phenomenon of avalanche injection has so far been described only in
germanium®® although unpublished data suggest that it occurs also in silicon.
In order to observe avalanche injection it i3 necessary to ensure that the current
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[By courtesy of the editor, Physical Society.
- Figure 15. Voltage~current characteristic of a P-I-N avalanche injection diode (Gunn®).

passed before the avalanche begins is held down to a manageable value. Since
the carrier velocity in these circumstances is necessarily equal to vg,, this con-
dition can be met by a reduction either of the carrier density or of the area of
the current flow. The necessary reduction of carrier density can be achieved in
a layer of highly pure germanium from which the intrinsic carriers have been
extracted by P+ and N+ electrodes biased, respectively, negatively and posi-
tively. A region of high field, in which there is in general a space charge, will
be formed as in a normal P-N junction. As the bias voltage is raised, this region
will spread outwards from one of the electrodes, and at some voltage dependent
on the impurity content Ny and thickness X of the intrinsic layer, it will extend
right across from electrode to electrode. If the layer is not too thick, this will
occur before avalanche multiplication begins at some field E5. The necessary
condition is: '

... (87)
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Provided this is satisfied, the onset of avalanche ionization at some higher
' voltage will lead to a distortion of the field, and so to the productlon of two’
intrinsic avalanches, one at each electrode. These inject carriers into the central
part of the intrinsic layer, which consequently develops a low resistance, The
voltage drop across the structure of a whole thus becomes nearly equal to that
across two intrinsic avalanches in series, and a negative resistance characteristic

should be developed, as discussed in sub-section 2.4,
The current-voltage characteristic of a typical structure of this type is shown
in Figure 15, While this exhibits roughly the features to be expected, it differs
“from the theoretical shape in two respects. Firstly, no negative resistance can
be observed, but only a sudden decrease of voltage, in about 3 X 10-? sec, as
the current is increased. This results from the purely experimental difficulty of
preventing the occurrence of relaxation oscillations. Secondly, the relationship
V oc [F2 predlcted by equation (60) is not satisfied, and at large currents the
voltage remains practically constant. This is presumably a result of the failure
of the assumption « = «, exp (AE) (equation (53)) at very high fields of the order
of 5 x 105 V cm* and above. By analogy with silicon, one might expect « to
become nearly constant in this range, and if this happens the voltage Vj across
an intrinsic avalanche should pass through a minimum with increasing J. As
a transversely extended intrinsic avalanche is likely in any case to be unstable,
on account of its negative resistance properties, this means that the avalanche
will contract in area, so increasing J and decreasing V,, until the minimum
voltage V, is reached. Changes in the current will then be accommeodated by
changes in area, with 7, remaining equal to ¥. Such a mechanism possesses
obvious and striking analogies with the ‘normal glow’ in gas dlscharge theory.
The alternative approach to the observation of avalanche injection, that of
decreasing the current-carrying area, leads logically to a structure like that
shown in Figure 1. If biased so that minority carriers flow outwards, the resist-
ance, at first equal to the spreading R,, will rise with increasing voltage until
the avalanche begins. When this happens there will be an immediate transition
to an intrinsic avalanche and a decrease in voltage to a low value, as discussed
in sub-section 2.5. This voltage should be equal to the sum of V for a single
avalanche and the (normally negligible) drop across the spreading resistance
which is greatly decreased by the conductivity modulation resulting from the
injected carriers, Figure 16 shows the current-voltage characteristic of a structure
of this-type, which is atypical to the extent of possessing an abnormally high
series resistance. The voltage is normally almost constant at about 13-17 V
for large currents. Again, the negative resistance region cannot be explored
“over most of its range, although there is now definite evidence of its existence.
With this structure it is possible to show conclusively that no injection occurs
for currents below the break in the characteristic, and a large amount above
it?, This, together with the rapid switching time quoted above, is strong evidence
in favour of the theory of avalanche injection against other possible mechanisms.
According to the theory, the sustaining voltages of the characteristics shown
in Figures 15 and 16 should be 2V, and V| respectively, and this is indeed
approximately true if V is taken as 15 V. Unfortunately, the data for « in
germanium do not extend far enough for a calculation of ¥V to be made from
them.
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3.6. The Resistance of a Current Constriction

The theory outlined in sub-section 2.5 was first applied to the reverse resist-
ance of a rectifying point-contact between a germanium surface and a metal
wire, in an endeavour to overcome some of the difficulties experienced with the
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Figure 16. Voltage-current characteristic of an avalanche infection diode
with radial flow (Gunn'®).

orthodox theories involving a P~N junction or potential barrier at the surface.

The major experimental facts to be explained are:

(1) The resistance is relatively insensitive to surface conditions by comparison
with area contacts between metal and germanium;

(2) The reverse resistance decreases with decreasing germanium resistivity;

(3) The current usually increases at first rapidly with increasing bias V,
becomes roughly saturated at about ¥V = 5-10 V, and then rises more
slowly, approximately as '?;

(4) When used as a transistor collector, the current multiplication properties
are more like those of a filamentary than a junction transistor.
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Most of the available theories predict results which are basically . rather
" different from these, and the differences are accounted for by the introduction
of suitable ad hoc assumpiions, many of them of a very special nature. While
it does not give a complete and exact description of point~contact properties,
the current-constriction theory seems to account quite naturally for the major
features without the introduction of assumptions which cannot be verified?.
It does appear, however, that surface effects such as channel formation may play
an important, though secondary, role. For current flow in the forward direction
the theory cannot account for the low resistance which is frequently observed,
even with the assumption of avalanche injection. This last mechanism may,
however, be important in those cases where the contact, though rectlfymg, has-a
relatively high forward resistance.

The verification of the theory by direct experiments on point-contacts is
difficult because of their unreproducibility and the uncertainty in the contact
area. In general, however, the current-voltage characteristic conforms quite
well to equation (68) over a substantial voltage, in that a plot of I*/? against
V usually gives a straight line with a negative intercept (Figure 17). The existence
of fields at least as high as 3 X 10* V cm near the contact has also been demon-
strated directly?®. In order to study the consequences of the purely geometrical
features of the point-contact structure, Paige® has made measurements on
alloy junctions of extremely small diameter having a known geometry and
junction type (P-N or N-Nt). With these he had been able to show that, for
currents greater than I; the resistance is indeed independent of junction type
and obeys equation (68) quite accurately with values of E; and E, which are
in agreement with those obtained by direct measurement??. Some typical results
are shown in Figure 18.

4. CONCLUSION

The present position with respect to the study of high field effects in semicon-
ductors may therefore be summarized as follows. The major effects observed—
the non-linear relation between carrier velocity and field, the avalanche processes
and the properties of small area contacts—have been explained at least quali-
tatively. Some’ of the new devices that can be developed using these effects
have beén indicated and no doubt the continuing development of these devices
will stimulate further study of high electric field phenomena.
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- THEORIES OF ELECTROLUMINESCENCE

1. INTRODUCTION

On the application of an electric field to luminescent solid crystals, different
kinds of luminous effects have been observed. We shall deal with the following
es:

tYIEI) ‘Pure’ or ‘intrinsic’ electroluminescence (Destriau effect). Excitation of

luminescence of phosphors by the sole action of a field, as obtained with electro-

luminescent cells in which a suitable phosphor powder is embedded in an

insulator and submitted to an A.C. field (Figure 1). This effect may also be -
observed in a phosphor placed in an electric field without any contact with the

electrodes and thus no direct current passing through the crystal.

TRANSPARENT CONDUCTIVE
FILM

C ——J«—— SHEET OF MICA (O:03mm)
OOOOOOOOOOOOOOOOOOOOOOO

. SULPHIDE EMBEDDED
METAL PLATE INTO ARALDITE

Figure 1. An electroluminescent cell used in the Laboratéf;v.

(2) ‘Carrier injection’ electroluminescence. Emission of hght produced by
current injection across a rectifying structure, as obtained when a ‘cat’s whisker’
is put in contact with a crystal, or in the vicinity of 2 P-N junction.

(3) Electrophotoluminescence  (Gudden-Pohl effect). Momentary suril-
lumination of a phosphorescent substance having been previously submitted
‘to photo-excitation. Other effects, e.g. the quenching or enhancement of photo-
luminescence while an electric field is applied during the photoexcitation, will
be discussed in the same section.

Professor Destriau has given two comprehensive reports on electrolumin-
escence and related topics® 2, in which the reader will find an extensive number
of references, mainly of the experimental points of view. This present paper is
devoted to some theoretical aspects of the problem (see also Williams? 4),

2. ‘PURE’ OR ‘INTRINSIC’ ELECTROLUMINESCENCE OF
PHOSPHORS

2.1. Mechanism of Electroluminescence

The impact acceleration mechanism; proposed by Destriau’, is generally
accepted. Curie®” has studied what is implied by this mechamsm and has
proposed a three-step excitation process, as follows: '
(1) The supply of electrons from shallow donor levels into the conduction

band, under the action of an applied electric field (‘ionization’ process, or
‘process 1°);

251



: PROGRESS IN SEMICONDUCTORS

(2) The acceleration of these electrons in the conduction band; pre-breakdown
avalanches (‘electron chains’) may occur (‘acceleration’ process or ‘process
2’); '

(3) The collision of the high energy electrons with luminescence centres
(‘excitation’ process or ‘process 3’). This excitation may be followed by
light emission with an efficiency 7.

(m)

(1) i A 8

(mm)

Cc

Figure 2. The impact acceleration mechanism of electroluminescence.

B = conduction band, d = shallow donor level, ¢ = light centre.

(1) Field ionization of the donor. (IT) Possible acceleration of the ejected

electron (t = trajectory of an electron which remains thermal). (11I) Ejec-

tion of the electron initially in the centre, resulting from the impact of
the accelerated electron.

Let f,(E), fo(E), f+(E) be the respective probabilities of these three processes.
The elementary brightness—field relation B (E) is thus:

B = f{(E). fAE)- fE)- 7(E) ce (D)

The observed brightness—voltage law would be derived from the preceding
one by an integration on the different donor levels involved (see Williams®, and
many other authors), and an averaging process on the different parts of the
crystal (in which the local field is not the same) and the different components
of the brightness wave®. This rather intricate problem has not yet been solved,
but it seems that B depends mainly on the excitation term f,, whose increase
with E is so rapid (exponential) that a convenient fit with the experiments is
obtained, often, by neglecting the other terms:

fs =~ exp (— b/E) ... (2

B ~ f(E). exp (— b/E) G

where f (E) ~ constant (Destriau®). In a better approximation, f(E) would,
of course, be an increasing function of E; the exact law B(E) is probably different
for different phosphors.

According to such a formula, there is no definite voltage threshold for electro-
luminescence: The observed threshold depends on the sensitivity of the
detection apparatus.

where b ~ constant:
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- The relation between the.local field E and the applied voltage ¥ is most -
intricate. Destriau’ and Matossi'® have studied the effect of the internal polari-
zation of the phosphor. The field E acting in the crystals is out of phase with the
field E, round the crystals and leads it by an angle ¢:

2
tan ¢ = ... (4
o7 @
where « is the dielectric constant of the crystals, p their resistivity and f the
frequency.
The field values are related by:
E=Ejcoso <. (5

‘The angle ¢ appears on the waves of brightness (Figure 5). Roberts!* and
Destriau'? have given formulae which take into account the dielectric constant
of the insulator.

2.2. The Excitation Process

Let us first discuss the excitation of the light centres ( f;), which is, according
to this theory, the dominating process. We accept in this sub-section the existence
of accelerating electrons as an experimental fact. If an electron of charge ¢
travels a path of length x in the direction of the field since the beginning of the
acceleration, its kinetic energy in the conduction band will be:

e =qEx ... (6)

Let W be the required energy for excitation or ionization of the centres, the
electron must gain an energy € > W, whence x > [ where

W = gEl )

Let X be the average acceleration path; the proportion of electrons whose
path exceeds /, i.e. those able to excite the centres, is according to a well-known

formula:
fs = exp (— /%) = exp (b/E) - (8
where: .
b = Wiq% ]

The expression (8) relies upon the assumption of a random distribution
of x-values in the range extending from 0 to co.

Formula (9), in connection with formula (3), allows us to derive the average
path & when the experimental law B(E) is known. % is usually of the order of
10-% cm; [ is 10 times greater, Z.e. f3 ~ 1/20,000.

The study of the depths of emptied traps during the Gudden-Pohl effect

: leads to paths & of the same order$: 13,

These paths are much larger than the widths of the centres and the traps.

Thiis fact gives us one reason for excluding the hypothesis of a direct excitation
- -of the centres or traps by the field. Another reason for introducing the conduction
band is that well-crystallized materials are needed so as to observe electrolumi-
nescence (this condition seems to be necessary but by no means sufficient).
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The mean path & is the path of an accelerating electron before its energy
- loss. This path is ruled by the formula? 14:

%=Zﬂl—0—: | .. (10)

where 7 includes all the energy loss possibilities (Z.e. lattice scattering by optical
and acoustical waves, neutral and ionized impurity scattering), except electro-
luminescence’. The energy loss produced by electroluminescence must be
considered indeed as a rare accident (! > &). According to Curie?, the most

CONDUCTION BAND
ot y. " t
~~
2,1
> 1
S5 i
:t 3+ hy €,
« Y
: < e
g2t \" g 27
< z
Q z - Y hy
w

O | al Cu
(o}
S .

&

1 1 1 1 i Mn
0O 020406 08 | 44
-1
100/ Vg (V=")

Figure 3. Brightness versus voltage rela- Figure 4. A4 possible explanation for the
tion for a ZnS(Cu) (curve I) and a higher values of b in manganese-sulphides
ZnS(Mn) (curve II) studied by Destriau. (see text). The exact place of the man-

ganese-level is not yet known, but it
seems to be situated inside the wvalence
band.

important event to be considered in summation (10) is the energy loss on a trap
or a defect; the above figure for & leads to a cross-section ¢ ~ 1012 cm? The
capture cross-section of-the trap is much smaller.

% depends possibly on the field E (Nagy!4); it depends also on the sample
temperature T (see sub-section 2.4).

Some light may be thrown on the nature of the centres by formula (9); but
such studies have not yet been systematically attempted. For copper and silver
activated zinc sulphides, the centres are ionized, W is probably to be identified
with the depth ¢ of the centre below the conduction band and is little different
from the emitted light quantum Ay; this assumption is made in the determination
of %. But for manganese-activated sulphides (Figure 3), the experiments give
systematically larger values of b, while A» is correlated to yellow-red photons -
instead of green or blue ones.
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I suggest the following scheme as an explanation (Figure 4). The emitted
- quantum Ay is-ascribed to a transition between localized excitation levels of the
Mn ions, in electroluminescence as well as in photoluminescence; the energy
loss W is probably a kind of average between A» and . -
On the other hand, for blue and green centres in ZnS(Cu), b, and thus w,
seems to vary in the same way as Av'4,
In the case of manganese, the energy loss W may occur during direct impact
excitation, in the same way as for Cu or Ag centres. A quite different competitive
" excitation process has, however, been suggested by F. E, Williams in the Paris
Symposium on Luminescence, z.e. resonance transfer excitation by means of
electron—hole pairs. The occurrence of this mechanism, in which the potential
energy of the free electron would be converted into light instead of its kinetic
energy, concurrent with the above impact mechanism, would of course also
explain some differences: W would be the energy required for electron-hole
pair production. Figure 4 refers to the case of direct impact excitation. ‘

The study of the brightness waves gives some evidence in agreement with
the assumption of different excitation mechanisms according to the nature of
the activator Mn or Cu. Figure 5 shows the contrast between the simple form of
the brightness waves obtained with manganese sulphides and the rather intricate
form obtained with copper- or silver-activated sulphides.

The secondary peak is ascribed” to the re-capture into the ionized copper
or silver centres of electrons that have travelled in the sample far from their
starting point, Zalm, Diemer and Klasens'® have thus considered carriers cap-
tured by the traps; experiments by Destriau® seem however to show that the
secondary peak appears only when crystal-crystal contacts occur. But at all
events a non-symmetrical waveform seems to characterize the ‘case where
ionization of centres leads to radiative recombinations (and it is then the general
rule), while simple waves are always obtained with manganese-activated zinc
sulphides in which excitation alone leads to radiative recombinations. '

2.3. Kinetics of Electroluminescence

In a photoconducting phosphor, the collision of the accelerated electron with
the centre is generally accompanied by the ejection of the electron initially
in the centre, because the latter electron receives from the former an impulse
in the direction of the field?. Thus the ejected electron leaves the centre in a very
short time—Jess than 10-12 sec if the electron speed is about 107 cm sec?!
compared to the life necessary for light emission 10-8 sec.

An experiment by Zalm'® reinforces this conclusion. The study of the
brightness waves in an oscillating field of constant direction (oscillating between
0 and a given value) shows that with ZnS(Cu) the light emission appears when
the field is zero and the conduction electrons are returning into the excited
part of the crystal for recombination with the empty ionized centres.

‘Quite different are the waves given by activators of the manganese-type;
in this case, the maximum emission occurs when the applied voltage is maximum
(with a shift due to the life of the excited state).

The return of electrons into ionized centres in electroluminescence is thus
‘bimolecular’,

The kinetics of electroluminescence may be fundamentally different from the
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Figure 5. Brightness waves obtained with an A.C. sinusoidal voltage for a ZnS(Cu) and a

Facing p. 255)

ZnS(Mn) studied by Mattler®.

Figure 13. Brightness waves shown by a

SiC rectifier®™. Sinusoidal wave: voltage.

Distorted wave: brightness. Note the lack

of dephazing. Light appears only when the

bulk of the crystal is positive, the entrance

of electrons in it being thus allowed
( forward direction).
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kinetics of phosphorescence, even on the same phosphor; lattice and impurity
scattering has less influence on high speed electrons and therefore the electronic
displacements are much larger in electroluminescence. Table 1 summarizes

some conclusions? 17,

AN

Zns(Cu)

TIME

“Zns(Mn)

e

Figure 6. Brightness waves in a field of constant direction
(Zalm*®). V' = Applied voltage, B = brightness.

Table 1. The kinetics of the luminescence processes change from ‘monomolecular’ to
‘bimolecular’ as the electronic displacements become larger.

Studied phenomenon

Electronic paths

Approximate kinetics of
the phenomenon

Long-decay
phosphorescence;
glow experiment.

Small (<< 1076 cm)

Monomolecular

LR. stimulation;
photoluminescence
during excitation.

Intermediate

Intermediate

Perfect crystals;
electroluminescence;
carrier injection

Large (> 1075 c¢m)

Bimolecular

The assumption of a hyperbolic decay (bimolecular kinetics) leads to the
following theoretical formula for the frequency dependence of the electro-

luminescent brightness?:

where o, B are constants.

1_, .8
B —F‘f
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The derivation: of this formula, ‘uses rather. over-simplified conmdemuons,v
however, the experimental fit is satisfactory- (Figure 7).

The ratio B/« depends on the time, constant.for the radiative recombinations;
when it is very short (the case of the blue band), 8is much larger than « and thus:

B~f. ce. (1),

Destrlau19 has developed direct methods for computmg these time constants.
The results he obtains are averages of the results for electrons in the conductign
" band and in the shallow traps, respectively.

BLUE BAND
0,2
_GREEN
x” BAND.
€«
=0t -
o 5 o) 1S

TeX/7/4

Figure 7. Variation with frequency of the blue

and green emission bands of an electroluminescent. -

ZnS(Cu). Experimental points: Measurements

by Waymouth, et al.®. Straight lines: computed
from formula(n)

2.4. The Supply of Electrons to the Conduction Band

The .ionization process of luminescent centres (and.also of non-luminescent.:
donor levels) may result in.a ‘chain’ increase .of the number of accelerating.
electrons. These chains are far from having the magnitude of the breakdown.
‘avalanches’. They seem, however, to be able to bring about an important multi-..
plication of the number of free electrons (let us say a factor of 1000); The. cell ;

must, of course, have sufficient width to enable the chains to reach such a .
multiplication factor.

For some samples of willemite or Zn$, introduced in an insulating oil and
submitted to-an intense field (20,000V across 2 cm) without contact with:elec-
‘trodes, a thickness of at léast 1 mm was found necessary to observe light emission.

Other samples were 1llummat1ng even in small grains: this may be explained
by a more intense supply of- pnmary electrons?.

Let us now study where these primary electrons come from.

Are they brought into the-conduction: band by the field, or by thermal
activation? The studies of the temperature effect on brightness (see -Mattler20,
and other authors) show the absence of thermal activation, when supply is due -
to the field.

In some-cases, an increase of temperature seems to help the-field ionization
of donors®, e.g.-the low temperature part of the ZnS(Cu) curve, but the slope -
is too small to be ascribed to a thermal activation -effect only. The ionization -
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probability-for a donor whose depth is e depends on the ratio:

-p~exp[——s—_2];—5@ ... (13)

where f(E) is a function of the field, Different analytic expressions may be
suggested” for f(E). This hypothesis has been considered in some detail in a
recent paper by Thornton?,

[, 2 7))

g 8

2 4

= =

G 5

o @( Zn S (Cu) GREEN

@ @ 2210

1004 Zn S (Mn) 1004

o . (o}
-1 9 )
50’20 060 060 |so lso120 60 30 6090 0 150

TEMPERATURE (°C) TEMPERATURE °c)

‘Figure 8. Dependence of the electroluminescent brightness on temperature (from Mattler®).

For low temperatures, the electronic paths are large and thus the electron acceleration is

easy; on the other hand the electron supply is probably easier for higher temperatures.
Both effects are competitive. Thermal quenching also occurs.

The increase of the electroluminescent brightness with temperature, predicted
by this mechanism, occurs often indeed, especially in the low temperature
region, but a decrease is also observed. It is sometimes possible to ascribe this
decrease to thermal quenching, but this interpretation seems doubtful when it
occurs below room temperature. The mean acceleration path & is probably
larger for low temperatures, but a simple expression, such as x ~ T-1, would
lead to: ‘

b~T : .. (14

from formula (9), and although Zalml® has indeed observed variations of b
with temperature, these variations are much more complex.

Figure 8 shows two characteristic forms of the brightness versus temperature
dependence, which may be ascribed to the competition between the two above
effects. It has been suggested? that, as an indirect action of temperature, thermal
ionization of traps may result in space charge modifications resulting, in turn,
in a change of the local field for a given applied voltage. The filling and the
ionization of traps seems also to be correlated with electro-thermoluminescence
(Gobrecht, Hahn and Gumlich).

The assumption of donor levels shallower than the centres in the sulphides,
so as to be directly emptied by the field, has been proposed independently by
Piper and Williams?3, and Curie®, It is supported experimentally by the study
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of conduction of single CdS crystals® in the dark at low temperature,.which
has shown the existence of such levels. Accordmg to Curie?, the depth of these
levels would be, in ZnS, of the order of 1 €V, ze., larger than the traps depths.
The different calculations?® 27 of the direct field i ionization of localized levels
agree that a field higher than 10® V-cm™ is required. According to Williams8,
Lanczos s calculations®® for hydrogen atoms do not need correcting for the

A
/— WITHOUT FIELD
2 /\ - |
(L
[+4
uf]
Z -
w £ x5
2
g WITH FIELD
w
F
[o]
a
>
° x

Figure 9. Field Ionization of a localized level®®: A quantum -
mechanical tunnel effect through the barrier (%, x,) occurs
(pre-ionization), or a passing over the barrier (ionization).

surrounding medium, if the levels involved are sufficiently localized; the critical
field for ionization of donors would then be:

Eo = 2+4 X 108 & V e ... (15)

where ¢ is the depth of the donor in eV. Franz’s formula?? takes the band
gap € into account; he obtains for a square well donor potential:

107 e’ 4, :
8 + log E¢r ¢ ‘ - (16)
Values of the same order as Lanczos’s are obtained if one chooses =, the decay
constant of the level, between 1 msec and 1 microsec. Fields of this magnitude
are not available in the bulk of the phosphor, but probably do exist in the cathode
potential barrier.

A Mott-Schottky barrier, with appropriate assumptions on the donor distri-
bution, has been first considered by Piper and Williams?® and; by Diemer,
Zalm and Klasens'® 28 (see also Fischer??, and Howard?®?). An intrinsic potential
barrier? seems to exist in the case of electroluminescent samples illuminating
without contact with the cathode. When there is a contact, however, a Mott—
Schottky barrier appears; this barrier is more important than the intrinsic
one, as grains of substance deposited on the metal electrodes are generally
brighter than identical grains deposited between the electrodes.
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‘Let N; be the number of surfaces states involved; the intrinsic barrier would
* be as important as the Mott—Schottky if:

Ns NNDd « o o (17)

“where Ny, is the donor concentration per cm® and d is the barrier width. If
“weput:
Np~108cm2and d ~5 X 10~5 cm

then equation (17) leads to
Ng~5 x 10*¥ cm™2,

Thus to take the smaller, but not negligible, part played by the intrinsic barrier
into account, we must assume:

Ns ~ 10 to 101 cm—2 ... (18)

According to the donor distribution assumed, different formulas have been
derived for the brightness wersus field dependence. But the results are not
very sensitive to this distribution, and may be described by the expression (3),
with different choices of the slowly varying function f(E) before the exponential
term.

It must be noted that even in the barrier, the field is possibly not high enough
for direct ionization of the light centres.

- 2.5. The Acceleration Process

The required acceleration of conduction electrons is easier to understand if
the phenomenon occurs in the high fields obtained in the cathode barrier rather
‘than in the bulk of the material. The connection between the acceleration process
in electroluminescence and similar processes occurring in breakdown theory
has been independently recognized by Curie® and Piper and Williams® (see
also Diemer3"). It is well known that the magnitude of the pre-breakdown
avalanches decreases rapidly with the applied field; these avalanches are practi-
cally undetectable when the field is below one-fifth of the breakdown strength.
This last figure is as yet unknown in zinc sulphides, but it may be reasonably
assumed that ordinary pre-breakdown avalanches require more than 105 V cm1.
Such fields are produced in the barrier, at least in some spots!$, but the average
field in the sample may be as low as 10* V cm~, According to the author,
‘however, low- fields may also produce electron acceleration, but the resulting
* avalanches (ascribed to donor levels and centres, not to valence band ionization)
are quite different from the ordinary pre-breakdown avalanches.

*Therefore two groups of theories must be considered; the first group assumes
“a surface barrier acceleration process®: 15 16, 23, 28, 29, 30, the second one assumes
-a’' surface supply in primary electrons followed by a volume acceleration pro-
“cess® 7 14, In the first case the light emission would be localized in the im-
* mediate vicinity of the barrier; in the second case the light emission would
: “also be localized in some relatively higher field spots with the use of applied
voltages near the electroluminescence threshold, but would extend to the bulk
of the sample when higher voltages are applied.
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Such an extension of the enlighting region has been observed with willemite
cells”. Destriau has indeed pointed out (private communication) that it may be
derived from the formula (3). Let us look at two parts of the crystal A, and A,

—
e

e

105 em

CRYSTAL
DEFECT

|of7cm
\—Y—J \ Y - J
THERMAL ACCELERATION REGION
"ENERGIES ‘ :
REGION

Figure 10. The trajectory of a field-accelerating electron in the conduction band®.

in which, according to local inhomogeneities, the local fields are E, =&, V
and E, =k, V with &k < k, (V' = applied voltage). Let:

B, ~ exp (— bjE,) and By ~ exp (— blEy) ce (3)

) I

increases with 7. :

At first sight, microscopic observation of electroluminescent powders shows
the occurrence of very bright spots?® 3 33, in contrast with the more regular
appearance of the same powders irradiated with u.v., and therefore favours
the barrier theory. The author, however, has observed such inhomogeneities
only upon large imperfect crystals, smaller crystals seem to emit light from their
bulk; in such crystals no bright spots seem to occur, so the uniform light appear-
ance can hardly be ascribed to the diffusion of light.

Moreover, Destriau® has emphasized that microscopic observation enhances
"considerably the apparent brightness of the spots compared to the bulk. Let G

" be the magnifying power .of the microscope; it is well known that the ratio
of the clarities C; for a spot and C, for a continuum is:
. cl — 2
ot G ..« (20

The crystal is indeed punctual for direct eyesight but its image by observation
across the microscope can cover many retinal cells (or many ‘sensitivity specks’
if the observation is made by means of a photographic plate); let N, be the
number of retinal cells covered by the whole crystal image, while we shall assume
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for the sake of simplicity that one cell only is covered by the image of the bright
spot, The ratio of the corresponding clarities is:

Conot _ N > 1 .. @)
Ghu
(not as large as expression (20) but > 10).

Thus the existence of localized bright spots is partly real and partly an optical
appearance, while the bulk emission in some cases may not be seen across the
microscope in view of the poor clarity of this apparatus.

Frankl® has pointed out that if a crystal which seems to show emission at
localized reglons is immersed in a liquid with a high optical refractwe index,
the emission becomes much more uniform,

Let us now study the two groups of theories previously distinguished.

(1) The surface barrier theoryS. 15 18. 22, 2. 28, 29, 'This hypothesis uses the
extensive investigation made of the acceleration of electrons in the neighbour-
hood of breakdown fields (von Hippel®$, Seitz3?, Frihlich?, Seeger and Teller®?
etc.), and does not lead to any particular problem. Generally breakdown does
not occur, partly as a result of the thinness of the high field barrier. (See, how-
ever, Diemer®.)

The width of the natural barrier is:

(szD ) .. (22)

where V is the applied voltage (== 300 V), Ny, is the donor concentration
(= 108 cm3) and « is the dielectric constant of ZnS (= 8).
Thus:

o d=>51 X 10"%cm

The maximum value of the field in the barrier is:

=2V[d ~ 12 x 108 Vcm™ . (23)
The field E increases as V12 and if expression (3) is used the brightness/voltage
relation becomes:

B =f(V)exp (— b/4/V) ' e (24)

This formula has been used by Zalm, Diemer and Klasens?® and other
authors3?: 40, With some samples the experimental fit is rather good, but with
others different simple formulae have been found better'®: 4+ 4% 43, Perhaps
(Thornton™) expression (24) is valid at lower voltages, and the simple expression
exp (— b/V) valid at higher voltages.

(2) The surface supply and volume acceleration theory. This theory assumes that
a field not very much larger than 104 V cm1 is sufficient to produce electron
acceleration, and therefore considers three zones in an electroluminescent cell:
(@) A superficial zone with a very high field (108 to 107 V cm™?), in which the

-supply of electrons to the conduction band occurs;
(b) An acceleration zone with a (non-uniform) field above 10* V cm, where
the electrons coming from the high field region may give rise to the light
emission;
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(¢) A dark zone with a field lower than 10! V cm2, where the electron energies
remain thermal. :

"The various experimental aspects of electroluminescence depend on the
relative development of these three zones. The light emission appears at the
surface or in the bulk, according to the applied voltage (see above) and to the
construction of the cell, especially with reference to the shape of the electrodes
and the magnitude of the conductivity of the dielectric in which the sulphide
is embedded. Let @ be its resistivity; it may be seen from equation (4) and
equation (5) that the bulk of the cell is dark for @ < 10° Q cm (this is perhaps
why - electroluminescence is so rarely seen on cadmium sulphide) and emits
light for o > 101° Q cm. ,

We shall now consider the possibility of electron acceleration with low fields
(little above 104 V/cm). The discussion given in the papers® 7 uses the accelera-
tion condition in the form:

2
gEl>hy [1 + 1] @9
where [ is the free path for lattice scattering and » the frequency of the lattice
~ vibrations. For ZnS, I ~ 10-7 ¢cm for thermal electrons, whence E > 105 V cm2,
Thus, in ZnS with the field of a few 10 V cm™ used in electroluminescence,
equation (22) is not satisfied for thermal electrons: these electrons remain
generally thermal. In polar crystals, however, the free path increases with
energy, so that an electron which, following scattering fluctuations, has gained
an energy of the order of some tenths of an eV, has a free path [~ 10-% cm
sufficient to satisfy the acceleration condition of equation (22) with the applied
field. Then this electron gains energy continuously, but stops on the average
at the end of the path & ~ 10~% cm (see equation (9) ), which is the free path
of the electron before its energy loss on a defect or a light centre.

We shall now discuss this acceleration process in another form, using Seitz’s%?,
Frohlich’s®® and Shockley’s* formalism for. ‘hot’ electrons in a crystal. This
formalism relies upon the conception of a high electronic temperature depending
on the field (see also Nagy, Goffaux%). '

Let us first remark that if we put 27, equal to the average energy of the
accelerating electrons:

, kT, = gEx ... (26)
expression (8) then becomes:
exp (— Ifx) = exp (— W/kT) ... (27)

therefore the probability distribution (8) is nothing else than one kind of
formulation of Boltzmann’s statistics. T is the electronic temperature, of the
order of 4700° K for & = 10-% ¢cm and E = 40,000 V cm™,

Let us now study the acceleration condition:

de de
- > - . . 4. 28 .
(dt) field ( dt) phonons ( )

in order to explain the existence of such ‘hot’ electrons in the sulphide at the
moderate fields used.
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It w111 be useful to study first the case of a non-polar semiconducting material
such as germanium. The free paths / are then very large (10~ cm) éven for low
energies; they do not depend on ¢, but the energy loss is relatively large:

‘const. € - ,

( )phonans l/ v T (29)
2lE2 N

( )ﬁeld mo o (30

If we consider a delta function distribution of energies, we put the two ex-
pressions (29) and (30) equal and we see that the (average) energy of the electrons
is proportional to the field:

€= E . (31)

Accordmg to Seitz%7, in diamond, € = 1 &V for E = 5000 V cm~. Thus it
is easy to accelerate charge carriers in non-polar crystals up to energies corre-
sponding to an infra-red electroluminescence; but this is a stable state which is
very difficult to trespass unless breakdown ficlds are applied. For (de/dt)g,q
decreases while (de/d?) pponons inCreases with i increasing e; the effect of optical

phonons makes this difficulty still greater.

In polar crystals on the contrary, the paths are small (l ~ 10-7 cm) for low
energies because optical polarization waves play their part even for thermal
electrons. Thus thermal electrons are hardly accelerated Even in the break-
down case, Frohlich’s calculations? show that the electronic temperature T is

- not much different from the lattice temperature T'; Frohlich describes the distri-
bution of electrons in equilibrium with the phonons.and donor levels at a given
depth AV by:

1. 1 1

R R TRV | - G2
if AV =1 eV, kT = 1/40 eV, then:

kT = 1/3% eV.

-Bince the path increases linearly with energy e, while the energy loss at, the
end of this path remains the same ~ A», an electron of high enough initial
energy is continuously accelerated:

(d€ e A GX))
phonons

-
2 2
( ) LLE  ap . (3
ﬁeld Tmy

Let us look at the crossing point of the two curves (de/df) phonons and
(d¢/d?) field (Figure 11): its energy corresponds to a stable stationary state S
of the electrons in non~polar crystals, but in polar crystals to an unstable state U.
Thus, in a polar crystal two groups.of electrons must be distinguished: the
most numerous one is composed of slow electrons, whose energies remain
under the crossing point U, with a temperature T &~ 300°K (group I), on the
other hand, an electron that has passed over that crossing point gains con-
tinuously energy from the field. These accelerating electrons form another group

264



THEORIES OF ELECTROLUMINESCENCE

(IT); their temperatures are extremely high and would even be infinite (non-
stationary. state) without the interruption of the acceleration produced by the
ionization: of localized levels. This ionization may result or not in an electro-
luminescent emission, according to the nature of the sample.

However Goffaux*® points out that the probability of a thermal electron
reaching the Group II in a pure polar crystal is certainly extremely small.

FIELD
PHONONS
wle PHONONS
-.L < 21: FIELD
—_ A~ Ie— S o n
O  NON-POLAR CRYSTAL € ° POLAR CRYSTAL €

Figure 11. In a non-polar crystal the average energy of electrons corresponds to the stable

point S. In a polar crystal the crossing point Ul is unstable; the majority of electrons remains

in.region. I; but an electron which; following scattering fluctuations, kas attained region I1,
becomes continuously accelerated and may give electroluminescence.

Zinc sulphide seems not to be a pure polar crystal, but its bonding possesses
a strong covalent character. This fact possibly enhances considerably the
probability of passing from one group to the other.

The effect of a strong magnetic field on electroluminescence's 6. A quenching of
electroluminescence by high magnetic fields is expected; an electron submitted
to an electric field E and a perpendicular magnetic field H moves in vacuo
along a cycloid whose extension along the E-direction is:

' E
2R=2" .2 .. (35
i )
and thus it cannot be accelerated above the energy:
E
€max = qE. 2R = Zmyz- o s . (36)

If acceleration occurs in a field E ~ 104V cm™, a magnetic field H ~ 20,000
oersted would give a strong quenching, while if the acceleration occurs in a
barrier (E ~ 10% V cm™) a value one hundred times larger would be required.
Destriau* used 60,000 oersted; Ince*® was able to apply a magnetic field as
high as 130,000 oersted. In both cases, no appreciable quenching effect was
observed.

Ince’s conclusion is that acceleration occurs thus. in a barrier. However the
author’s opinion is that we do not at present know how to compute in a
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satisfactory way the acceleration of an electron in both an electric field and a mag-
netic field. In the Hall effect too, the simple theory that considers the motion of a
free classical electron in a vacuum is sometimes (e.g. in bismuth) in considerable
‘disagreement with experiments. A high effective mass may explain the absence
of quenching. Directional effects in the conduction band may also be most
important: if the effective masses were so anisotropic that the motion of the
electron practically occurs along one direction only, the transverse magnetic
force would possibly not affect its acceleration. However this is, as yet, a mere
speculation and Ince’s experiment remains the most serious objection against
the volume acceleration theory.

2.6. Some Conditions for Good Sensitivity

(1) A good crystallization is necessary.

(2) The defects of the crystal hinder the acceleration of electrons. Traps are
such defects: willemite and the majority of ZnS phosphors giving a good
Destriau effect have little afterglow. .

(3) An electroluminescent substance may be formed by addition of donor
levels, or by the creation of surface states or a surface barrier.

In this way the following ‘recipes’ are explained. Several successive heatings
(superficial oxydization of the material) lower the electroluminescence thresholds
A ZnS + ZnO burned compound may also be used, its luminescence being
much better that that of the ZnS alone. In these two cases, ZnO acts by its

" shallow donor levels.

At the Symposium on Luminescence in Paris (May 1956), Lehmann described
the formation of electroluminescent cells by mixing a non-electroluminescent
phosphor with local heterogeneities (e.g. Cu,S or another semiconducting or
metallic powder), in the vicinity of which the field is enhanced. This enhance-
ment results from geometrical considerations (refraction of field lines of force),
even independently of any barrier formation.

Moreover, the usual methods of improving the luminescent response of
phosphors may be modified in view of application to electroluminescence
phenomena, e.g. the concentration optimum, and sensitization??.

2.7. Electroluminescence of Organic Substances

Bernanose and his co-workers?8 -have found that some organic substances
(gonacrin, acridine orange) emit light when an electric field is applied. This
phenomenon is ruled by the same empirical laws as inorganic electrolumin-
escence; the formula (3) holds for the brightness versus voltage relation, waves
of brightness are out of phase with voltage, etc.

However the value of b is somewhat higher and equation (9) leads to smaller
‘electronic paths; & is found of the order of the molecular size. Thus the accelera-
tion theory is perhaps still valid in the organic case.

But the higher values of b suggest the alternative possibility of a direct
excitation of the molecule by the field. Bernanose#? has discussed this mechanism
in the following way: Let ¢, and i, be the molecular wave functions respectively
in the normal and the excited state. The field F, applied in the x direction,
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is considered as producing a small perturbation — gEx, thus the first order
perturbed ¢ may be written:

b=y — J (— 9ER) iy dr da

€6

. (37)

b=y — ey, .. (38)

. T !
Mg is the matrix element of the dipole moment. The emission rate is thus;
‘ E? py? -
(.__ez_ezxq-l ... (39
where 7 is the mean life of the excited state. Values of = ~ 10~7 sec, whence
@~ 10718 e.s.u., lead to a satisfactory experimental fit.

CARRIER-INJECTION ELECTROLUMINESCENCE

3.1. Low Fields Phenomena

Injection of electrons into a P-type material, or of holes into an N-type one,
produces a large number of recombinations; some of them may be radiative.

The effect shown by silicon carbide has been extensively studied. LossewS5?: 51
observed two types of luminescence:

(1) ‘Luminescence I’, which is blue-green and occurs in localized spots when

- the crystal is biased in the blocking direction.

(2) ‘Luminescence II’, which is generally yellow and extends over the surface
of the crystal near the electrode when the crystal is biased in the forward
direction.

‘Luminescence I' is ascribed to field emission phenomena. ‘Luminescence IT’
is quite different. Lehovec5? et al. proposed the theory for ‘Luminescence I’
accepted at present. :

The inside of the crystal is generally P-type, thus the activators are normally
empty. The samples which exhibit luminescence II are assumed to be N-type
at their surface. The forward direction thus corresponds to the surface negative
and is accompanied by electron injection in the P-type region (hole injection
in the N-type region also occurs). One observes therefore the emission spectra
of the activators (Figure 12). The nature of these activators is as yet unknown;
Sch6n®® and Szigeti®* have experimentally derived their energy levels spectrum.

In contrast with ‘intrinsic’ electroluminescence, high fields are not required,
but a current must pass through the crystal, while intrinsic electroluminescence
is observed even with a crystal not placed in contact with electrodes. The light
output B is a linear function of the current I with a small threshold5;

B=al -5 ... (40)

Moreover, the brightness waves observed with an SiC rectifier do not show
the out-of-phase character of the brightness waves in zinc sulphide electro-
luminescence® (Figure 13, on plate, facing p. 255).

Such carrier injection phenomena have also been observed5$: 57 in germanium
or silicon, with artificially made P-N junctions. If the material is very pure,
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direct band-to-band electron—hole recombination occurs (a phonon is generally
emitted in addition to the photon, in order to conserve the total impulse). The
emission spectrum ¥(v) is conveniently described by the theoretical formula:

Fo) = e W1 — exp (— wd)] ... (41)

where «, is the absorption coefficient of the material and d is the thickness of
the sample. The bracket takes into account the re-absorption of the emitted
light in the emitting region and depends on the geometry of the specimen.
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Figure 12. Energy diagrams for a P-N junction without an

applied field (A) and for current flow in the forward direction

with subsequent injection of minority charge carriers (B).
From Lehovec, Accardo, Jamgochian®®.

As a result of the occurence of this term, the maximum of J(») is obtained for:
hy ~ eg ' ... (42)

g the energy gap (A ~ 1-8 microns for germanium)..

Injection phenomena may also be observed without using a P-N junction;
if holes are injected through a metal point—contact into an N-type material,
light appears in the neighbourhood of the contact. This was done by Aigrain®e.
The wavelength of the emitted radiation was found to be A > 2 microns
(between 2 and 6 microns). The phenomenon was first ascribed to electron-hole
recombination in two steps on crystal defects, but now seems more probably
due to hole acceleration electroluminescence (see sub-section 2.5, a short
discussion of carrier acceleration in non-polar crystals). Light trapping effect
are most important in germanium and may be avoided by an appropriate choice
of the shape of the specimen (Weierstrass sphere with the cat’s whisker placed
at the Weierstrass point).
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Injection electroluminescence has also been observed upon Group III-V .
semiconductors®® 0, The reported brightness waves are in phase with voltage,

The Kinetics of the Radiative Recombination

The radiative electron-hole recombination may be reasonably assumed to be
‘bimolecular’®: 2 in the sense of this word used in Ref. 17, z.e. that according
to the large electronic paths in germanium (10-5 cm) and the occurrence of a
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COMPONENT
"‘V\‘ (rjqo-' IJ‘
1 ll ' :
I {
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! { ! !
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| { { ]
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(o] v 2w

APPLIED VOLTAGE
Figure 14. The ‘out of phase’ and the ‘in phase’ components obtained by Piper and Williams®®.

field, an electron may recombine with a large number of holes or centres. But
if the majority carrier concentration is very large, the majority carrier density
may appear as a constant and the bimolecular mechanism will result in an
approximate first order kinetics depending on the minority carrier density?.
The brightness B is thus proportional to the current and not to its square:
see formula (40). High carrier density favours band-to-band radiative recombi-
nations?, low carrier density favours recombinations on crystal defects (activators
in SiC, non-radiative centres in germanium).

3.2. Field Emission Luminescence Phenomena

Single crystals of zinc sulphide tightened between metal electrodes show,
besides the normal electroluminescence which is out of phase with the applied
potential, an ‘in-phase’ brightness wave component (Piper and Williams?3).
The spectra of the two components are the same. The ‘in-phase’ component
appears above a higher voltage threshold and then increases faster with voltage
than the normal component. In such crystals a current passes through the
material; Frankl3 reports that the in-phase output is proportional to this
current, Quite the reverse of normal electroluminescence, the emission occurs
with D.C. currents. This is ascribed to a field emission phenomenon: electrons
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emitted by the cathode are accelerated and then excite the light centres as in
intrinsic electroluminescence. But the electron supply is quite different.

Such an emission has also been reported on CdS crystals®: 63, Luminescence I
of carborundum is probably due to a similar mechanism, in the same way as
the occurrence of yellow spots found by Newman® in silicon P-N junctions
biased in the blocking direction.
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Figure 15. The quenching effect®®. The exciting radiation is applied at t, while the field
ts applied at t, and removed at t;.

4. ELECTROPHOTOLUMINESCENCE AND OTHER EFFECTS

4.1, The Gudden-Pohl Effect

. Many phosphors which have been previously excited (u.v.-, X-, or a-excita~
tion) show a momentary surillumination if an electric field is applied during
the decay®. This effect differs from electroluminescence primarily by the
requirement of a previous excitation; moreover even with A.C. fields, the eye
observes only a flash and not a continuous light emission. Electrophotolumin-
escence is ascribed to the field emptying of filled traps, while electroluminescence
consists in a field-excitation of centres® 7.

The fields required for electrophotoluminescence are generally smaller, but
not very much, than those used for intrinsic electroluminescence. Let & be the
average path introduced in sub-section 2.2; the electric field E ionizes the
traps whose depths E,; are less than:

By < gE% C.(#3)

As in electroluminescence, a direct action of the field on the localized level
does not seem to be the case.

The electrons freed from the traps may recombine with the centres emptied
by the previous excitation: hence the light emission even if the field cannot
excite new centres.

Re-trapping by means of the Gudden~Pohl effect has been studied by
Mattler and Curiels,

It seems that the field ionizes only a small number of traps; thermolumin-
escence and ir. stimulation are still possible after the action of the field (on
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the contrary, field application after thermoluminescence or stimulation does
not produce any emission?). A large number of traps, especially among those
that are directly associated with the centres, may be protected against the action
of the conduction electrons by localized potential barriers around the trap—centre
system (but, on the other hand, the field may empty some donor levels or

o5

"5 20 40 60 80 95
FIELD STRENGTH (ARBITRARY UNITS)

Figure 16. Field dependence of the q hing effect at
various temperatures®.

surface traps that are not involved in ordinary phosphorescence phenomenon
but possibly act during i.r. stimulation). The shallow part of the glow curve
seems to be weakened by the field, but a large re-trapping effect into the deep
traps may enhance the corresponding part of the glow curve? Destriau and
Mattler have given evidence for directional effects®®: immediately after the
Gudden—Pohl flash and without further. excitation, a second flash is observed
with a field applied in a direction perpendicular to the first one.

" The duration of the flash is long enough to allow the study of several bright-
ness waves®’, These waves differ from those obtained in pure electrolumin-
escence by the fast decrease of their amplitude and of their shift compared to
the voltage wave. This decrease is easily understood from formula (4), the shift
being related to the internal conductivity of the phosphor.

4.2. The Quenching Effect of Electric Fields on Photoluminescence

Figure 15 shows the behaviour of many phosphors when a field is applied
during equilibrium excitation. Let B, be the brightness of the plateau obtained
without any field and B, the brightness upon field application. Destriau and
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Mattler®® have found that the curves giving the ratio (B, — B,)/B; versus the
field strength E, for a constant value of temperature T, can be superposed by a
simple change in the scale of ordinates (Figure 16).

Therefore the effect arises from a simple competition between radiative and:
non-radiative field-induced transitions. For, if Pr and Pyt are the respective
probabilities per unit time of the radiative and non-radiative recombinations,
the light efficiency 5 will be:

Pr

Mo (Wlthout ﬁeld) = m . (4‘4‘)
(with a field) = P 45)
n P; + PoT) + Pul(E) T
The expression:
By —B; __1 Pur(E)
20 1T e __ "B ... (46
B, | P PulD) 0

possesses the previous property.
Figure 16 shows, moreover, that Pp(E) must depend on T in the following
way:
Py(E) = f(T) % g(E) ... (47

where f and g are two increasing functions; the increase of f must destroy the
effect of the increase of Pp,(T). The need of a thermal activation is suggested
" (step-by-step effect, similar to those described by Vigean and Curie?® %),
Destriau has given evidence” for a near-constant character of Pn(E).
The brightness waves have been mostly studied with pulsed X-ray excitation:
they are deeply perturbed by the field? 34 %. 74. 75, The transient effects are
still more intricate and no theory of them can yet be given.

4.3. The Enhancing Effect

Sometimes, instead of B; << B, (with the symbols used in: the preceding
paragraph); one finds B; > B. The enhancing effect was first observed by
G. Destriau and M. Destriau® "7 with X-ray excitation; the samples used
showed often the quenching effect with u.v. excitation. Mattler?® has observed
an enhancement during «-ray excitation (Figure 17).

A possible enhancing effect may be foreseen from the intrinsic electrolumin-
escence theory?®: instead of field-excited electrons, the photoelectrons could
be accelerated by the field and excite other centres.

However, for the present case (high-energy excitation on powdered samples),
many features seem to rule out such a mechanism. Firstly, the enhancement is
observed with so low a threshold (see Figure 19) that electron acceleration
hardly appears possible. Then the linear or sub-linear dependence of the
enhancing ratio B,/B, versus voltage contrasts with the exponential dependence
of the electroluminescent output. (Studies by Mattler of the frequency and
temperature dependence are in progress.) Moreover the brightness waves are
nothing else but the waves observed without field, amplified in a constant
ratio™ 7¢ (Figure 18).

272



THEORIES OF ELECTROLUMINESCENCE

BRIGHTNESS

° TIME
Figure 17. The enhancing effect.

N % N\

Figure 18. Brightness waves during the enhancing effect (M. Destriau™). B, with pulsed
X-ray excitation. B, with field applied.

Excitation, by X-rays or «-rays, is ascribed to fast secondary electrons, which
are able to excite the centres before any field acceleration. In’ the author’s
opinion, the drift of electrons and holes’ produced by the field allows these
electrons to reach and excite a wider region of the phosphor. Perhaps the field
diminishes the rate of energy loss for the high-speed electrons, but probably
the larger the action of the field, the slower are the carriers. This mechanism is
not yet plain; it is not yet possible to discuss the respective parts played by
the fast electrons (impact excitation mechanism) and the slow carriers (resonance
transfer mechanism?2); but in spite of the too-small number of experiments
performed until now, it seems possible to ascribe the enhancement: effect
observed by Destriau and Mattler to a drift effect without field acceleration.

Destriau has shown? 77 that the enhancing effect under X-rays becomes
saturated when the applied voltage increases. But Mattler does not find any
approach to saturation under a-rays. This fact resembles the behaviour of the
current in an ionization chamber, which shows less tendency to- saturate at
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high ionization densities. The local density of secondary electrons is very large
in the neighbourhood of the « path: if both phenomena actually depend on
the same mechanism, this suggests the previous explanation in terms of a
drift.*

ox—RAYS

X —RAYS
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Figure 19. Field dependence of the enhancing effect (Destriau®®, Mattler's).

A pure enhancement effect has not yet been observed with u.v. excitation, if
ordinary cells (a phosphor powder embedded in an insulator) are used.

However, Gumlich® has suggested the superposition of an enhancement
effect to the quenching effect in the red part of the emitted spectrum, when an
exciting radiation falling into the fundamental absorption band of the lattice
is used.

Cusano and Williams®* have found high light amplification (B,/B, as high

as 90) with transparent phosphor films deposited by evaporation, in contact
with electrodes, when irradiated by u.v. and submitted to a field. Here, electron
acceleration in the cathode barrier, following photo-excitation (and also injection
from the cathode) may be invoked®2. The phenomenon contrasts with Destriau’s
and Mattler’s by the occurence of a voltage threshold, and by the fast increase
of the light output for higher voltages (Figure 20).
* Note added in proof. At the meeting of the Electrochemical Society (Washington, May
1957), J. Mattler gives the result of preliminary studies upon the action of temperature
in Destriau’s enhancmg effect. Quite the contrary of- pure electrolurmnescence, the
enhancing ratio B,/B, increases continuously for increasing temperatures in the range
studied (—150 to +100°C). The following simple theory has been proposed:

Let us call { the diffusion path of an electron and L > [ its mean path before capture
by a centre or a defect. When no field is applied, the electron undergoes isotropic
diffusions; after » = LI diffusions, it has only reached the distance

Xo =1v(nf3) ... (48)

from its initial place.
When a large field is applied, the travelled path x increases and tends towards L.
Whence for the enhancing ratio the limit:

E_)_N«/(“) ... (49)

L goes up for high temperatures and ! goes down: both effects produce an increase of
the enhancing ratio.
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Both enhancing effects seem to require a phosphor of the ZnS(Mn) type
t.e. whose centres are excited and not ionized. In the same way as in cathodo-
luminescence?, it seems that in the case of too-large exciting electron densities,
the ionization of centres does not lead to radiative recombinations with an

. appreciable probability.
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Figure 20. Brightness versus wvoltage Figure 21. Mechanism of the above
relation in William’s and Cusano’s enhancement effect according to Wil-
enhancement effect®®. lams®%. The centres of the auto-activated
ZnS (Cl-centres) are photoionized; elec~
trom acceleration and multiplication—
either produced by impact ionization, or
field emission phenomena from the elec-
trodes—occurs as in electroluminescence;
then the Mn-centres are excited. The
figure refers to the case of impact excita-
tion; resonance transfer also occurs.
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