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ABSTRACT

In this paper a digital
system for

decimation filter
oversampled A/D converters is

addressed. 1In order to achieve very low
passband ripples for data acquisition
converters a cascade of a comb-filter and
some bireciprocal equiripple Wave Digital
Decimation filters is applied. The
complexity of the filters is minimized by
taking into account the noise shaping of
the modulator.

A design example has been given.

I Introduction

Since the advent of VLSI technology, the

demand for performant A/D
constantly growing. Oversampled converters
are very well suited for VLSI technologies
since a high resolution can be achieved
without the need of . highly matched
components in the analog part of the
converter(1l]. The large digital part of
the converter is a digital low-pass
decimation filter whose function 1is to
filter out the noise shaped quantizatien
noise and to compress sample rate again to
a more convenient frequency.

converters is

The digital decimation
realized 1in several
work([2] we discussed a
for very high order FIR decimation filters
in Sigma-Delta converters. Such filter
realizations become however unrealistic for
very high performance A/D converters. In
this paper we will, therefore, focus on a
cascade of a simple comb-filter and some
wave digital decimation filters. The
principle motivation of this cascade is to
be able to realize efficiently b-bits data
acquistion converterg(b+yéth pass-band
ripples smaller than 2 .

filter can be
ways. In previous

design methodology

Section II will give
system to be
section III we

an overview of the
considered. Thereafter, in
will discuss the filter
transferfunctions which are needed. The
complexity of the filters has been

minimized by taking into account the noise

shaping of the modulator. Finally, in
section IV we will give a typical design
example for a 16 bits data acquisition
Sigma-Delta converter, followed by the

conclusions.

2007 Neuchatel,

Switzerland

II System overview

As stated in the introduction several
filter algorithms could be used to filter
out the quantization noise. 1In this paper
we will focus on the data acquisition
converter system of fig.(1). In this
scheme, a first filtering and decimation is
performed by a comb-decimation filter.

Their transferfunction can be expressed as:

N-1

DRI N S i
N g

i=0 -1

where N=decimation factor of the comb
filter
n=order of the comb filter (usually 2
for a first order modulator and 3 for
a second order modulator)

As Candy showed(4] such filters are
attractive candidates for a first
decimation stage since they can be
efficiently implemented. One such an
implementation using modulo arithmetic has
been described in [5]}.

The comb filter introduces a sin(x)/x
attenuation in the frequency domain. This

behaviour is the main reason to sample down
only to about 4 times the Nyquist rate with
the combfilter.

The sin(x)/x corrector in fig(l) corrects
the sin(x)/x attenuation of the combfilter.
Fig(2) shows the flowgraph of the corrector
we wused which 1is basically a lossy Wave
Digital Filter (WDF) [6]. The performance
of the corrector depends on the position in

the cascade chain of filters. The best
correction is obtained at the highest
sample rate, thus directly after the
combfilter. On the other hand, from an

implementation point of view’
better to operate this filter

it would be
at the lowest

possible rate. Therefore, the definite
position of the corrector will depend on
the application and the desired correction
performance.

The coefficients of the corrector are
determined by applying a Newton-Raphson
iteration algorithm which minimizes the

remaining passband ripple after correction.
In this way remaining passband ripp1e§5 can
be achieved which are smaller than 10 dB.

Reprinted from IEEE Proc. ISCAS’88, pp. 2327-2330, June 1988.
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chain of
cascade of

After the sin(x)/x corrector the
fig(l) continues with a

bireciprocal equiripple  wave Digital
lattice Filters(7]. Between each WDF a
decimation by a factor of two is performed.

The advantages or this cascade are in this
context threefold:

a). The passband behaviour and the
coeffients sensibility in the passband are

As explained
converters
"poorer"
important
filter
first

excellent for WDF structures.
before, for data acquisition
this is of prime importance. The
stopband properties are less
because we do not need very severe
characteristics due “to the
prefiltering by the comb filter.
b). For bireciprocal WDF's complexity
reduced by the possibility of an
interchangeability between sample rate
compression and filtering function.
Concretely, this means that decimation (by
a factor of two) can be performed before
filtering and therefore each WDF will
operate at only half of 1its sample
frequency. Furthermore, bireciprocal WwDF
strucures do use only (N-1)/2
multiplications for a filter order N{7].
c). Bireciprocal WDF’'s are inherently
scaled in an optimum way for sinusoidal
signals[7].

is

In the next section we will discuss the
filter characteristics of the WDF's which
are needed and the different design

trade-off’s which have to be made.

III The required filter complexity for the
WDF's

The main system parameters of interest are
the imposed passband ripple and the
tolerated loss in SNR due to the non-ideal
filtering. With these parameters one
should try to fix the filter specifications
leading to a minimum overall filter
complexity. 1In this section we will review
successively the 1loss in SNR, the WDF
filter specifications, the finite
wordlength effects and some architectural
issues.

III.1 Loss
filtering

of SNR due to non-ideal

Following the same reasoning as in [2], the
converter will 1loose due to non-ideal
filtering

SNR-loss = 10 log [1+P2/Pl]

where Pl=power of the quantization noise in
the baseband
P2=power of the quantization noise
after filtering outside the
baseband

that
into

Assuming
injected
modulator was white,
formula’s for the

after the combfilter.

the
the

quantization noise
comparator of the
Candy[4) derived
noise spectral density

Knowing this spectal

dgnsity we can calculate for different
filter parameters the resulting loss in
SNR.
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Obviously, as discussed in (2,3] the loss
in SNR should be compensated by an
"overdimensioning" of the oversampling rate
pushing more quantization noise outside the
baseband. Similar performance trade-off’s
between the analog loop and the complexity
of the decimation filter as proposed for
FIR filters [3] are valid for the in this
paper presented system.

I11.2 The filter specifications

Starting from the tolerated SNR 1loss and
the passband ripple to be achieved we will
determine in this subsection the optimum
filter specifications leading to a minimum.
complexity. We will demonstrate this for a
cascade of two bireciprocal WDF'’s but the
results can be easily generalized.

Fig.(3). defines the parameters
should be fixed.

which

noise
This
a

Due to the noise shaping most of the
is rejected into higher frequencies.
means that in order to conserve
reasonnable SNR we should require

asl > as2 [dB] (1)

For bireciprocal WDF this inherently means:

apl < ap2 [dB] (2)
Furthermore in order to satisfy the
passband ripple we require:

apl + ap2 = ap [(dB] (3)

The first WDF should normally avoid the

aliasing of the [Fcl/2-Fmax, Fcl/2) band
into the baseband, but due to the fact that
only bireciprocal filters are considered,
the passband edge continues until Fcl/8 and

therefore the second filter can not filter
out any noise in the [Fmax, Fcl/8] range.
Hence, our Fsl choice is fixed as:

Fsl = 3/4 * Fcl/2 (4)
Due to the bireciprocal WDF option the
parameters asl and as2 are related to
respectively apl and ap2. This together

with (3) and (4) implies that Fs2 and ap2
remain the only real degrees of freedom.

fig.(4) scans the
different possible values of Fs2 and ap2.
Each time, the orders nl and n2 of both
WDF's and the resulting SNR loss are
outputted. For a given maximum loss of SNR
we can sort out the satisfying couples
(nl,n2). It turns out that for a large
majority of applications the couple which
minimizes the chip complexity can easily be
found by minimizing (nl+n2).

The algorithm of

I11.3. Finite wordlength effects
The finite wordlength of the coefficients
affect obviously the transferfunctions of

the sin(x)/x corrector and the WDF'’s. Due
to the excellent sensitivity properties of



WDF's the number of bits on which the
coefficients should be coded can be kept
surprisingly low while still satisfying the
transferfunction.

The inevitable wordlength truncation after
each multiplication introduces extra noise
sources, which degrade again the SNR.
I111.4. Architectural issues

The comb filter in the chain of fig (1) can
be efficiently implemented by using the
algorithmic decomposition proposed in [5],
whereas the sin(x)/x corrector and the
WDF's can efficiently be implemented by the
microprogram controlled datapath of fig(5).
This datapath essentially consists of a
programmable barrel shifter cascaded with
an addition unit. Compared to e.g.[8] the
architecture hds been slightly changed
(i.e. two slave-accumulators + some
multiplexers) in order to be able to handle
more efficiently the rather complicated
flowgraph of WDF's.

IV A design example

In this design example we will consider the
design of a digital decimation filter for a
16 bits Sigma-Delta A/D converter. Fig.(6)
resumes the main characteristics which have
been imposed.

In this example we will first sample down
the oversampling frequency by the
combfilter with a factor 78. This means

that the output of the combfilter operates

at 32 kHz. Since the imposed pass-band
ripple is severe, the sin(x)/x corrector
should be placed directly after the
combfilter thus operating also at 32 kHz.
In this case all coefficients of the
sin(x)/x corrector can be coded on 11 bits.
The resulting passband ripple after
correction is 3.7E-6 dB.

After this correction a cascade of two

WDF's has been dimensionned.. Fig.(7) gives
the best solution for the tolerated SNR
loss. Thus, by taking N1=5 and N2=9
(orders should always be impair) the filter
characteristics can be realized. Figs.
(8) and (9) give a graphical
representation(9] the imposed filter
specifications and the transferfunctions
for coefficients coded on 8 bits.

of

——COMB ICORR

V Conclusions

The proposed cascade of filters allows to
design efficiently decimation filters for
oversampled Sigma-Delta data acquisition
converters. The needed filter
specifications are derived from the noise
spectral density function at the output of

the modulator in view of minimizing the
complexity of the filters.
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fig.2 Flow-graph of the sinX/X corrector.
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fig.l Decimation filter structure to be considered.
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User's specifications :

Fmax=? Fcout=?
SNR_loss=? ap=?
Algorithm :

Fp2:=Fcout/2; Fpl:=Fcout;
Fsl:=3/2*Fcout; Fs2:=Fp2+epsilon;
while Fs2<(Fcout-Fmax) do

o begin
N ap;:=ap/2;
Fmax Fp2 Fa2 Feou fe foa Froquency while ggé;:p do
e apl:=ap-ap2;
Fmax = maximum signal input freguency. asl:=fct(apl);
Fcout = output rate of the converter. as2:=fct(ap2);
ol i ebbunecdee of Soth wor. Sraeimliofet(ap2,as2,Fa2) )
- nd- e o - . Ehad . . ’
r;; = Z;‘;E gandsegge ofli-th WDF . snn_lEss:-fcg(apl.apz,asl,as2,Fsl,rs2);
This corresponds for bireciprocal WDF's to Fci/4. ap2:i=ap2+epsilon2;
The attenuation at this frequency is 3 dB. end;
api = passband ripple of i-th WDF in dB. SsZ:-F52+epsilon1;
end;

ap = sum of api.
asi = stopband attenuation of i-th WDF in dB.

fig.3

RAM

c-8s

c2 1

Fig-5. Architecture of the datapath

SPEC nome: SO0 FILTER nomes: 195 104 COb
4/

90.00

67.50
@
kil

45.00}
S
<
=
[ve]
= 22.50
-

0.00 [P
c.0 3200.0 6400.0 9600.0 17800.0 16000.0

TO4 = Transfertfunction of first WOF with

coefficients coded on 8 bits.

Freauency 1]

TO3 = Transfertfunction of second WDF with

coefficients coded on 8 bits.

C05 = Cascade of T03 and TO4.

fig.8 Transfertfunction of the WDF's cascade for
2 16 bits A/D converter.

parameter definition for the filterspecifications.

fig.4
Algorithm determining the possible couples (nl,n2).

nbr_of significant bits 16 bits
passband ripple 10E-4 ds
tolerated SNR-loss 5 dB
max. freq. of input signal 3.4 kHz
output rate 8 kHz
order of analog loop 2
oversamping frequency calculated 2496 kHz
with program described in (3]
fig 6. characteristics of the 16 bits data
acquisition A/D converter
Fsl 12 kHz
Fs2 4.6 kHz
apl 3.4E-5 dB
ap2 6.6E-5 dB
asl 51 ds
as2 48 dB
nl 4.18
n2 7.15
SNR_loss 4.6 dB
fig. 7. optimum filter specifications leading to a
minimum ccmplexity
SPEC nome: SO0 FILTER names: T03 104 co5
1
5.107
E 0
&
s
3
E 50
-
0 . RN J
0.0 800.0 1600.0 2400.0 3200.0 4000.0
T04 - Passband behaviour of first WDF with
coefficients coded on 8 bits.
T03 = Passband behaviour of second WDF with Frequency [HZ]
coefficients coded on 8 bits.
C05 = Cascade of T03 and TO04.

Passband behaviour of the WDF's cascade for
a 16 bits A/D converter.

fig.9
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ABSTRACT

A design methodology is presented for FIR decima-
tion filters in sigma delta A/D converters. The
realized filter transfer function takes into
account the noise shaping in order to minimize
filter complexity. A simulated annealing optimiza-
tion is performed to minimize the wordlength of
the filter coefficients. This reduces typically
the wordlength with two bits compared to classical
approaches.

The methodology has been integrated in a CAD-tool
for the design of high performance analog circuits.
This permits to make rapidly trade-off's between
the performance requiremenrts of the analog loop and
the complexity of the decimation filter. A design
example has been given.

I. INTRODUCTION

Decimation is the process of sample rate reduction
in digital filters. Usually this is done by FIR
filters because of the interchangeability between
sample rate compression and filtering functions 0l
A typical and popular application is that of a FIR
decimation filter for oversampled A/D converters.
In this case, due to the high performance require-
ments (narrow base-band and transition range, high
stop-band attenuation), high filter orders are
required. Often, this is still realizable in an
efficient way, since the multiplications of the
innerproducts are reduced to simple additions/subs-
tractions. Fig. 1 shows the basic architecture of
this solution [2]. The ROM which contains half of
the coefficients of a symmetric FIR filter is
scanned with an up-down counter, whereas the convo-
lution sum between coefficient and data is accumul-
ated.

The accumulator has L-coef full adder (FA) slices.
On the ROM-side, L+1 bits has to be connected to
the logical "0". The NXOR function between the
sign-bit of the coefficients and the output of the
analog loop determines whether an addition or a
substraction is performed.

Time multiplexing on M adders can be used in order
to handle oversampling rates of 1/M times the fil-
ter order N. In this case, either the ROM should be
enlarged with new tables (fig. 1) or a shuffie net-
work should be applied Eﬂ. If a new table is added
to the ROM, the new up-down counter should start

operation N/M clock cycles later than its predec-
essor.

Other interesting realizations which are recently
published are based on dump- and accumulate fil-
ters [3] or using an IIR configuration [4]. As

such approaches are only appropriate for decimation
down to 4 times the Nyquist rate, a second decima-
tion stage should be used to arrive at the Nyquist
rate.

In this paper we will, therefore, only focus on the
architecture of fig. 1. First, we will discuss the
filter transfer function which is needed. The com-
plexity of .the filter is minimized by taking into
account the noise shaping. Furthermore, the most
important trade-off's between the performance
requirements of the analog loop and the complexity
of the decimation filter are discussed.

In sections III and IV, a simulated annealing
optimization is presented for the minimization of

‘the wordlength of the filter coefficients. Finally,

the software environment into which the methodology
has been integrated is discussed and a design exam-
ple is given.

I1. THE REQUIRED FILTER COMPLEXITY

The SNR of the A/D converter can be calculated if
the spectral density of the quantization noise at
the output of the = -& modulator is known. This
spectral density can be easily derived by recog-
nizing that the sum_of the signal and the noise
power is equal to VDD' As the power of the input
signal is

2 Vin 2

Voolv//™ | ¢
DD in,max
where Vzn ax 1S the full scale input signal, the
power o} tWe quantization noise is given by:
2 V. 2
in
=V 1 - (1)
N BD Vin,max

P

Assuming that the quantization noise injected into

the comparator is white, it can be deduced that the
noise spectral density at the output of the modul-

ator is given by:

Yin 2 le(f)I
W)

W e Te06)] of
X

2
S (f) =V 1-
nn DD in,max

Reprinted from IEEE Proc. ISCAS’87, pp. 479-482, May 1987.

453



where: T (f) = noise transfer function

fH = sample frequency.

The decimation filter function can be splitted up
into three parts (fig. 2) and the noise contribu-
tions of each part can be calculated.

In the base-band, the power of the noise is given

by: f
Sl 2 l
T°(f)} df
-v¢ |- Vin 2]. '£
0o Vin,max

f,,/2
In the transition band, it is given by:

.!;H 'Tz(f)ldf
P2 = Voo [ ‘X‘in_" Z] :

(3)

£+ of e mx (f-f ]2

s .

j}ss 'Tz(f), . ," o

5 (4)
Jﬁ ,rz(f)[ o

Finally, for the stop-band, the noise power is

given by:
2]

R N T
3 0D vin,max
f,/2

j;: H+5f §s? of
s

: (5)
fu/2 [12(¢) | af
f |75

2 [l_ Yin 2] 2 f,
< 0D vin,max | s - 2
e
[ |tun] e
(o]

By supposing a sinusoidal input signal with ampli-
tude A, the SNR is given by
7 =% Vg,
in,max
Pyt Pyt Py

For an ideal low pass filter, the SNR would be:

(6)

SNR = 10.Log

DD

SNR = 10. Log ——"aMmax

1

Thus, due to the non-ideal filtering of the noise,
the converter will loose:
] (8)

(7)

P P
N 2, 3
SNR = 10. Log [] + P] + p]

of its signal to noise ratio.
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On the other hand, for full scale input signals
(A =V, ), a n-bits converter requires a SNR of:

SNR > 20. Log 2™

(9)
Thus, in order to satisfy (6) and (9), the follow-
ing equation should hold:

P] + P2 + P3

7
Voo

2n+3

s 3) (10)

Likewise, an ideal decimation filter :equires that:

1 ] 2n+3 (1)
‘;5-' <)
DD
where P /Vg is proportional to the third or fifth
power o} f 9f for respectively a first and second

order sigmg-dglta converter.

Equation (10) shows that a trade-off between the
performance requirements of the analog part (over-
sampling rate) and the digital part should be made.
Either P, is chosen much smaller than (11) and the
filter p;rformances are relaxed or it is chosen
close to (11) and the filter performances are en-
hanced.

From (8), it is clear that if a X dB loss of SNR in
the decimation filter is accepted, then the follow-
ing equations should be satisfied:

fs+ Sf

2
f-f 2
Jé. ITZ(f)] {1 —=2| df + 8.2
s [ _1nX/10
- =10%/10_4
s .2
JRRIEUINT (12)
0
and  p -X/10
IR [ (13)
2 2n+3
VDD 2

Thus, we should calculate 5f and §s in such a way
that a minimal filter order Nmin is obtained for a
given loss of X dB SNR. As the order of a FIR can

be approximated as (5]

-10 log{Sp * $s)-15
14,86 f

we should minimize N under the constraint of (12).
However, as N can only take multiple values of

f. /f_(f = output rate of the digital filter), the
m?niHiziﬂg of the filter's complexity can still be
a little refined. The margin between M.fh/fn and
Nmin can be exploited by takingbf as small as
possible. Consequently, for the same SNR loss, the
stop-band attenuation requirement & s can be relax-
ed and can, therefore, reduce the wordlength of the
coefficients [8].

N = fh + 1 (14)




[II. FINITE WORDLENGTH OF THE COEFFICIENTS

Obviously, while satisfying the specifications, the
coefficients of the filter should be calculated
with a minimal finite wordlength. Traditionally

this problem is tackled by applying the Remez-
algorithm [6,7] for the design of an infinite preci-
sion solution. A b-bit finite wordlength solution

is then found by rounding or truncation of the
coefficients to b-bit.

In Dﬂ it has been pointed out that a substantial
(5-7 dB) improvement in the stop-band can be obtain-
ed if the discrete constraint on the coefficients is
included in the optimization process. Mixed Integer
Programming can, at the expense of much CPU time

and for low filter orders be used for this optimi-
zation [8].

As our filters will have a very high order (200-
-4000 taps), we can rule out this optimization
method. Therefore, we applied a simulated annealing
optimization algorithm [9].

IV. SIMULATED ANNEALING OPTIMIZATION
OF THE WORDLENGTH

The optimization problem can be stated as follows:

Given a FIR filter of order N, find coeffi-
cients which can all be coded with a minimum
number of L-coef bits and a maximum number of
L-leading zero bits (see fig. 1, definition
representation of coefficients) and which res-
pect the imposed transfer function H(jw).

An initial solution can be found by synthesizing
the infinite precision filter combined with coeffi-
cients rounding. Such a solution can be optimized
with simulated annealing. The basic ideas behind
this optimization are:

1) Choose at random a coefficient h(k).
2) Choose at random a small coefficient
change $h(k).

3) Establish a cost (=energy) function.
This function should be a function of
1(h(k)), L-coef(h(k)) and the difference
between the target transfer function and
the actual transfer function.

4) The cost-function can easily be updated in
an incremental way for small changes of
h(k). It is easy to derive that:

S H{jw) 1 k =0
Sh(k) = | 2cos(2Tk) k<»0

5) In order to avoid a prohibitive CPU-time,
an adaptive number of iterations per tem-
perature step and an adaptive temperature
scheme has been implemented as in [10].
The number of iterations per temperature
step is determined by building up a Markov
chain. After reaching a steady state be-
haviour, the annealing is continued at a
lTower temperature. This new temperature is
also chosen as a function of the length of
the Markov chain. In this way, the optimiza-

tion takes a CPU-time which is in the same
order of magnitude as the synthesis of the
infinite coefficients, i.e. a few minutes

on a VAX 8600 computer.

V. SOFTWARE ENVIRONMENT

The synthesis of decimation filters and its
optimization for sigma-delta converters have been
incorporated in a CAD-tool for the design of high-
performance analog circuits L\ﬂ . As this tool is,
amongst others, also able to synthetize the analog
loop of the A/D converter (1st and 2nd order), a
trade-of f between the required performances of both
parts of the converter can easily be made. This
performance trade-off depends strongly on the
application and the available VLSI technology.
Therefore, such a tool is absolutely necessary for
a fast "customization" of a state of the art A/D
converter.

VI. DESIGN EXAMPLE

We will illustrate the design of the sigma-delta
decimation filter and its optimization by means of
a very simple example. Consider as example the
design of a 8-bit first order sigma-delta A/D con-
verter. Following the methodology proposed above,
we find:

SNR loss in filter = 6 dB (imposed)
5 = 11 dB ("
P
fn = B8 kHz ( " )
fS = 4 kHz (" )
fH = 800 kHz
M = 4 adders
N = 400
5{ = 5,09 kHz
IR = 62,7 dB

An initial synthesis of the coefficients in infinite
precision with rounding of the coefficients [7]
reveals that we should take L-coef = 18, L = 6 in
order to satisfy the requirements. Thus a 12 bits
wordlength of the coefficients should be implement-
ed in the ROM-memory. A simulated annealing optimi-
zation reduced L-coef to 17 bits and increased 1 to
7 bits. Thus after optimization only wordlengths of
10 bits are necessary for the ROM-implementation.
Fig. 3 shows the transfer function before and after
the simulated annealing optimization.

VII. CONCLUSION

The design of decimation filters for sigma-delta
converters can efficiently be realized by a high
order FIR filter. A simulated annealing optimi-
zation has been proposed to reduce the wordlength
of the coefficients with several bits.

The synthesis and optimization of the decimation
filter has, together with the synthesizing of the
analog loop, been integrated in a CAD-tool, enab-
ling us to make rapidly suitable trade-off's
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between the required performances of both parts.

Eomf further examples of this trade-off are given
12).

[1]

Fig.
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ABSTRACT

A novel architecture of one stage Comb
decimation filters for Sigma  Delta
Modulators is described. It performs the
decimation of a 1 bit oversampled modulator
output to an arbitrary lower output
freguency.

The use of modulo arithmetic throughout the
filter together with the proposed
algorithmic decomposition allows a low
power and area efficient implementation.
This also avoids the storing of - the
coefficients in a ROM or the generation of
the coefficients with rather complicated
up/down counters.

The architecture is applicablﬁ to all comb
decimation filters with sinc (f) response.
A filter with k=3 and a programmable
decimation factor has been integrated in a
3 uym CMOS process.

1. INTRODUCTION

with the advent of VLSI technology,
oversampled Sigma-Delta  modulators are
becoming more and more popular for A/D
conversion. The reason 1is that a large
resolution can be obtained without highly
matched components(1l]. The converter
consists of two parts: a relative small
analog modulator and a large digital
decimation filter. The oversampled -analog
modulator shapes the quantization noise in
such a way that most of it is pushed into
the higher frequencies. There this noise
can be filtered out by a digital 1low pass
filter. A frequency decimation is
simultaneously performed in order to sample
down the oversampled frequency to a more
convenient one.

In previous work we presented a design
methodology for of very long equiripple FIR
decimation filters{2). Furthermore, in [3)
the front-end of a silicon compiler for
sigma-delta converters has been discussed
which is able to determine the system
parameters of the converter
(clock-frequency, filter characteristics,
voltage reference specifications etc.)
starting from the system-specifications (nb
of bits, gain error, offset error etc).

In this paper, we will focus on a
non-convential architecture for comb
decimation filters. As Candy(4] showed,
such filters are attractive candidates for
replacing the very 1long equiripple FIR
decimation filters(1,2].

Their transfer function can be expressed
as:

-N k
L (1)

LU
=) (&
i=0 LI

N=decimation factor

k=order of the comb filter (usually
2 for a first order modulator and
3 for a second order modulator)

where:

In the time domain the behaviour of the
decimation filter is to output after each N
input samples a sample which is a weighted
average of the last (N-1)*k+l 1input
samples. The frequency response of the
filter is:

H(jw)= (sin (wNT)/(N*sin (wT)))* (2)

Due to this sinc(f) attenuation we can with
this filter only sample down to about 4
times the Nyquist rate[4]. Then a second
decimation stage should be used to arrive
at the Nyquist rate. In [5] we describe
Wave Digital Decimation filters which are
suitable for this task.

2. ARCHITECTURAL CONSIDERATIONS

Equation (1) can be realized in several
ways.

An obvious attempt is to store the N*k
filter coefficients in a ROM and to perform
directly the convolution equation.
However, because of the fact that one
output sample should be delivered after N
input samples, time multiplexing on k
accumulators is necessary. The architectue
will strongly resemble the one described in
[1,2].

A more subtle variant is described in (6]
for the special case k=3. The coefficients
are not stored in a ROM but generated by
rather complicated up/down counter
combinations. Time-multplexing on k=3
accumulators is of course still required.

Reprinted from IEEE Proc. ICASSP’88, pp. 2001-2004, April 1988.
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Fig(l) shows an architecture presented in
{7} for k=3. The transfer function has
been_ﬁpiitted up into a FIR part realizing
(lzi ) QTd K an IIR part realizing
(z “/(1-2 7)) The disadvantage of this
architecture 1is that one should implement
N*k shift registers for the FIR part.
Despite the fact that the input is often
coded on one bit only, this necessitates a
substantial area (N is usually >100).
Moreover, as the decimation can only be
done after the IIR part, the whole filter
operates at the oversampling rate.

The attractive alternative we focussed on
is depicted in fig(2). In this case we
interchanged the IIR and FIR parts. This
allows a decimation in bgﬁween the IIR and
FIR payts and therefore z can be replaced
by z . As a consequence we will use
significantly less memory and less power
consumption than the previous
decomposition.

The recursive stage of the filter structure
in fig(2) has a pole at z=1 which is not
asymptotically stable and therefore may
overflow. It can, however, be proven[8]
that overflow can be avoided by wusing a
modulo arithmetic system (or a ‘"wrap
around") everywhere in the system.

A sufficient condition for the filter to
work correctly iﬁ to choose a modulo which
is larger than (N +1)*D, where D 1is the
dynamic range of the input signal. For
Sigma-Delta converters the dynamic range D
is wusually only one bit. Due to this
limited dynamic inputrange modulo
arithmetic comb filters are very suitable
for this kind of VLSI applicasionﬁ. Note
that by taking a modulo 27>(N"+1) all
calculations can be performed by ordinary
two complement’s operators. Carry handling

can simply be ignored.

The crucial difference between the
decomposition of figs. (1) and (2) is the
different need for memory resources in both
FIR parts. The FIR part of fig. (1) will
need N*k bit locations yhereas the
structure of fig(2) needs k“*log,(N) bit
locations for its FIR part. Thig means
that for k=3 and N>16 the latter will take
less memory locations. Besides, in fig(1)
all bits should be organized in a large N*k
shiftregister, whereas in fig(2) bit
locations could be advantageously organized
in a small k words of k*log,(N) bits RAM.
This difference in memor requirements
compensates largely the slightly more
complex IIR part of fig(2). (i.e. in
fig(2) all integrators wuse everywhere
b-bits, whereas in fig(l) the first and
second integrator can eventually be
implemented with a few bits less.) The
b-bits additions in the FIR part of fig.(2)
are performed at the lower frequency and
therefore timemultiplexing could be done on
serial adders, making the FIR adder
complexity comparable to the FIR adder
complexity of fig. (1).

3. VLSI IMPLEMENTATION

The structure of fig(2) has been integrated
in a 3 um CMOS technology. For this
integration we focussed on a minimum
complexity for the control unit and a
maximum layout reqularity. Moreover, by
making the decimation factor programmable,
the inherent trade-off between conversion
speed and resolution has been exploited.
In this way the same chip can be used for
several applications.

The integrators of the IIR part - are
directly "mapped into silicon”, i.e. each
integrator has his own adder and no
multiplexing is performed due to a limited
system clock. Because of the significantly
lower speed of the FIR part such a direct
mapping of this part would spoil much area.
Therefore we implemgnted,thejcalculation of
(l1-2 )7 = 1-3z “+3z “-2 with the
distributed arithmetic architecture of
fig(3). The state variables are written
horizontally word by word and read
vertically bitslice by bitslice. 1In order
to avoid shifting of state variables a
"wrap-around" pointer mechanism provides
the new memory location where the data from
the IIR part can be stored.

Obviously by using a "wrap-around" pointer
mechanism for the state variables we should
indicate to the ROM in which order the
state variables are classified. This means
that 2 extra address lines are needed.

As the ROM output wordlength can be coded
ong 4 bits, the ROM will contain only
(27)*4=256 bits. With such a small ROM we
can even suppress the adder by performing
the add functions also in the ROM (fig(4)).
The resulting ROM will still be acceptable
small (2048 bits) and the layout regularity
will be significantly improved.

Fig (5) shows the <chip photo of the
circuit. The total number,of transistors
is 7800 on an area of 3.5 mm”~ (3 um CMOS).
The oversampling frequency was 40kHz and
the decimation factor N  programmable.
Power consumption is 5 wA at 1.5 Volts.
First silicon was working.

4. CONCLUSIONS

The proposed decomposition together with
the use of modulo arithmetic througoutr the
filter leads to a very compact, flexible
and extensible architecture of Comb
decimation filters for I-§ converters. It
is also very suitable for comb filters in
the recently proposed multi-bits
"interleaved" modulators(9].

Furthermore, if speed becomes a bottleneck
for the structure the throughput can be

elegantly enhanced by applying Residue
Number System (RNS) arithmetic [10). In
this case, the filter structyre (£fig(2))

with one large modulo (m>N"+1) could be
splitted up in sexeral units with smaller
modulo’s (MN_.>=N+1). The RNS encoding is
for our plications obviously not
necessary (the input is coded on 1 bit),
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whereas the RNS decoding can
after

be
thus

performed

decimation at a

and

significantly lower rate.
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Nine Digital Filters for Decimation and Interpolation

DAVID J. GOODMAN, MEMBER, IEEE, AND MICHAEL J. CAREY

Abstract -Filtering is necessary in decimation (decrcasing the sam-
pling rate of) or interpolation (increasing the sampling rate of) a digital
signal. If the rate change is substantial, the process is more efficient
when the decimation or interpolation occurs in stages rather than in
one step. Half-band filters are particularly efficient for effecting octave
changes in sampling rate and nine digital filters are presented, eight of
them half-band filters, to be used as components of multistage inter-
polators and decimators. Also presented is a procedure for combining
the filters to produce multistage designs that meet a very wide range of
accuracy requirements (stopband attenuation to 77 dB, passband ripple
as low as 0.00014).

The nine filters admit changes betwcen sampling rates above 4W,
where W is the nominal bandwidth of the signal. Established design
techniques may be used to obtain efficient filters for conversion
between 4W Hz sampling and 2W Hz, the “baseband sampling rate.”
With these multistage filters, the possible interpolation and decimation
ratios are all integer multiples of powers of two. To overcome this
restriction we present a simple resampling technique that extends the
range of designs to conversions between any two rates. The inter-
polation or decimation ratio need not be an integer or cven rational.
In fact, it can vary slightly as in a practical situation where the input
signal and output signal are under the control of autonomous clocks.

We demonstrate the approach by means of several design cxamples
and compare its results with those obtained from the optimization
scheme of Crochicre and Rabiner.

I. INTRODUCTION
A. Background

EVERAL RECENT PAPERS [1]-[8] have considered

filtering problems that arise in changing the sampling rate
of a digital representation of a continuous waveform. It is
now recognized that, when the initial rate and final rate are
widely separated, it is more efficient to change the sampling
rate in stages by means of a sequence of filters than it is to do
so all at once with a single filter. The previous papers fall in
two categories: some of them offer design methods for
choosing decimation (rate reducing) and interpolation (rate
increasing) filters from the class of all symmetric finite impulse
response (FIR) filters (1], [S]-{8], while others focus on the
special class of symmetric FIR filters known as half-band
filters [9] in which nearly half of the impulse response coef-
ficients are zero, making them particularly efficient for 2-to-1
decimation and interpolation [2]-[4]. These latter papers
describe the efficient use of half-band filters and give examples
of practical applications, but none of them provides a design
method for finding sequences of half-band filters that meet
prespecified fidelity criteria.

Manuscript reccived December 17, 1975; revised July 12, 1976, and
November 10, 1976.

D. J. Goodman is with the Acoustics Research Department, Bell
Laboratories, Murray Hill, NJ 07974. )

M. J. Carey was with the Post Office Resecarch Center, Martlesham
Heath, England. He is now with the University of Keele, Staffordshire,
England.

TABLE 1
FiLTER COEFFICIENTS

Filter Order h(0) h(1) h(3) h(5) (1  h@O)
F1 3 1 1
2 3 2 1
F3 7 16 9 -1
F4 7 32 19 -3
F5 11 256 150 -25 3
Fé6 11 346 208 -44 9
F1 11 512 302 -53 7
F8 15 802 490 -116 33 -6
F9 19 8192 5042 -1277 429 -116 18

F1 can be of any order, with all h(i) = 1.
F2-F9 are half-band filters with /(=) =h(i) and h(2)=h(4)=
h(6) =0.

B. This Paper

Such a design method is the contribution of the present
paper, which offers the set of nine filters, denoted FI-F9,
in Table I, and a simple method for selecting cascade combina-
tions of these filters that satisfy a very wide range of accuracy
requirements. The filters have been selected with hardware
efficiency in mind; some of them can be realized recursively
with accumulators alone and in most of the others, the co-
efficient word lengths are very modest. An important con-
sequence of this hardware-oriented approach is the discovery
that even though the required computation rate grows linearly
with the ratio of the two sampling rates, the amount of hard-
ware can remain constant beyond a certain ratio.

Although the half-band filters admit 2:1 sampling rate
changes, it is possible, by means of a resampling register, to
use them to convert between sampling rates that are not
related by powers of two. In fact with the resampling method
we present, the input and output rates nced not even maintain
a fixed ratio: the two clocks can be autonomous and slightly
variable.

C. Filter Requirements

If a signal, sampled at f; Hz, has essential information in the
band 0, W Hz, we refer to 2 W as the “baseband sampling rate”
and introduce the parameter

R=f[2W 1)

the bandwidth expansion ratio. Fig. 1 shows requirements on
filters used in baseband sampling and desampling (conversion
between R=1 and R =). The passband ripple limit d,
controls linear distortion over the passband, O toaW Hz. The
stopband attenuation requirement d; at f>bW controls
aliasing in sampling and suppression of spectral images in
desampling.

With decimation viewed as an intermediate step in the pro-
cess of baseband sampling, Fig. 1 is a constraint on the cascade

Reprinted from IEEE Trans. Acoust., Speech, Signal Proc., vol. ASSP-25, pp. 121-126, April 1977.
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Fig. 1. Filter requirements.

combination of analog presampling filter and digital decima-
tion filters. Taking the converse view of interpolation, we
adopt Fig. 1 as a constraint on the cascade combination of
digital interpolating filters and analog desampling filter.
Contained in [3] is an example of interpolating and deci-
mating filter sequences that satisfy requirements of telephone
transmission systems.

II. DESIGN METHOD

A. Range of Performance Levels

Our filter set and the method for finding filter sequences
that satisfy decimation and interpolation requirements have
been derived from an approach that is opposite to that of
many filter design techniques. Rather than start with a set of
requirements and search for filters that satisfy them, we have
selected certain filters that are easy to implement and cal-
culated the sets of requirements satisfied by each filter. These
requirements (ranges of speed and accuracy) appear in Fig. 2
as the regions to the right of and below each curve. The
ordinate D is either -20 log d; or -20 log dj, and, for a given
R, the value of D on a filter locus corresponds to the most
stringent accuracy requirement satisfied by that filter. The
Appendix provides details of filter characteristics and the
derivation of Fig. 2.

The nine filters in our set admit transformations between
any pair of bandwidth expansion ratios R; and R, with
2< R, <R, with any set of accuracy requirements in the
range - 20 log d, and -20 log d; <77 dB. The filter set does
not admit the transformation between baseband sampling rate
and R =2. For this transformation, a specially designed filter
is necessary and here our work merges with the optimization
studies of Crochiere and Rabiner [6], [7] in which the initial
or final filter of every efficient sequence is used for conversion
betweenR =2 and R = 1.

B. Using the Design Chart

We view multistage decimation as a walk in Fig. 2 from
right to left at a certain height D determined by d,, and d;.
Each step in the walk introduces a new filter to the decimation
sequence and with the nomenclature F1 to F9 placing filters
in order of increasing complexity, the design strategy is to use
at each step in the walk the filter whose locus is immediately
to the left of the end of the step. For interpolation, the walk
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Fig. 2. Design chart.
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Fig. 3. (a) Amplitude response of F1, N = 5. (b) Monotonic responses
of half-band filters F2, F3, F5.

0.5f,

is from left to right and the strategy is to use the filter with
locus immediately to the left of the beginning of each step.
The filter impulse response coefficients are given in Table
I. Except for F1, an Nth order filter with all coefficients
unity, all of the filters are half-band filters. The amplitude
responses fall into two categories. Those of F1, F2, F3, and
F5, shown in Fig. 3, are monotonic over the band 0, W. They
have no passband ripple and their rolloff may be equalized by
a low-speed filter [3], or the equalization may be built into
the passband filter. Consequently, only the stopband re-
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. Assume that the requirements on an 8 kHz presampling filter
Fig. 4. Passband responses of F4, F6-F9.

are: ripple within 0+ 0.13 dB over 0, 3200 Hz, attenuation
at least 30 dB at frequencies above 4800 Hz. In the nomencla-
ture of Fig. 1 these requirements translate toa=0.8,b=1.2,
d, =0015, dg=0.031. For decimation, the walk in Fig. 2
begins at R = 160 and with F1 admissible, (2) sets the height
of the walk at 30 dB. The F1 step ends at R = 32 (N = 5),
allowing octave steps for the remaining filters, which are F2,
F2, and F3 for conversion from R =32 to R=4. The step
from R =4 to R =2 requires one of the filters with passband

quirement d; influences their use. The use of the other filters
F4 and F6-F9, with passband responses shown in Fig. 4, is
constrained by the passband ripple requirement, as well as
by d;.

To obtain a filter sequence, take steps to the left or right
in Fig. 2, using at each step the filter with locus just to the left
of the entire step. The height D of a step is determined by

D=-20logds, provided this admits the ripple so that the second line of (2) determines the height of
choice of F1,F2,F3,0r F5;  this step, D=-20 log d, =36.6 dB, which dictates the
D =-20log [min (dp,d;)], otherwise. V)] selection of F4. The steps in the multistage decimation are

shown in Fig. 5. (The same steps in reverse order admit inter-
polation from R =2 to R = 160.)

Fig. 6 shows the overall passband response of the five filters
used for conversion from R = 160 to R =2. It indicates that
the rolloff of the first 4 stages and the ripple of F4 have
partially cancelled one another, producing an overall ripple of
magnitude 0.005, which leaves 0.008, at least, for the ripple
allowance of the baseband filter. To complete the design, we
have derived a half-band filter for conversion between R =2
and R =1. This one is of order 19, with coefficients listed in
Table II, which summarizes the characteristic of the 6-stage
conversion between R =160 and R = 1. Of the 26 multiplica-
tions required per baseband sampling interval, 10 are by
powers of two, and only 6 have coefficients with more than
4 bits.

Each step length is one octave with F2-F9. With F1, the ratio
of the endpoints of the step can be any integer.

C. The Baseband Filter

In the Appendix, it is shown that the filters selected ac-
cording to the above rules introduce no more than about one-
half the allowed passband ripple. It follows that approximate
design data for the baseband filter are dp/2, d;, a, b, with a
more precise passband limit obtainable through computation
of the overall passband response of the filters chosen from our
set. The structure of the baseband filter will depend on the
application. Often an infinite impulse response design will be
most efficient although there are advantages to the FIR form.
In either case many design methods are available {11]. To
obtain a half-band design, one may use the optimization
program of McClellan et al. [12], placing passbands and stop-
bands with equal error weighting coefficients symmetrically
about f=0.25.

II1. RESAMPLING
A. General Principle

Although sequences of filters from our set can implement
only a limited number of decimation or interpolation ratios,
R, :R; (all of them integer multiples of a power of two), an

D. An Example
Consider a speech signal with nominal bandwidth 4 kHz

and design a multistage filter for changing the sampling rate
from 1280 kHz (R =160) to 8 kHz (R=1) or vice versa.

interpretation of the F1 locus in Fig. 2 leads to an extension
of the design procedure to accommodate any pair of sampling
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TABLE 11
6-STAGE CONVERSION BETWEEN f; = 2W anD fi = 320W

Passband: bandedge = 0.8W
Stopband: bandedge = 1.2W

ripple = £t0.0149 (+0.13 dB)
attenuation = 0.0169 (35.4 db)

A B C D E F Total
Filter F1 F2 F2 F3 F4 °
Order S 3 3 7 719
Storage (interpolation) 1 1 1 3 3 9 18
Storage (decimation) 1 1 1 4 4 13 24
Multiplies? 0 0 0 12 8 6 26
Adds? (interpolation) 0 64 32 12 6 9 123
Addsa)(decimation) 160 64 32 16 8 10 290

a)Computations per 1/2W seconds, assumes F2 realized with only an
accumulator [3].
Baseband filter coefficients:
j 0 1 3 5 79
238 149 -46 22 -12 6.

I

h(i):
rates. In this interpretation, we imagine a zero-order de-
sampling (holding the value of each sample until the arrival
of the next sample) of a signal with R = R,. This desampling,
equivalent to filtering with F1, N =0, is followed by sampling
at R=R'>R,. The energy aliased to baseband by the
resampling originates at frequencies above (R’ - 1) W and it
follows that if the point (R;, - 20 log d;) is in the admissible
region of F1, then

sin (nf/2RW)

(f12RW) >R -DHw

H (f)= <d;,

©)]
which implies that the hold and resampling together meet the
stopband constraint. Thus any signal to the right of the 1
curve (with D = -20 log dg) may be resampled at a higher rate
without incurring excessive aliasing.

Augmented by a resampling register, the filter set can trans-
form (with accuracy up to 77 dB) between any pair of sam-
pling rates greater than 4W. The two rates need not be related
by rational numbers; as in practice, the clocks can be auton-
omous and each slightly variable. To generalize the design
rules to incorporate resampling, we introduce a sampling rate
R; which is an appropriate multiple (integer times a power of
2) of R, and obtain a filter sequence that transforms between
R, and R;. We then use a resampling register (and perhaps
additional filters) to convert between R; and R;.

B. Examples

In the example of Section II-D, let the initial sampling rate
be 1544 kHz (R, = 193), the bit rate of a T'1 transmission line.
Because (R,D)=(193,30) is within the admissible region of
F1, it is possible to resample the signal at R; =224 =7 X 25.
Decimation to R =1 can then proceed with F1, N=7 for
decimation to R =32 and filters B - F in Table II for decima-
tion to R=1. For interpolation from R=1 to R=193, it
suffices to use filters B - F to increase the bandwidth expansion
ratio to R = 32 and the resampling register to increase the rate
toR =193.

A more complicated task is to convert between f; =8 kHz
(R=1) and the 37.7 kHz rate (R=193/41) of the delta
modulators in a subscriber loop carrier system [10]. The

DECIMATION FIlN=7)

R=193 224
2
fo-F+ —fo—F4 —fo—F3 —fo— F2 —fo—F2 —f=— FI(N:5) ——
8 16 3

R:! 2 4 f—Fz R5160
F=F3 o—F2 +—F2 M

RZ: 47 9.4 188 377 64

INTERPOLATION M;';S

F+ =—F4 +=—F3 = F2 +—F2—=—— F1(N-5) —]
R 2 4 8 6 32 Rs160

fe-F3—f-F2 —fe=F2

R2=4.7 94 188 377

WWWW  INDICATES  RESAMPLING
F+1S THE BASEBAND FILTER
Of TABLE 5

Fig. 7. Examples of interpolation and decimation filters for three
values of R,.

decimation task requires, initially, interpolation to a band-
width expansion ratio greater than 30 (the value of R on the
F1 locus at which D =30). To this end one can interpolate
(by means of the three filters F3, F2, F2) to R=8 X
193/41 =37.7 and then resample at R; = 64. Now the 64:1
decimation can be accomplished with an F2 decimator
followed by filters B - F. For interpolation from R, =1 to
R, =193/41, use filters B-F to produce R; =32. Then
resample at R =37.7=8R, and use F2, F2, F3 for 8:1
decimation to R,. The filtering and resampling operations of
the examples are summarized in Fig. 7.

IV. IMPLEMENTATION

The filters in our set have been chosen with hardware
efficiency in mind: careful attention has been given to coeffi-
cient word lengths. When half-band filters are used as inter-
polators and decimators, their complexity increases relatively
slowly [2] with filter order MV, as indicated in Table III, which
shows the number of multiplications increasing as N/4, addi-
tions as N/2 and storage registers as N/2 (interpolation) or
3N/4 (decimation).

F1 and F2 can be realized without multipliers. F1 as an
N:1 interpolator is a “hold-for-N> circuit, a single register
from which N identical output words are read after each input
word is written. With F1 an N:1 decimator, an output is the
sum of MV inputs, which can be obtained from a single accum-
ulator that is reset after each output is generated. It follows
that from any point, R, to the right of the F1 curve in Fig.
2 it is possible to interpolate to a bandwidth expansion ratio
NR with only a single memory element; conversely it is pos-
sible to decimate from NR to R with only a single accumu-
lator, regardless of the size of N. The amount of hardware is
constant to the right of the F1 locus; filter complexity does
not grow indefinitely with the highest sampling rate to be
accommodated.
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TABLE 11
CompLEXITY OF HALF-BAND FILTERS
Decimation Interpolation
Order  Multipliers  Storage Adders Storage Adders
3 2 1 2 1 1
7 3 4 4 3 3
11 4 7 6 ) 5
15 S 10 8 7 7
19 6 13 10 9 9
N (N+5)/4 (BN-5/4 N+1)2 N-12 (N-D2

Reference [3] shows how F2 may be realized with a single
accumulator, operating at a rate 2f;. As an interpolator, the
accumulator output is, alternately, a) the sum of two suc-
cessive inputs and b) a single input added to itself. As a
decimator, the F2 accumulator accepts one input sample, adds
the next sample twice and a third sample once before gener-
ating an output and resetting to zero.

V. COMPARISON WITH AN OPTIMIZATION METHOD

The optimization procedure of Crochiere and Rabiner [6],
[7] considers the class of all symmetric FIR filters and pro-
duces sequences that minimize either the number of multipli-
cations or the number of storage registers. Their optimum
sequences usually contain three or four stages in which the
first (interpolation) or last (decimation) stage converts be-
tween R=2 and R=1. Half-band filters do not normally
appear in their solutions because their procedure does not
distinguish between multiplication by zero (the value of the
even numbered half-band filter coefficients) and multiplication
by nonzero coefficients.

To compare their procedure with our approach we have
studied with Crochierc and Rabiner three decimator design
problems. The first is the example in Section III-D of this
paper which imposes relatively loose accuracy and transition
band constraints. The second design appears in [6] and is
quite stringent, while the third example, taken from [2], is
intermediate between the other two.

The results are summarized in Table IV. In Example A,
our method has a significant overall advantage because the
baseband filter accounts for only a fraction of the overall
complexity, making the efficiencies of F1 and half-band filters
in the earlier stages quite salient. In Example B, the 100:1
decimation ratio puts our method at a severe disadvantage.
With d; =0.0001, our resampling principle demands interpola-
tion to an intermediate bandwidth expansion ratio of 6400
followed by resampling at R = 8192 and decimation to R =
128, a procedure that involves hundreds of additions per input
sample. Table IV shows the results of only the subsequent
128:1 decimation in Example B. There, as in Example C, the
baseband filter accounts for a substantial fraction of the com-
putational complexity and the overall complexity of the two
schemes is similar. The added overheads associated with a
large number of stages arc a disadvantage of our approach
which may be only partially offset by the economies of short
coefficient words.

TABLE IV
CoMPARISONS OF DESIGN METHODS
Example A
R;:R; =160, dp=0.015, d;=003, «=08, b=12
Crochiere-Rabiner 3-stage design:
Stage D¥ N Multiplies®) Adds?)
1 20 424 1.05 2.10
2 4 13 0.0875 0.175
3 2 19 0.0375 0.063
1.1750 2.338
Goodman-Carey 6-stage design:
1 S 5 - 1.00
2 2 3 - 0.4
3 2 3 - 0.2
4 2 7 0.075 0.1
N 2 7 0.0375 0.05
6 2 19 0.0375 0.063
0.150 1.813
Example B
Ry:Ry =100, dp=0.001, dg=00001, a=095, b=1
Crochiere-Rabiner 3-stage design:
Stage D N Multiplies Adds
1 10 38 1.9 38
2 5 38 0.38 0.76
3 2 356 1.78 3.56
4.06 8.12
Goodman-Carey 7-stage design©):
1 2 3 - 2.56
2 2 7 0.96 1.28
3 2 7 0.48 0.64
4 2 11 0.32 0.48
5 2 19 0.24 04
6 2 19 0.12 0.2
7 2 356 1.78 3.56
390 a2
Example C
R3:Ry =32, dp=000316=ds;, a=08, b=1
Crochicrc-Rabiner 3-stage design:
Stage D N Multiplies Adds
1 8 27 1.75 3.5
2 2 8 0.25 0.5
3 2 52 0.813 1.62
2813 5.62
Goodman~-Carey S-stage design:
1 2 3 - 20
2 2 7 0.75 1.0
3 2 11 0.5 0.75
4 2 15 0.313 0.5
5 2 52 0.813 1.62
2.376 5.87

a)Ratio of input rate to output rate.

b)per input sample.

©) Assumes initial R = 128 (after resampling).
additions per input samples are referred to R = 100.

Multiplications and

VI. CONCLUSIONS

We have shown how a set of nine specially designed filters
can be used to cover a wide range of decimation and inter-
polation accuracy requirements. The filters are efficient in
terms of number of multiplications and coefficient word
length. Filter sequences (excluding a baseband filter) can be
designed quickly, without a computer. The results often
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compare favorably with those of a more elaborate optimiza-
tion procedure.

Although a decimator or interpolator with many half-band
filters is efficient computationally, it requires more elaborate
timing and control circuitry than a scheme with fewer stages.
Consideration of these overheads may in practice lcad to a
single stage design or one produced by the Crochicre and
Rabiner method or perhaps a combination of their method
and ours using F1 or F2 at high speeds and filters with inter-
polation or decimation ratios greater than 2 at lower specds.

APPENDIX
Filter Characteristics
Except for F1, all of the filters are half-band filters: approxi-
mations to the ideal low-pass filter with cutoff frequency f, =

fs/4 at the center of the filter operating band. The impulse
response coefficients h; have the property

hig =heg=-""=hyn-3)2 =0. (A1)
They also satisfy the constraint
N-1
ho=2 3 hy (A2)
i1

which implies that each amplitude response function has odd
symmetry about f,

H(fe + V) +H(fc - ¥)=H(0). (A3)

Consequently, H(2f.) = H(%f}) =0 and each filter has at least
a double zero at the bandedge f= %fs. The zeros strongly
suppress spectral images of narrow-band, low-frequency signals
such as power line hum and certain speech sounds.
The curves for F2-F9 in Fig. 2 show the minimum R for
which
1)

-20log f———

>
H(0) D,

QR - WS fK2RW. (A4)
This frequency range contains the spectral images to be
suppressed in interpolation from f; = 2RW to a higher rate. It
is the set of frequencies aliased into the baseband when
decimation reduces the rate to 2RW. 1t follows that if D; =
-20 log d,, the intersection of a filter curve and the horizontal
line D = Dy, indicates the lowest R for which that filter meets
the stopband specification. The passband ripple requirement
dp, influences the selection of /74, F6-F9 the filters with non-
monotonic responses over 0, W Hz. The symmetry of the
response of each filter implies that with the sampling rate in
the admissible region shown in Fig. 2,

fe(0,W)

where D =-20 logd is the height of the horizontal line for the
filter. Moreover, Fig. 4 shows that for each filter one of the
two bounds in (AS) is quite loose, i.e., that the peak-to-peak
ripple of each filter is nearer d than 2d. It follows that a filter

1-d<H(HIHO)< 1 +d, (AS)

with D =-20 log d,, uses about half of the peak-to-peak ripple
allowance of the entire sequence.

F1 is the class of filters in which all impulse response coeffi-
cients are unity. The frequency response of the Nth order F1
filter is

sin (nf/2RW)

M) = N (nfT2NR W)

(A6)

in which 2NRW is the filter sampling rate. In the band
(0, 2NRW) there are N - 1 zeros located at 2RW, 4RW, - - -,
(M- 1)2RW. For decimation, these are the centers of the
frequency bands that are aliased into the signal baseband. In
the case of interpolation they are the center frequencies of the
spectral images to be suppressed. Over all of these bands, each
of width 2W, the most critical frequency is 2RW - W. If

|[HyQRW - W) <d; (A7)

the filter is sufficiently accurate over its entire range. The F1
curve in Fig. 2 corresponds to the equation H3 2RW - W) =d,.
As N increases, precision improves, so that curves for N> 3
can be drawn above the F1 curve in Fig. 4. This curve does,
however, provide a reasonably accurate lower bound on
precision. It is within 1.65 dB of the N = oo curve for all values
of R.
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ABSTRACT

A novel architecture design of a one stage FIR filter for decimation
is described. It performs the decimation of a 1-bit code at 1024KHz of
double integration Sigma Delta modulation output to PCM at 16KHz.
This architecture is designed in such a way that it needs only a simple
control structure suitable for VLSI implementation. We devised an
algorithm for generating the coefficients of the filter with a minimum
of required hardware. It does not require storing the coefficients in a
ROM and continuously reading it to calculate the convolution. The
accumulators needed to perform the direct convolution are arranged in
a way that simplifies and minimizes the hardware required for the
filter implementation.

The filter response is Sinc*(f) which provides sufficient attenuation
for modulation generated by means of double integration. The
implementation of this filter requires the generation of the coefficients
and the performance of the convolution. Three coefficients are needed
with every input to obtain the output sequence. The major feature of
this architecture is the use of an cfficient algorithm to obtain the
coefficicnts thereby reducing the area and power consumption. It is
very suitable for VLSI implementation in CMOS technology.

1. INTRODUCTION

This paper describes the design of an FIR filter which is used to
perform the decimation of a 1-bit code at 1024KHz of a double
integration Sigma Delta modulation(1] output to PCM sampled at
16KHz. The filter response is Sinc*(f) and the duration of the filter
impulse response is three resampling periods. Its frequency response
has a third order zero at 16KHz resampling rate and all its harmonics.

The problem of implementing the Sinc*(f) in hardware lies in
generating the cocfficients of the filter. Previously a Sinc2() filter(2]
was used for decimation and conversion of Sigma Delta modulation
output to PCM. This filter has a triangularly shaped impulse response
and its coeflicients can be generated using only a six bit counter. A
SincX(f) filter response does not provide sufficient attenuation for
modulations generated by means of double integration. A filter with a
frequency response equal to Sinc*(f) is needed. This filter would have
incremently non linear coefficients. In this paper we describe a novel
method of generating the coefficicnts of this filter with a minimum of
required hardware. Also, two alternative architectures for performing
the convolution will be described.

2. FIR FILTER REALIZATION FOR DECIMATION

The process of digitally converting the sampling rate of a signal
from a given rate f; =1/T; to a lower rate f,=1/T, is called
decimation[3]. Assume x[n] is an input signal with a sampling rate
Jfiand with full band, i.c., its spectrum is nonzero for all frequency f in
the range -f;/2 < f < f;/2 . In order to lower the sampling rate and
avoid aliasing at the new rate, it is necessary to filter the signal with a
digital low-pass filter. An FIR filter can be used to obtain a band-
limited input signall4]. It can be realized by direct application of the
convolution equation:

N=1
ylnl = 3 hlk) xln — k) §))
k=0
where hln] is the impulse response of the filter and N=f,/f,is the
decimation factor. x[n] is the input signal and y[n] is the filter output
signal. The sample rate reduction is achieved by extracting yln] every
Nth sample and forming a new sequence as an output of the
decimator.

In applications wherein the analog signal is encoded by means of
delta modulation, the requirement is that the low pass filter supply an
adequate attcnuation of the modulation noise{2]. In the case of double
integration Sigma Delta modulation, a filter having Sinc?(f) response is
required. The impulse response of this filter is:

hln) = -"—("2;’) for 1<n<N )
hln) = ﬁi’%i—')—+ (1=NYQN=1-n)  for N<n<2N ()
hln] = (—3'!'2"—")— for 2N <n <3N @

where N is the decimation factor.

The filter we designed decimates the 1-bit code at 1024KHz to
16KHz PCM. In this case the filter has 190 coefficicnts and N=64.
The action of the filter as a decimator in the time domain is an
averaging of 190 samples with 1pusec being the period of the input
sequence and 64 the period of the output sequence. In the frequency
domain the filter response is:

3
sinoNT
Hw) l sinwT ]

(5)

This filter has a third order zero at 16KHz resampling rate and all its
harmonics. The realization of this filter in the timc domain using the
following convolution equation:
189
yin} = 3 hlk} xln -k} )
k=0

requires the generation of the coefficients and performance of the
convolution. The input sequence is a 1-bit sequence, this reduces the
complexity of the filter by eliminating the required multi-bit multiplier
for calculating the convolution. Only accumulators are needed. Also,
the decimation of the input sequence with period T =lusec to a new
scquence with period T =64psec requires generating three different
coefficients every period of lusec and performs three accumulations in
this period. Figure 1 shows the three simultaneous accumulations
needed to filter the data and lower the sampling rate by a factor of 64.
The envelope in this figure represents the values of the coefficient. For
cvery 64 samples of the input sequence, a calculation of an output
starts by accumulating the corresponding coefficient if the input sample
equals 1 for a period of 190 input samples. This output will be
extracted after 192 samples of the input signals to form the new
sequence.

Reprinted from IEEE Proc. ICASSP’85, pp. 1380-1383, March 1985.
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An efficient design for VLSI implementation of this decimator
requircd minimum storage to minimize the arca required on the chip
and a simple control to minimize the power consumption. We designed
this decimator with a minimum of required hardware. In the next
scction we discuss the architecture for this decimator.

3. ARCHITECTURE DESIGN

We designed the Sinc*(f) filter for decimating the delta modulation
output scquence as a one stage decimator. The architecture design
consists of two modulcs, onc for gencrating the cocfliciénts and the
other for performing the direct convolution.

3.1 Generating the cocflicients

Equations 2, 3 and 4 represent the cocfficients of the filter. One
method of implementing this filter can be accomplished by storing the
coeflicicnts in a ROM and recading it three times cvery period of the
input sequence to form the output sequence as described in section 2.
This implementation does require more hardware than in our method
and the ratc of changing the control signals in the ROM
implementation will lcad to a higher power consumption in CMOS
implementation.

The cocfficients of this filter are incremently nonlinear as shown in
equations 2, 3 and 4. We gencrated these coefficients with a minimum
of required hardware by calculating the incremental values in every
section of the impulse response. From cquation 2, the incremental
valuc between two successive coefficients is:

Ay [n) = n+l = n, 1< n, €64 . (¢)]

Where n. is the output of a seven bit counter which counts from 1 to
64. From equation 3 the incremental value will be :

Ayln] = N=2(n-N-1) N<n <2N .

The value n-N-1 can be replaced by n, and A; can be written as
follows:

8 [n] = N =2n, 1€ n. €64 . 8)

In the same manner equation 4 can be used to calculate the
incremental values in the third portion of the impulse response :

Ayln]l= =N+ (@ -2N+1) 2N n <3N

It can be written in rclation to n. as follows:

Ayl = =N+n. 1 <n <64 9)

The hardware uscd to generate the coefficients are one seven bit
counter, threc twelve bit adders, three twelve bit registers, three half
adders and control logic. The counter is driven by a 1024KHz clock
and changes its output with the negative edge of this clock. The three
registers latch with the positive edge of the 1024KHz clock. The
adders used arc carry ripple adders. Figure 2 shows the architecture of
the first module of the design. CR1, CR2, and CR3 are the coefficient
registers. MC is the master counter which counts from 1 to 64. The
control logic generates a reset pulse every 64th cycle of 1024KHz. It
also generates two signals, DSCO and DSCI, which count three frames
of 64 cycles cach. These signals will be used in the sccond module to
generate the output scquence.

The first section of the impulse response contains the cocfficients
from n=1 to n=64. The valuc of the first cocfficicnt equals 1 and the
64th cocfficient equals 2080 (equation 2). The incremental value
between any two successive coeflicicnts equals the counter output nc(
cquation 7). Figure 3 shows the time diagram for the counter and the
cocflicient registers. With every negative edge of the 1024KHz clock
the counter gencrates its output. A twelve bit adder is used to
accumulate the previous cocflicicnt to the output of the counter. The
new coeflicient is stored in the first cocfficient’s register CR1 at the

positive edge of the 1024KHz clock . At the end of the 64th cycle the
reset pulse (figure 3) initializes CR1 to a value zero and the coefficient
starts again from the first value.

The second section of the impulse response contains the coefficients
from n=65 to n=128. The 65th cocfficient equals 2142 and the 128th
equals 2016 (equation 3). Equation 8 shows the incremental value in
this portion of the impulsec responsc. To explain the method of
gencerating the value N-2nc from the counter output we can rewrite
this equation as follows:

Ay [n] = 64 + 2(~n,)
- 64+2n +1 . 10)

where 2n, is the complement of nc after it shifted to the left by 1 bit.
The valuc | in cquation 10 is added in order to obtain the 2's
complcment of 2nc. Figure 4 shows the process of obtaining the value
of cquation 10. Generating Ayln] will require only three half adders.
Adding 1 in the first bit is accomplished by holding the carry input of
the adder to a logic level one. Adding this incremental value to the
previous cocfficient in the CR2 register will generate the new
coefficient. After 64 cycles, the reset pulse will initialize the CR2
register to the value 2080. The first coefficient in this section is
generated by adding the first incremental value (62) and so on.

The third section of the impulse response represents the 129th
coefficient to the 190th. The coefficient register CR3 is initialized with
the value of the 128th coefficient and the incremental value is added to
generate the corresponding coefficient in this section. From equation 9,
the incremental value -N+nc can be constructed from the first six bits
of the counter. The value -N (where N=64) in 2's complement is 7700
in octal. Thus the last six bits of the adder are connected to logic level
one and the first six bits to the first six bits of the counter MC.

From the above discussion, we can summarize the algorithm of
gencrating the coefficients in two steps. The first step is initializing
CRI1, CR2 and CR3 cvery 64 cycles of 1024KHz. CR1 is initialized to
zero, CR2 to the 64th coefficient and CR3 to the 128th coefficient.
Secondly, the incremental value in every section of the impulse is
generated every clock cycle from the output of the counter MC. These
values are accumulated to the values in CRIl, CR2 and CR3 to
generate the new values of the coefficients.

3.2 Performing the direct convolution

The second module of the architecture performs the convolution to
obtain the output scquence as shown in equation 6.

As discussed in section 2, the input data is a l-bit sequence at
1024KHz and three accumulations arc nceded for every cycle (sce
figure 1). A calculation of an output starts cvery 64 samples of the
input sequence. The corresponding cocfficient accumulates if the input
sample equals 1 for a period of 190 input samples. The output is
extracted every 64th sample of the input sequence. This will achieve
the decimation of the data by an integer factor of 64.

There are two ways to implement this module depending on the
frequency of the master clock. If the available master clock frequency
is 1024KHz, the three accumulations nceded during every sample are
obtained in a parallel fashion. Figure 5 shows the hardware required in
this case. It consists of three 12 bit multiplexers, three 19 bit adders,
three 19 bit registers, a 19 bit multiplexer and a control logic. The 19
bits are needed to accommodate the maximum number that can be
obtained from the accumulations of all the coefficients. The control
logic uses DSCO and DSCI signals which gencrate from the first
module. Then it generates the control signals for the multiplexer and a
reset signal for the registers DRI, DR2 and DR3 . The control signals
CM1, CM2 and CM3 of the multiplexcr are generated in such a way
that when MUXI is using the first section of the impulse response,
MUX2 is using the third section and MUX3 is using the second
section. The output of these multiplexers equals zero if the input
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sequence is zero. C1, C2 and C3 represents the coefficient values from
the registers CR1, CR2 and CR3. In order to understand the function
of the second module examine figure 1 and figure 5 simultaneously.
Every series combination of multiplexer, adder and register in figure S
accumulates one output. Figure 1 shows that three outputs are
constructed simultaneously. And 190 samples of the input are needed
to form an output. The output sequence is extracted every 64th input
sequence. The control signals of the multiplexer MUXO are designed
in such a way to pass the data from the register which is ready to give
an output. A reset signal will clear this register after reading its
content and a new cycle of forming the output will start.

The second method of implementing the accumulators needed to
perform the convolution required a 4096KHz master clock. Figure 6
shows the hardware used. It consists of a 12 bit multiplexer, a 19 bit
adder, three 19 bit registers and a 19 bit output register. The adder
and the three 12 bit registers are connected in a series array. The
inputs of the adder are a coefficient and the output of the last register
DRI in the array. The value in DRI is added to a coefficient and
stored in DR3, the value of DR3 is shifted to DR2 and DR2 is shifted
to DR1. This process takes place three times in a lusec period. This
requires the generation of a 3072KHz clock to latch the registers
DR1, DR2 and DR3. Figure 7 shows the 3072KHz master-slave clock
generated from the 4096KHz clock. In a period of 1 usec there are
three slave signals and three master signals. With every master-slave
the MUXI supplies the adder with the necessary coefficient to be
added to DR1. The output register reads the output of DR1 every 64
cycles of 1024 KHz during a slave clock. It reads the first frame
during SL1, the second during SL2 and the third during SL3.

In the previous section we demonstrated two alternative methods of
implementing the hardware required to perform the convolution. We
demonstrated that less hardware is required if 4096KHz is available.
As shown in figures 5 and 6 use of the higher master clock frequency
eliminates two 19 bit adders and two 19 bit muitiplexers.

4. CONCLUSION

A novel architecture design of a one stage FIR filter for decimation
with a Sinc*(f) response has been described. It performs the
decimation of a 1-bit code at 1024dKHz to PCM at 16KHz. The
algorithm used here for generating the coefficients of the filter
minimized the hardware required for implementation.

The architecture and logic design presented in this paper has been
tested using the standard TTL board level implementation.

REFERENCES

(1] J. C. Candy, "A Use of Double Integration in Sigma Delta
Modulation,” IEEE Transactions on Communications Vol. COM-33,
March 1985.

{21 J. C. Candy, Bruce A. Wooley and O'Connell J. Benjamin, "A
Voiceband Codec with Digital Filtering,” IEEE Transactions on
Communications, vol. COM-29, June 1981.

[3] R. E. Crochiere and Lawrence R. Rabiner, "Interpolation and
Decimation of Digital Signals - A Tutorial Review,” Proc. IEEE, vol.
69, pp. 300-331, March 1981.

[4] R. R. Shively, "On Multistage Finite Impulse Response (FIR)
Filters with Decimation,” IEEE Trans. Acoust., Speech, Signal
Processing, vol. ASSP-23, August 1975.

469

I 1 1

I 64 128 192 256 320 TME pusec
FIGURE | EVERY IpSec THREE ACCUMULATIONS ARE NEEDED.
THE ENVELOPE REPRESENTS THE VALUE OF THE
COEFFICIENTS
CONTROL MC[O . 6] MC
1 s wcos 5
oscfo1] Re _
o) wc(sel] 1)
mc[o:5]
THREE
MC{0:6 HALF mclo:
Pl ADDERS IMC[O 4
__I Cc=0 -——1 4 c=l C=0
Ez BITS ADDER ].-l [ 12 BITS ADDER lﬁ-, 12 BITS ADDER '—]
Y2 & 2
[ em P e & | [ &
L2 12 1'?

FIGURE 2 THE HARDWARE REQUIRED TO GENERATE THE
COEFFICIENTS OF SINC® ( f) FILTER WITH CUTOFF
FREQUENCY AT 16kHZ

1024 KHz l l 1 l l
mc [0:6] | I , | ‘
CRY, cf;mm CR'T )l( T )'r Il )IC
C —X X
|
osc [0.1] ‘ )L ' ’
el 1 1 -]
|

b

FIGURE 3 TIMING DIAGRAM OF THE ARCHITECTURE SHOWN IN FIGURE 2

BIT NUMBER |8 7 6 5 4 3 2 | O
Ne X X X X X X X
— rrr rrs s r
2nc+1 X X X X X X X |
64 0 0 o) 00 0 0 O
Bg B, Bg X X X X X |
FIGURE 4 GENERATING O, [n] = 64 + 2n¢ +1

Be,B7,Bg ARE GENERATED USING
THREE HALF ADDERS



cm[o 1] {:q

psc[o:1] Is'\éwmcz

(1:0] 1D €t
[1:0] 2WO +——
(1:0] eWD +—
{1:0] OWD *—

c2

y

RD

o c2 c3 ¢ c2 c¢3 o c2 c3
112 iuz 12 fz fz fz ilZ iuz iuz
Sy mux . MUX2 ar—=sl mux3
emifo] {3 wzers) | omMelod{ 3 wzers) | ovso{ (12 BITS)
/IZ xle /IZ
1 A 4 l ‘ 1 y
ADDER ADDER ADDER
(19 BITS) (19 BITS) (198ITS)
ho o o
4 D 4 RD A
| omigoers) fe | or2098ms)  f&& DR3 (19 BITS)
11
emooq] {3} MUXO
{19

FIGURE 5 THE MODULE OF THE DECIMATOR WHICH PERFORMS THE
CONVOLUTION AND THE DECIMATION

MUXI (12 BITS )

1

T

U

19

[ outpuT REGISTER (19 BITS)

U

) o

SHOWN IN FIGURE 5

FIGURE 6 ALTERNATIVE DESIGN FOR THE MODULE

4096 kHz

|

SLAVW

SLi

MASTER CLOCK

sL2 SL3

SLt

sL2

SL3

|

T~ LT 7 v JLr v g

M2

M3 M1

M2

M3

FIGURE 7 CLOCKS NEEDED TO LATCH THE DATA IN TO DR1,DR2
AND DR3 OF THE ARCHITECTURE SHOWN IN FIGURE 6.

470



Efficient VLSI-Realizable Decimators for
Sigma-Delta Analog-to-Digital Converters

Tapio Saramaki and Hannu Tenhunen

Department of Electrical Engineering
Tampere University of Technology
P. O. Box 527, SF-33101 Tampere, Finland

Abstract — This paper introduces a class of efficient linear-
phase FIR decimators for attenuating the out-of-band noise
generated by a sigma-delta analog-to-digital modulator. These
decimators contain no general multipliers and very few data

memory locations, thereby making them easily VLSI-realizable.

This is achieved by using several decimation stages with each
stage containing a small number of delays and arithmetic op-
erations. The output sampling rate of these decimators is the
minimum possible one, unlike for most other existing designs
and the proposed decimators can be used, with very slight
changes, for many ovesampling ratios. Futhermore, these
decimators attenuate highly the undesired out-of-band signal
components of the input signal, thus significantly relaxing the
anti-aliasing prefilter requirements.

I. INTRODUCTION

Efficient high resolution analog-to-digital conversion is ob-
tained by using oversampled sigma-delta modulation with one-
bit quantization (1], [2]. Modulation together with oversampling
moves most of the quantization noise out of the baseband [3],
[4]. The noise lying out of the baseband can then be reduced by
using a decimator [5].

One of the major obstacles in the sigma-delta converter de-
sign is the efficient small area integration of the decimator. In
this paper, we report a novel high performance linear-phase FIR
filter structure which can be easily implemented in small area. In
order to optimize both the decimator performance (noise, base-
band frequency) and the VLSI realizability (circuit area, power,
speed), the proposed decimators are designed to consist of sev-
eral stages with each stage requiring a small number of arith-
metic operations. The optimization is performed in such a way
that no general multipliers are required. The overall filter is con-
structed using a fixed part and an adjustable part. With slight
programmable changes in the adjustable filter part, the overall
filter can be used for many oversampling ratios. Moreover, the
output sampling rate is the minimum possible one, unlike for
most other existing designs, and the proposed decimators atten-
uate highly the undesired input signal components lying out of
the baseband, thereby relaxing the anti-aliasing prefilter require-
ments.

II. STATEMENT OF THE PROBLEM

The block diagram for the overall system is depicted in Fig
1. The output sampling rate of the sigma-delta modulator is M
times the final sampling rate f5. We assume that the sigma-delta
modulator is of second order so that the spectral density of the
noise at its output is [5]

02 x 2
BU) = G a7 20 - s o o

where o is the spacing of the quantization levels. We state the

following amplitude requirements for the decimator

1+6p < lH(eﬂ"f/(Mf'))l <1-6p for 0 f < %-fi’- (2a)

|B(2 /(Mo < 5, for 2525 <rs M%’-, (20)

where §p = 0.01 and 5 = 0.001 (60-dB stopband attenuation).
In addition, it is required that that the noise spectral density at
the output of the decimator filter before sampling rate reduction

B(f) = |H (/M1 P () (3)

is on the region [f3/2, M f3/2] well below the level on the base-
band [0, fs/2]. This guarantees that the contribution of the
aliased components to the overall baseband noise becomes very
small.

III. PROPOSED CLASS OF DECIMATORS

To reduce the arithmetic complexity of the decimator, it is
preferred to construct it using several low-order stages, instead
of one high-order stage. A multistage implementation of the pro-
posed decimator is given in Fig. 2. It consists of an adjustable
filter part and a fixed filter part. The adjustable filter part en-
ables us to use the same structure for various values of M. The
values of M in use are M = 16, 32, 64, 128, 256, 512. The trans-
fer function of the equivalent single-stage design can be written
in the form

H(z) = Hy(M)Ho(MI) Hy (M4 Fy (M) Py (2),  (4a)

where

syl-24"
Fy(s) =278 .= (48)
-K.3
« ,—P[l1-2
Fi(e) =27 [ =] (4)
vith 32 for M =512
16 for M = 256
_ )8 forM=128
K= 4 for M =64 (4d)
2 for M =32
1 forM=16
and 15 for M =512
12 for M = 256
_ )9 forM =128
P=16 forM=61 (4)
3 for M =32
0 for M =16.

Here, Fy(z) is the transfer function of the adjustable filter part in
the case where the sampling rate reduction is not performed and
Fy(z) is the transfer function from the input of the fixed filter

Reprinted from IEEE Proc. ISCAS’88, pp. 1525-1528, June 1988.
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part to the input of Hy(z). The term in parentheses in Eqn. (4c)
can be rewritten in the form

1- K _ K—lz_'

1-z-1 7

r=0

Similarly, the term in the parentheses of Eqn. (4b) can be ex-
pressed in the above form. Thus these terms correspond to
linear-phase FIR filters. Linear-phase filters with transfer func-
tions consisting of the above recursive terms have been been used
for sampling rate alteration in [6] and (7]. Using the techniques
proposed in these papers, we can implement Fj(z) and Fy(z) us-
ing the substructures shown in Fig. 2. We note that when the
feedforward term 1 — 2~ K is transfered after the sampling rate
reduction by a factor of K, it becomes 1 — z~L. It should be
noted also that if 1’s or 2’s complement arithmetic (or modulo
arithmetic in general) and the worst-case scaling are used, the
output of the filters Fy(z) and F(z) implemeted as shown in
Fig. 2 is correct even though there may occur overflows in the
feedback loops realizing the term 1/(1 — z~1). The proofs of this
fact can be found in (7] and [8]. Also, under the above conditions,
the effect of temporary miscalculations vanishes from the output
in finite time and initial resetting is not necessary needed. The
scaling constant 2~P and 278 have been selected according the
worst-case scaling. Later on, we return to the selection of the
number of terms in Fy(z) and Fp(z).

We have designed the remaining transfer functions Hy(z),
Hy(z), and H3(z) using two different approaches to be described
later on. Figure 3 gives the amplitude response of the overall
design in these two cases for M = 64. For the first design, H3(z)
is absent and Hj(z) and Hj(z) are linear-phase FIR filters of
orders 5 and 22, respectively. By exploiting the symmetry in the
filter coefficients, these filters require 3 and 12 multipliers, respec-
tively. These two filters have been optimized in such a way that
the overall filter meets the specifications of Eqn. (2) in the fre-
quency region [0,2fs]. The optimization has been accomplished
using the methods proposed in [9] and [10]. The transfer func-
tion H(z) has all the zeros on the unit circle and the locations
of these zeros have been determined such that the overall filter
response exhibits an equiripple behavior on the stopband region
[11f4/8,2fs] which alias to the region [0,5/s/8] after decimating
by a factor of two at the output of Hy(z). Hy(z), in turn, has
been designed to provide for the overall amplitude response the
desired equiripple nature on the passband [0,3fs/8] and on the
stopband region [5f5/8, fs]. In addition to providing the desired
attenuation, this filter equalizes the passband distortion caused
by the earlier filter stages. We note that when changing M, the
change in the response of F|(z) is negligible on [0,2fs] and the
response of F(z) remains the same on this region. This enables
us to use the same filters Hy(z) and Hj(z) for all the values
of M. In the actual implementations of H{(z) and Hy(z) we
have exploited the fact that only every second output needs to
be computed. For the muljtirate FIR filter structures exploiting
the coefficient symmetry, see, e.g., [11].

The disadvantage of the first design is that it is not possible
to use powers-of-two or sums or differences of two powers-of-two
to represent the filter coefficients. If rounding is used, the filter
coefficients need approximately 10-bit representations to meet
the given amplitude criteria. To overcome this limitation, we
have designed, as a second alternative, special tailored subfilters
which have been optimized such that the resulting overall filter
does not require general multipliers. The transfer functions are

Hy(2) =7 - 2701+ 575) + 273+ 27971+ 274
+(272- 278 (70 + 273, )
Hy(z) = g 1,-15 4 §2(12), (6a)

where
Hy(z) = F(2)[(2° - 27%)27% + (272 + 279)[F(2))%), (8b)
with
Fz) =274 +27%) 1+ 2% + (-273 275 _276) (o1 4 .79
+@ 272724279, (6¢)
and
Ha(2) =(2%+271 - 278)[(278 4 27%) (1 + = 7%)
+(-27t -2 Y (20427978 ()
As for the first design, H;(z) provides the desired attenu-
ation on the region [11fs/8,2fs]. Ha(z) is a special half-band
filter which can be implemented effectively using a polyphase
structure based on the commutative model [11]. The resulting
structure is shown in Fig. 4. One of the branches is a pure delay
term. The other branch is a tapped cascaded interconnection of
three identical fifth-order filters. This filter has been designed to
provide the desired attenuation on [5fs/8, fs]. The actual design
of this filter has been accomplished by properly modifying the
methods proposed in [12] for optimally designing FIR filters as
a tapped cascaded interconnection of identical subfilters. Since
Hj(2) is a half-band filter, it cannot be used for compensating

the passband distortion caused by the earlier filter stages. For
this purpose we use H3(z).

IV. FILTER PERFORMANCE

The performance of the overall A/D converter of Fig. 1 is lim-
ited by the modulator limitations [13] and by the performance of
the decimator due to the aliasing of the noise into the baseband.
The decimator filter performance has been examined by assum-
ing that the sigma-delta modulator is ideal with the output noise
spectral density as given by (1). For the first decimator design,
the overall output noise powers for the used values of M have
been evaluated. An illustrative way is to express these values in
terms of the number of additional bits defined by

o2
number of additional bits = logg (—2-),
Tout

where "gut is the output noise power and 03 = 02/12 is the
noise power generated by using direct rounding of data at the
final sampling rate of f;. Note the accuracy increases by one bit
if the noise power is reduced to be one fourth. The evaluated
number of additional bits for various values of M is

82 for M=16
107 for M =32
132 for M =64
157 for M =128
182 for M =256
20.7 for M =512.

In calculating the above figures, the overall output noise power
obtained after decimation has been taken into consideration (not
only in the passband). The dashed and solid lines in Fig. 5 give
before decimation the noise spectra before and after filtering,
respectively, whereas the dashed and solid lines in Fig. 6 show the
spectra on the region [0, f3/2] at the ouputs of the modulator and
the overall system, respectively. The spectrum given by the solid
line of Fig. 6 contains thus also the contribution of the aliased
components. The spectra have been scaled in such a way that 0
dB is the level of the noise spectrum which is obtained by using
direct rounding of data at the final sampling rate of fy. For the
second tailored design, the number of additional bits is the same.
It is interesting to observe from Fig. 6 that in the passband region
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[0,(3/4) fs/2] the contribution of the aliased noise to the overall
output noise is negligible. The only exception is the beginning
of the passband where the output of the sigma-delta modulator
contains very little amount of noise. Another interesting feature
is that the noise level of the overall system is lower than that of
the sigma-delta modulator in the region {(3/4)fs/2, fs/2]. This
shows that the proposed decimator attenuates very effectively
the out-of-band noise. If only the noise in the passband region
[0,(3/4) fs/2] before decimation is taken into consideration, the
above values increase only by 0.7 bits.

From Fig. 3, it is seen that except for the very beginning of
the stopband, the stopband attenuation of both designs is much
higher than 60 dB. This is a desired property since filters of
this kind attenuate the stopband noise generated by the sigma-
delta modulation well below the noise level in the baseband (see
Fig. 5). Therefore, the contribution of the stopband noise to
the overall noise obtained after decimation is very small. The
fixed filter part Fj(z) controls the stopband peaks around the
frequencies 32fs/2 and 64fs/2. Selecting three terms in Fy(2),
as given in Eqn. (4c), guarantees that these peaks in the filtered
noise spectrum are well below the level of the first peak around
the zero frequency (see Fig. 5). If only two terms had been
selected, then these peak would be at the same level. The other
peaks in the stopband are controlled by Fy(z) and as seen from
Figs. 3 and 5, four terms in Fy(z) guarantee that these peaks are
well below the noise level in the baseband and the overall filter
satisfies the given amplitude criteria.

To show the efficiency of the proposed structure, we have es-
timated the minimum lengths of optimal direct-form FIR filters
to meet the specifications of Eqn. (2) for the various values of M.
The minimum lengths are 163, 326, 651, 1302, 2603, and 5206 for
M=16,M =32, M =64, M = 128, M = 256, and M = 512,
respectively. The number of multipliers required by these designs
for large values of M becomes too high for practical implemen-
tation. Another disadvantage of these equiripple designs is that
the level of the noise lying in the stopband is larger than that of
the noise lying in the baseband. In this case, the contribution of
the stopband noise to the overall noise obtained after decimation
is dominating.

V. FILTER ARCHITECTURE

The above filter structures will lead directly to a very efficient
VLSl implementation. The filter parts Fy(z) and F(z), given by
Eqns. (4c) and (4b), respectively, have been implemented for pro-
grammable decimation ratios 32-128 using combined bit-parallel
and bit-serial architectures for maximum layout compactness and
speed. The first sections, feeded directly by a one-bit stream
from the modulator, have been implemented parallelly because
of speed limitations. After decimating by a factor of K, the
bit-rate is reduced and bit-serial structures can be utilized. Bit-
serial and bit-parallel sections have been synchronized such that
K parallel sums take as long as 16 serial cycles. The total area
for implementing Fy(z) and Fy(z) is 2.2 mm? using 2.5 micron
CMOS technology. The maximum bit-rate can be as high as 20
MHz for the current design.

The remaining fixed filter sections can be implemented either
using the first design with some general multipliers or the second
multiplier-free design. For the first design, a multiplier-based
architecture is used. It is bit serial and follows the structure
proposed in [14]. The estimated area is 4.7 mm? for 12-bit coef-
ficients. An optimal implementation for the multiplier-free solu-
tion is a dedicated minimal core processor because of the modu-
larity of the design. This will result in a similar silicon area. The
overall sigma-delta A/D converter with 16-bit dynamic range for
modem applications can be integrated with 2.5 micron CMOS
technology in area less than 8 mm2.

VI. CONCLUSION

An efficient linear-phase FIR filter structure has been pro-
posed for eliminating the aut-of-band noise generated by a sigma-
delta analog-to-digital converter. The main advantages of the
proposed filter structure are:

1. It can be easily implemented in CMOS VLSIL.

2. The quantization noise generated by the sigma-delta mod-

ulator is effectively attenuated.

3. The output sampling rate is the minimum possible one,
unlike for most other proposed designs.

4. Input signal components, such as possible sinusoidal com-
ponents, lying in the frequency band [(5/4)(fs/2), M(fs/2)]
are highly attenuated, thus relaxing the anti-aliasing pre-
filter requirements.

5. The same structure can be used for many oversampling
ratios.

6. The area for implementing the overall A/D converter is
less than 8 mm? with 2.5 micron CMOS technology.
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Part 5
Theory and Implementations
of Oversampling D/A Converters



Double Interpolation for Digital-to-Analog
Conversion

JAMES C. CANDY, reLLow, IEEE, AND AN-NI HUYNH, STUDENT MEMBER, IEEE

Abstract—Interpolative digital-to-analog converters generate an out-
put that has only a few analog levels. They provide fine resolution by
oscillating rapidly between these levels in such a manner that the average
output represents the value of the applied code. Here we describe an
improved method of interpolating that results in reduced noise in the
signal band. A theory of the interpolation, confirmed by experiments,
demonstrates that switching between only two levels at 1.3 mHz could
provide 16 bit resolution for (clephone signals.

1. INTRODUCTION

RDINARY digital-to-analog converters (D/A’s) provide a

discrete output level for every value of the digital word
that is applicd to their input. There is difficulty in implement-
ing these converters for long digital words becausc of the need
to generate a large number of distinct output levels. A method
[1] for circumventing the difficulty calls for spanning the
signal range with a few widely spaced levels and interpolating
values between them. The interpolating mechanism causes the
output to oscillatc rapidly between the levels, in such a manner
that the average output represents the value of the input code.
This technique provides a uscful tradcoff betwcen the com-
plexity of the analog circuits and the speed at which they
opcratc.

Esscntial to the technique is an interpolating circuit for
truncating the input words to shorter output words. These
shorter words change their value at high spced in such a
manncr that the truncation noisc that lics in the bandwidth of
the signal is satisfactorily small. The present work describes
an improved interpolating circuit that permits  significant
reduction in the rate at which outputs oscillate, or reduction in
the number of levels needed for the output. The technique is
suitable for usc with pulse code modulated signals that arc
sampled regularly and quantized uniformly.

The following scctions describe and analyze mcthods of
interpolation, while Scction V describes the results of mea-
surcments on a circuit model.

1I. FIRST-ORDER INTERPOLATION

Fig. 1 shows a circuit of a basic interpolating D/A. The
input word, held in register Ry, feeds onc port of a binary
adder, the output of which scparates into two paths. The more
significant componcnt y; feeds to the output, while the less
significant componcnt e; feeds back to the second port of the
adder via register R,. The least significant bits accumulate
until they overflow into the most significant bits and, thus,
contribute to thc output. The input register loads at the
incoming word rate 2f;, while register R and the output D/A
operate k times faster at 2kf,. We represent the period of the
faster clock by 7 where

2for=1. )

Paper approved by the Editor for Signal Processing and Communication
Electronics of the IEEE Communications Socicty. Manuscript reccived April
3, 1985.

The authors are with AT&T Bell Laboratorics, Holmdel, NJ 07733.

{EEE Log Number 8406424.

2kto
210 H
¢y
e
x UTPUT
Ro ) chomse Low pass| OUTPUT
b-BITS y, LD0/A FILTER
Fig. 1. An outlinc of a single interpolative D/A.

The output from this circuit, expressed as its z-transform, is

Yi()=X(2)-(1-2"")E|(2) ()

where
Z=cexp (Jwr).

Y, rcpresents the input contaminated by a truncation noise £,
which is filtered by the high-pass function (1 — z ).

The interpolating converter is implemented most casily, and
its action is easily explained when the digital signals are
expressed in displaced binary notation rather than in two’s-
complement or sign-magnitude. We usc this notation in all the
following discussion. Let the input word comprise b bits and
let the crror e; comprise the 3 least significant bits of the sum.
Then y,; compriscs the (b — B8 + 1) most significant bits, the
cxtra bit being the carry from the top of the adder. Input codes
can assume integer values from 0 through (2% — 1), the error
integer values from O through (28 — 1), while the output
assumes intcger multiples of 2% in the range 0 through 2. The
number of levels nceded to represent the output is only

L= %+1) (3

but the switching between values must occur fast enough to
suppress the truncation noisc that caters the signal band. We
will now calculate the frequency ratio & that is needed by this
circuit in order to obtain resolutions comparable with b-bit
PCM.

The truncation error e comprises a constant term 0.5 (28 -
1) and a noise that can fluctuatc with uniform probability in the
range +0.5 (26 — 1), its rms value being (28 — 1)/V12. If we
now assume that thc signals applied to the converter are
sufficiently busy to make this noise random with white rms
spectral density

(2f-1)
Vi2kfy

then the spectral density of the noise in the output is given by
NN =E()(1 -2 )| =—=

sin ( IL)
V3kfo 2kfo

Noticc that the dc offset filters away. The net noisc in the

E(NH)= @

261
@°-1 C6)

Reprinted from IEEE Trans. Commun., vol. COM-34, pp. 77-81, January 1986.
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signal band 0 < f < f; can be expressed as

| 172
1 —sinc (—)
k

Nyp=Q28-1) ok
and
T@D hen k2305 )
=— when >U.).
RPYAN

We now compare this noisc to the quantization noise that is
inherent in the input, its rms value being 1/V12. In order for
the interpolation noisc (6) to be smaller, it is required that

I
ki‘>S 7220 - 1), (7

For example, when b = 16 and 8 = 12, k should exceed
381. This requires an interpolation ratc in cxcess of 3 MHz
and 17 levels of output signal for 4 kHz voiceband signals [2].
The case where the output has only two levels is particularly
important for practical implementation. For this converter to
have 16 bit resolution rcquires that 8 = 16 and k exceed 2418,
which corresponds with a 19 MHz interpolation rate for
voiceband signals. Such high rates are a handicap that we can
avoid by improving the filtering of the truncation noise. One
mcthod replaces register R, with morc complex digital
processing [3], but a better method uses the multiple interpola-
tion described in the next scction.

1II. SECOND-ORDER INTERPOLATION

Fig. 2 shows a converter that uses two accumulations to
reduce the amount of truncation noise that enters the signal
band. Its output may be cxpressed in the form

Y(2)=Y(2)+(1 -2~ Y(2) 8)
=X(2)-(1 -2 M)2Ey(2). ©®

When the error e, is random, the spectral density of the noise
prcsent in the output is given by

281
Nz(f)-'-l(l—Z")lEz(f)l:( ) <1'C05 (I{))
kfa

3kfo
(10)
and the nct noise in the signal band is
e
20 2k2\/|5_k’ k2>1. (1)
The number of levels needed in the output is
l=(2%-6+3). (12)

In order for the noise (11) 10 be less than the noise in b-bit
PCM, it is requircd that

4 213__1 2
k5>7—’—(—?—l. (13)

For example with & = 16 and 8 = 12, k should exceed 51;
this corresponds to an interpolation rate of only 404 kHz and
19 level outputs for voiceband signals. When 8 = b, four-
level output interpolating in excess of 1.25 MHz would
providc the resolution of 16 bit PCM. The next section
presents a simplified implementation of this converter.

IV. A DoUBLE INTERPOLATING D/A CONVERTER

The output (8) compriscs two components; y; carrics the
signal contaminated with noise (2) while y, provides a first-

21, 21,
21 R R
o 1 o 2 ez
B-BITS B-BITS
x
Ro=A+ X JeRRRY
b-BITS 2k
Y4 Y2 0
Ry
+
AN,
)~ COARSE| [LOW PASS
y L_Dsa FILTER
Fig. 2. An outline of a double interpolative D/A.

order compcnsation for the noisc. Converting these two
signals into analog form by separatc means significantly
improves the tolcrance of the circuit to inaccuracies. Two-
level conversion of y, avoids signal distortion caused by
misplaced levels. Likewisc, two-level conversion for y, is
desirable, but this requires analog diffcrentiation to replace the
digital diffcrentiation in register R; and subtractor S;.

The approximation of digital diffcrentiation by analog
differentiation is satisfactory in circuits such as this, where the
word rate far cxceeds the signal frequency, because

(1-z27Y=2j exp (—-J—w—t> sin <w1>
2 2

(1-z" ") =jwr exp (%T) when (w7)2<24 (14)

and

or
when w7 <2.

(15)

The circuit in Fig. 3 uses approximation (14): register R,
provides a half period delay and C differentiates y,. The net
output of this circuit may be expressed as

Jwt
Y=G(Y,+ijC cxp (——2—>Yz>

and this can be cquivalent to (8) in the signal band. provided
that (14) is valid and that

(I-z")=jur

(16)

RC=71=—+. 17
T an
The net gain of the analog circuit to the signal is
r JerC
G= 1+ . (18)
(R+r) r+R

It cuts off at a frequency that is A(R + r)/wr higher than signal
frequencics. The purpose of this low-pass filtering, introduced
by the presence of resistor r, is to stop high-frequency
components of the binary signal y, from hitting the amplifier.

Analysis in the Appendix shows that approximation (14) is
good for this application, and that relationship (17) must be
satisficd to onc part in k. It also demonstrates that the least
significant 3/5 (8 — 1) bits of the signal that feeds from the
first to the second accumulator may be truncated. Measure-
ments on a circuit model described in the next section confirm
these results. They also show a close resemblance between
propertics of thesc interpolating converters and those of sigma
delta modulators.
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Fig. 3. A double interpolative D/A using two-level conversion to analog.

NOISE POWER,dB

02 03 04 05 06 07 08 09 1
VALUE OF THE INPUT CODE/65,536

Fig. 4. The dependence of interpolation noise on the value of the applied
digital word. Noise is expressed in decibels with respect to (28 — 1). The
interpolation rate 2kf, = 128 kHz. (a) Single interpolation, calculated
mean —45 dB. (b) Double interpolation, calculated mean — 64 dB.

V. MEASUREMENTS ON A CIRCUIT MODEL

The circuits to be described here use relatively low
switching rates in order that the interpolation noise be easily
distinguishable from spurious circuit imperfection and from
the quantization of the input signal. The input comprised 16 bit
words generated by a computer at 8 kHz. It represented dc
levels and 870 Hz sinewaves of various amplitudes. The
circuits employed two-level D/A’s and the low-pass filter at
their output approximated C-message weighting; its cutoff
frequency was about 3 kHz.

Fig. 4 shows graphs of the noise at the output of the
converter, plotted in decibels against the value of the binary
code as it swept slowly through the entire range 0-65 535.
Curve (a) is for single interpolation, y, disconnected, and
curve (b) is for double interpolation. We see that double
interpolation lowers and decorrelates the noise in much the
same way as it does in sigma delta modulation [4]. The theory
developed in [5] applies to curve (a).

Fig. 5 is a graph of signal-to-noise ratio plotted against the
amplitude of the input sinewave. Curve (a) is for single
accumulation with the sinewave biased at code 32 768, the
center of the range. Curve (b) is for the sinewave biased at
31 744, 1/64 of the range from center. Curve (c) is for double
integration with the bias at center. Dashed lines show the
result derived from (6) and (11).

Fig. 6 shows the signal-to-noise ratio plotted against the
amplitude of the input sinewave for double integration at
various interpolation rates.

Fig. 7 shows the signal-to-noise ratio plotted against the
deviation of the time constant RC from the ideal value 7.
Result (26) of the Appendix calls for +8 percent precision.
Finally, Fig. 8 shows how the signal-to-noise ratio depends on
the number of bits in the second accumulation; result (22)
requires that at least 6 bits be processed.

The results of these measurements agree very well with the
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/
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AMPLITUDE OF THE INPUT SINEWAVE, dB

Fig. 5. Signal-to-noise ratio plotted against the amplitude of the applied
sinewave. The interpolation rate is 256 kHz. (a) Single interpolation biased
to center. (b) Single interpolation biased 1/64 from center. (c) Double
interpolation biased to center. Dashed lines show responses calculated for
uncorrelated noise.

SIGNAL TO NOISE RATIO, dB

1
-70 -60 -50 -40 -30 -20
AMPLITUDE OF THE INPUT SINEWAVE, dB

(o]
-10 o

Fig. 6. Signal-to-noise ratio plotted against the amplitude of the applied

sinewave for double interpolation at various rates.
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Fig. 7. The variation of signal-to-noise ratio with the time constant RC for

various amplitudes of the applied sinewave.

calculated noise values, especially at the lower cycling rates.
At rates above 256 kHz, additional noise is introduced by the
limited switching speeds of the commercial TTL components
used in our implementation. We anticipate no difficulty in
realizing resolutions corresponding to 16 bit PCM in a single
chip implementation of the converter using CMOS technol-

ogy.
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Fig. 8. The dependence of signal-to-noisc ratio on the number of bits that are
transmitted from the first to the second accumulator for various amplitudes
of the applied sinewave.

VI. CONCLUDING REMARKS

Use of double accumulation greatly enhances the perform-
ance of these interpolating converters, in much the same
manner as it improves sigma delta modulation. The technique
can clearly be extended to more than two accumulations. Limit
cycle oscillations [4] that spoil the performance of high-order
sigma delta modulations cannot occur in these circuits because
their accumulators arée not included in feedback loops. Notice
that the accumulations used in these circuits are not cleared at
the start of each new word as they are in [1]. Such resetting
significantly increascs the magnitude of the interpolation noise
and its correlation with input code valucs.

The specification of filters nceded to smooth the output
signal will depend on the application. Relatively simple filters
will usually suffice, because the interpolation noise increascs
no more than 12 dB per octave and the restriction on out-of-
band noise in most applications is usually much less severe
than the restriction on in-band noisc.

APPENDIX
PRECISION OF THE CIRCUIT PARAMETERS

Fig. 9 shows the main functions of thc double interpolating
D/A. X represents the input. £, and E, arc the truncation
errors at the output of the first and sccond accumulations,
respectively. & represents a d-bit truncation that may be
introduced in the connection between the accumulators. g is a
gain factor that may differ from unity becausc of circuit
imperfections.

The output from this circuit may be cxpressed as

Y=X-(1-z2")1-g)E\-(1-27")gs—(1-27")’gE,.
(19

If the noise from the three sources E;, E,, and § are
uncorrelated, then the net noisc power in baseband may be
derived using results (6) and (11). It is

223_, ) - 2 22(/_122 42ﬁ_]22
N(z)____f( 1-g) +7r( )gr i )8 . 20)
9?3 9k3 60k

Our design should make this noisc less than the quantization
noise in the input signal; it provides tradeoffs bctwecn
required values of k, 3, 6, and g. In order to illustrate a
possible design, we will assume that & has been chosen and we
determine the conditions that cause the noisc introduced by g
and 8, to be small compared with the inherent interpolation
noise (11).

In order that the noise introduced by the truncation & be

Fig. 9. A model of the double interpolative D/A. ey, e. and & represent
truncation noises. g is a gain factor that ideally is unity.

small, it is required that

7|.2 22d__]2 426_12
g ) m( ) 21
k3 6043
which reduces to
<2d- 1 ><1r 3 | )
1) k(0" & (

when the value of k& just satisfies (13).
The number of bits that may be truncated is given
approximately by

d<§(3—1)- 23)

A significant reduction in the size of the second accumulation
is usually pcrmissible.

The condition that the noisc introduced by imprecise gain g
be small requires that

2028 - 1)(] — g)2 4028 - 1)2
T( )i(1-g) T ( ) 24)
9> 60k°
which gives
1.2
Ag=(l-g)<—. (25)

k

A major rcason for the gain g not cqualing unity is crror in the
value of capacitor C in Fig. 4. Result (25) rcquires that the
time constant RC should satisfy
RC 1.2
<L —
k
Another reason for inaccurate gain is the approximation (14).
This approximation introduces a change in gain that is
dependent on frequency. It may be expressed as a per-unit
error

(26)

T

__(wr)2 w?

Ag= =—
85 T
This satisfies condition (25) especially when k& is large. In

comparison, approximation (15) entails a per-unit change of
gain

27

S=l

A (JJT_'K.
=5 "%’

which does not satisfy (23). Approximation (15) can be

S=/ (28)
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acceptable, however, if sufficient margin is allowed in
satisfying (13).

i

2]
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A 16—-BIT 4'TH ORDER NOISE-SHAPING D/A CONVERTER

L. Richard Carley and John Kenney

Department of Electrical and Computer Enginesring
Carnegie Mellon University
Pittsburgh PA 15213

A 16-blt oversampling D/A converter has been designed
using a 4'th order all-digital noise—shaping loop followed by a
3-bit D/A converter. The 3-bit D/A converter, which employs
a novel form of dynamic element matching, achleves high
accuracy and long—-term stabllity without requiring precision
malching of components. The harmonic distortion of the
untrimmed monolithic CMOS prototype D/A converler Is less
than —-90dB. This multl-bit noise—shaping D/A converter
achleves performance comparable lo that of a 1-blt nolse—
shaping D/A thal operates at nearly 4 limes lis’ clock rate.

I. Introduction

Delta—-Sigma Modulation (DSM) converters have recently
achleved popularity for use In Integrated circult data converters,
both AD' and D/A? converters. Thelr altractiveness for IC
systems, In part, Is due to the fact that they employ a 1-blit D/A
converter which does not require precision component
matching. However, experlence has revealed that high Integral
linearity Is very difficull to achleve, perhaps because the 1-blt
loop quantizer Is frequently overloaded. The all-digital
nolse-shaping loop presented In thls paper avolds quantizer
overload by employing a quantizer which truncates the signal
to 3 blts rather than 1 bit as In DSM-type converters.
Ellminating quantizer overload, In addltion to Improving integral
linearity, also allows higher order (> 2) nolse—shaping loops to
be employed, since the low frequency osclllations observed In
higher order delta-sigma modulation loops' are a result of
quantizer overload.” For these reasons, a mulli-bit nolse-
shaping D/A converter system can achleve a signal—-to-noise
(SNR) ratlo comparable to that of a second order 1-Dbit nolse—
shaping (DSM) D/A converter operating at a much higher
sampling rate. For example, the prototype syslem, which
operates at 3.2MHz, achleves performance comparable to that
of the DSM-type converter which operales at 11.3MHz
described by Naus, sl. al..2

As stated above, many advantages result from using a
mulli~bit noise—shaping converter Instead of a DSM converter.
Howsever, there Is one major disadvantage; a multi-bit D/A
converter typlcally requires precision component matchlng.“"d

This paper presents a D/A converter architecture that employs
a novel form of "dynamic elemsnt malc:hlr\g"""6 particularly
sulted to oversampled data systems, to achleve excellent
Integral and differential linsarity, while requiring only modest
component malching. For example, the prototype system has a
peak component mismatch of approximately 0.3%, and a
measured peak Integral linearity error of 0.0022% of full scale.
This new topology allows multi-bit nolse—shaping coders to
employ D/A converters which achleve high integral linearity
without requiring component trimming. Therefore, this new D/A
convaerter topology Is easlly Implemented In IC technology and
does not require on—chip component trimming.

System Topology

Flgure 1 shows the topology of the 16-bit D/A converter
system. Interpolation, the process of Increasing the sampling
rate, Is performed In two slages. The input signal Is
Interpotated by a factor of 64 (L In figure 1) In two stages.
First, the Input Is Interpolated by a tactor of two and filtered by
a standard 64—tap FIR filter topology. Then, the FIR fiiter's
oulput Is Interpolated by a factor of 32 and fiitered using a
comb filter.® The combined filter altenuates frequencies above
30KHz by more than 80dB. Extensive simulations indicate that
the SNR at the output of the nolse—shaping loop wilh this
Interpolator architeclure is less than 3dB below the SNR with
an Ideal Interpolating filter.

Q(z)

.o coy + + Y(z) [y .
"_l"-’ S ) *é} e LIF

Figure 1 — Topology of the 16—Bit D/A converter system.

Reprinted from JEEE Proc. CICC, pp. 21.7.1-21.7.4, 1988.
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The nolse—shaping loop filter (H(z) In figure 1) employs
a 4'th order loop filter with 4 poles at z=1 and 3 zeros
positioned to maintain system stabliity and to minimize the
“nolse gain" of the |oop.9"° The worst—case nolse galn Is
determined by assuming that the quantization error wiil take on
a sequence of worst case values, +1/2 LSB or —-1/2 LSB,12
The nolse galn can be computed by summing the magnitude of
the impulse response of the transfer function from the
quantizer’s output back to its' input. Nolse gain Is a conslraint
used In choosing the location of the poles of the loop
transmission of the nolse—shaping loop. A maximum noise
galn of 4 was chosen as the constraint when placing the
closed—loop poles for the nolse~shaping loop of the prototype
system. Therefore, the quantization error at the noise—shaping
loop's output, which Is In the range +1/2 LSB 1o ~1/2 LSB, Is
amplified In the worst case by a factor of 4. Hence, the nolse
signal at the quantizer's Input will be In the range +2 LSB to
-2 LSB. In order to prevent the nolse—shaping quantizer from
being overloaded, the 16-bit input signal Is scaled so that its’
full-scale range Is between +2 LSB and -2 LSB.

3-Bit D/A Converter Topology

The 3-bit D/A converter topology achleves high Integral
linearity without requiring preclssly matched components
through the application of a modified form of dynamic element
matching. The D/A converter's n'th output level Is generated by
charging all capacltors to a +5 volt reference level and then
switching n of them into the summing junctlon of an operational
amplifier during each clock cycle. Note, the capacltors which
are not switched Into the summing Junction are swiiched Into
ground In order to maintaln a constant current In the +5 volt
reference line. A resistor version of the 3-bit D/A converter
was also fabricated. As with the capacltor version, the n'th
outpul level was generaled by switching n reslistors Into the
summing junction of an operation amplifler. The other end of
the resistors was tled to a reference voltage.

m_:‘b. 3 t0 7 |70 purrerry |8 gy L_‘"’N:;:m
oecooer | 101 manpomiIzER SWITCHES
,Elzb
RANDOM #
GENERATOR

Figure 2 — Topology of the 3-Bit D/A converter.

Dynamic element malching Is implemented by choosing
different elemenls lo represent the n'th level as a function of
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time. The “randomizer" selecls each slement on n out of 8
clock cycles (see figure 2). The goal of thls approach is to
decorrelate the error on successive samples. Idealy, a
mismatch between the capacltors Is converted Into a white
nolse signal; and, since the D/A converter Is being used In an
oversampling applicatlon, a large portlon of the error power is
filtered out. One simple approach to decorrelating the error on
successive samples would be to have a barrel shifter which
rotated one Increment after each clock. This approach would
completely decorrelate successlve output errors only if the
mismatch between capacilors were Independent of lhe
capacltor's position on the dle. Unlortunately, just the opposite
Is true. Adjacent capacltors are much more likely 1o maich
than distant capacltors due to gradlents In oxide thickness
across the wafer. An Ideal randomizer, one which connects
sach of the 8 Inputs to all 8 possible outputs In a random
fashlon, would have to Include 40,320 possible permutations.
In order o conserve die area, a selecled set of random
comblinations was allowed. The randomizer circuit consists of
a serles of 3 "bulterfly” networks coupling the Inputs to the
output (see flgure 3). This randomizer Implements 4086
different combinatlons. A pseudo—random sequence generator
Is used to generate the random 12-blt control sequences for
the butterfly switches. Simulations verified that this partial
randomizer resulted In good decorrelation of successive
converter errors In the face of both linear and quadratic
gradients In oxide thickness across the wafer. Figure 4 shows
a photomicrograph of the 3-bit D/A converter, the digital

randomizer clrcultry, and the pseudo-random sequence

generator.
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Figure 3 ~ Topology of the "Butterfly” type randomizer.

For a DC Input code of n, each capacitor Is discharged
Into the output on average n out of every 8 clock cycles.
Therefore, the D/A converter acts as a duly—cycle modulator
and the Integral linearily Is limited only by the product of the
fractional element mismatch (AE/E) and the fractional clock
jitter (AT/T).S'B Extremely high DC Integral linearlty can be
achleved, even If the eloments match very poorly, as long as a



Figure 4 — Photomicrograph of randomizer and 3—-BIt D/A con-
verter.

precise clock signal Is used. However, the element mismatch
wlll appear as an AC nolse signal added to the D/A converter's
outpul,

The maximum nolse signal, as a fraction of the 3—-bit D/A
RMS[AE/E]

vem
oversampling converter, only noise power In the signal pass—
band Is Important. Assuming that the randomizer's pattern Is
not correlated with the element variations, the noise signal will
be white and the RMS fraction of FS for the nolse signal in the
RMS[AE/E]
Va2M x 0oV
ratlo. For example, If a 3—bit D/A converter was constructed
using capacitors with an RMS varlation of 0.1% and the system
oversamples by a factor of 64, the In-band RMS noise signal
Is approximately 0.003% of FS.

The analog output from the 3-bit D/A converter (see
figure 1) was filtered by a fifth—order Butterworth filter. The
real axls pole was provided by the first op amp and the two
complex pole pairs were implemented as a cascade of two
Sallen—and-Key second order sections. The SNR and the
open—loop gain of the operational amplitiers limit the system's
SNR. The analog filter was Implemented off—chip using ultra—
low nolse operational amplifiers. Although the prototype CMOS
IC did not Include the analog filter, low—nolse monolithic CMOS
operational amplifiers with performance sultable for this task
have been deslgned and fabricated.?!!

converter's full scale (FS), Is In an

passband wlll be where OV Is the oversampling

Results

Figure 5 shows the SNR at the analog filter’s output as a
function of the Input amplitude for a 1 KHz sinusoidal Input.
The system achleves a total dynamic range greater than 92dB.

Figure 6 shows the power spectral density (PSD) of the
3-bit D/A converter's output without the analog filter for a 0dB
1KHz sinusoldal input. The flattening of the PSD of the nolse at

DYNAMIC RANGE (dB)

100

180

160

-1;;0 -8‘0 ~G‘0 -40 -'2’0 0

INPUT (dB)

Figure 5 ~ Plot of SNR as a function of Input amplitude. In this

case distortion Is included with the nolss. Input signal Is a
1KHz sinewave.

approximately 1 MHz is a result of the poles incorporated Into
the nolse-shaping loop's transfer function ta contral the nolse
gain. Note, thls signal contains nolse components from two
sources: quantization nolse from the nolse—~shaping loop and
the approximately "white” nolse resulting from the randomized
capacltor mismatch.

PSD (dB)
[

0 P 0.4 0.6 0.8 o 1.2 1.4 1.6
FREQUENCY (MH:z)

-20 |
-40 |

-60 |

-80

Figure 6 —~ Powaer Spectral Density of the signal at D/A convert-
er output with a 0dB 1KHz Input signal.

Figure 7 shows the power spectral density at the output
of the analog filter. Simulations with an Ideal 3-blt D/A
converter indicate that the PSD of the In—band noise Is
dominated, In the audio frequency range, by the component
mismatch nolse rather than quantization nolse from the
nolse-shaping loop, The harmonic distortion components are
each more than 96dB below the maximum input level.
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Figure 7 — Power Spectral Density of the signal at output of the
analog filter with a 0dB 1KHZ input signal. Note, the amplitude
of the Input signal has been artificlally reduced by passing It
though a 1 KHz notch filter In order to decrease the dynamic
range to allow accurate measurement of the PSD.

Concluslons

A 16-blit oversampling D/A converter has been designed
using an all-digital nolse—shaping loop followed by a 3-bit
D/A converter that employs a modified form of dynamic slement
matching to achieve high accuracy without the need for
precision matching of components. Using a verslon of the 3-
bit D/A converter which was tabricated in 3pm CMOS, the 16—
bit D/A converslon system achleved a dynamic range of 90dB
and a THD < -94dB at a sampling rate of only 3.2MHZ. It is
the topology of the 3—bit D/A converter which enables us to
design a nolse—shaping loop which can attaln performance
equivalant to that of DSM converters opsraling at much higher
clock rates, without Incurring the penalty of high Integral
nonlinaarity.

Although all of the system was not fabricated In IC form,
other researchers have fabricated digial interpolaling filters,
digital nolse—shaping loops, and analog output filters
equlivalent In performance to those required In thls system. For
example, a higher order (1:256) Interpolating fliter and a 2'nd
order nolse—shaping loop were implemented by Naus et. al.2in
approximately 18mm2. Therelore, we conclude that by testing
the novel portion of this system in IC form we have proved that
Integration of the entire system Is viable.

Acknowledgements

This work was supported In part by a grant from the Analog
Devices Corporation and by the NSF under grant ENG-
8451496.

References

[1] J. C. Candy, "A Use of Double Integration in Sigma-Dslta
Modulation”, IEEE Trans. Commun., vol. COM-33, pp.
249-258, March 1985.

[2) P. J. A. Naus, E. C. Dijkmans, E. F. Stikvoont, A. J. McKnight,
D. J. Holland, and W. Brandinal, "A CMOS Stereo 16-blit
D/A Converter for Digital Audlo”, JSSC Vol. SC-22, No. 3,
pp. 390-395, June 1987.

[3] J. W. Scott. W, Les, C. Glancarlo, and C. G. Sodinl, "A
CMOS Slope Adaptive Delta Modulator”, Proceedings of
the 1886 ISSCC, pp. 130—131, Feb. 1986.

[4] R. W, Adams, “Design and Implementation of an Audio
18-Bit A/D Converter using Oversampling Techniques.” J.,
Audio Eng. Soc. Vol. 34, No. 3, pp. 153-166, March 1986.

[5) R. J. Van De Plassche, "A monolithic 14-bit D/A converter”,
JSSC Vol. SC-14, No. 3, pp. 552556, June 1978,

[6] K. B. Klaassen, "Digitally conltrolled absolute voltage
division", IEEE Trans. on Instrumentation and Measurement
Vol. 24, No. 3, pp. 106-112, June 1975.

[7) C. Wolff and L. R. Carley, "Modeling the Quantizer in
Higher-Order Delta~Sigma Modulators”, International
Symposium on Circuits and Systems, Helsinkl Finland, June
1988.

[8) S. Chu and C. S. Burrus, "Multirate Filler Designs using
Comb Filters", IEEE Trans. on Circuits and Systems, vol.
CAS-31, pp. 913-924, Nov. 1984,

[9] J. Kenney, "Design Methodology for N—th Order Nolse—
Shaping Coders”, Masters Project Report, Department of
ECE, CMU, Pittsburgh PA, Jan, 1988.

[10] B. P. Agrawal and K. Shenol, "Design Msthodology for
IAM", IEEE. Trans. Commun. COM-31:360-369, March
1983,

f11) Y. Matsuya, K. Uchimura, A. lwata, T. Kobayashi, M.
Ishikawa, and T. Yoshilome, "A 16~bit Oversampling A-
to~D Conversion Technology Using Triple—integration
Nolse Shaping®, JSSC Vol. SC-22, No. 6, pp. 921-929,
December 1987,

[12] L. R. Carley, "An Oversampling Analog—to-Digital
Converter Topology for High Resolution Signal Acquisition
Systems”, IEEE Trans. Circuits and Systems CAS-34, #1,
83-91, January 1987.

485



A CMOS Stereo 16-bit D /A Converter for
Digital Audio

PETER J. A. NAUS, EISE CAREL DIJKMANS, EDUARD F. STIKVOORT,
ANDREW J. McKNIGHT, DAVID J. HOLLAND, anp WERNER BRADINAL

Abstract —A complete monolithic stereo 16-bit D/A converter prim-
arily intended for use in compact-disc players and digital audio tape
recorders is described in this paper. The D/A converter achieves 16-bit
resolution by using a code-conversion technique based upon oversampling
and noise shaping. The band-limiting filters required for waveform smooth-
ing and out-of-band noise reduction are included. Owing to the oversam-
pling principle most applications will require only a few components for an
analog post-filter. The converter has a linear characteristic and linear
phase response. The chip is processed in a 2-pm CMOS process and the
die size is 4 mm?. Only a single 5-V supply is needed.

I. INTRODUCTION

N CONVENTIONAL linear PCM the quantizing noise

is assumed to be white noise having a power ¢2/12,
where ¢ is the quantizing step [1], [2]. If the signal band-
width is less than half the sample frequency f,, the noise
spectrum can be reshaped in order to decrease the in-band
noise [3). For equal in-band noise, this noise shaping
results in a lower number of bits per sample, together with
a higher sample rate than is used in conventional PCM. In
the system presented here (see Fig. 1), a performance,
equivalent to 16-bit D/A conversion at a sample rate of
44.1 kHz, has been obtained by using a 1-bit D/A con-
verter at a sample rate of 11.2896 MHz (256/,).

In the system, the stereo 16-bit PCM 44.1-kHz input
signal is filtered and upsampled to 4f, in the first oversam-
pling section. After the first oversampling section the
signal is demultiplexed and from this point on both chan-
nels (left and right) are treated separately. The sample rate
is increased to 256f; in the second oversampling section.
The word length is reduced to 1 bit, by a noise-shaping
code conversion, and the 1-bit code passes through a 1-bit
D/A converter. A small analog post-filter completes the
D/A conversion of the original 16-bit PCM signal.

Manuscript received October 6, 1986; revised December 19, 1986.
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serial
interface

16(ts)
first oversampling
filter

16(4ts)

second oversampling
filter

Fig. 1. Block diagram of one channel of the D/A converter.

II. OVERSAMPLING AND FILTERING

The 44.1-kHz sample rate of the PCM input signal is
increased by a factor of 4 in the first oversampling section.
It contains a finite-impulse-response (FIR) low-pass filter,
which has a 20-kHz bandwidth, a passband ripple of
+0.02 dB, and a stopband rejection of 60 dB for frequen-
cies above 24 kHz. Its hardware contains a ROM, a RAM,
and an array multiplier. Although the upsampling filter
structure is multiplexed between the two channels, there is
no phase shift between the two analog outputs.

The second oversampling section is an interpolating
filter based on an adder structure. The sample rate is
increased by a factor of 64, by using a linear interpolator
(1128f,) and a sample-and-hold circuit (1256f,). An inter-
nally generated out-of-band dither signal is used to prevent
audible idling patterns of the noise shaper at low-input
signal levels. The amplitude increases because of the dither
signal and therefore an extra bit is needed. The word
length at the output of the linear interpolator has to be 17
bits.

All signal processing steps involved in generating the
1-bit code use FIR filters, ensuring a linear phase char-
acteristic. Owing to the digital oversampling filters only a
simple analog post-filter is required, which is realized by a

Reprinted from IEEE J. Solid-State Circuits, vol. SC-22, pp. 390-395, June 1987.
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Fig. 2. Characteristics of the filters: (a) stopband, and (b) passband.
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Fig. 3. Block diagram of the noise shaper.

third-order Butterworth filter with a —3-dB cutoff
frequency at 60 kHz. The frequency responses of the
digital filter and the analog output filter are shown in Fig.
2. Frequencies at multiples of the sample frequency f; are
attenuated by the first oversampling filter. The linear
interpolator has a transfer function of (sin(x)/x)?, in
which x = wf/4f, and attenuates the frequencies at multi-
ples of 4f,. The first oversampling filter contains com-
pensation for the (sin(x)/x)? roll-off due to the inter-
polator plus the roll-off of the Butterworth filter. The
combined filter curve will be flat over the audio band with
a ripple of 0.02 dB.

III. NOISE SHAPER

The 17-bit oversampled PCM signal is supplied to a
second-order noise shaper. Fig. 3 shows the block diagram
of the noise shaper. The noise shaper is a feedback loop
consisting of a quantizer which reduces the word length to
1 bit, a limiter which prevents overflow, and a loop filter
which shapes the spectral distribution of the quantization
noise generated by the quantizer.

Fig. 4(a) and (b) shows the characteristics of the quan-
tizer and the limiter as a function of the input x, respec-
tively. The operation of the noise shaper can easily be
explained, if one crudely models the quantizer by

y=cx+r (1)

where r is the quantizing error of the quantizer and c is
the ‘gain attributed to the quantizer in the loop. Together

with
X=I+HV

V=X-Y

-

(b)

Fig. 4. (a) Output of the quantizer as a function of the input.
(b) Output of the limiter as a function of the input.

5
-H 24 / —~~
I-H+CH I-H=(1-2" )
1 /Z
0 1 2 3 Y 5 5.6
——t(MHp) (1288

Fig. 5. Noise density at the output of the noise shaper.

it follows that

cl R(1-H)
Y= + .
1-H+cH 1-H+cH

(2)

I, X, V, and Y are the frequency-domain representations
of i, x, v, and y. R is the spectral density of the quantiz-
ing error. The spectral components of the quantizing error
in the signal band (0,0,) must be minimized, hence
1 — H(e/®)| must be minimized for © €[0,0,). If
[1— H(e’®)| is small relative to one, (2) may be approxi-
mated by

Y=I+R(1-H)/c. (3)
The coder output Y contains the undistorted spectrum of
the input signal 7, added to the spectrally shaped quantiz-
ing error.

In our design we have chosen for a rather uncomplicated
type of loop filter H(z) = z~!(2— z 7). The resulting noise
transfer function, in the signal band, of the 1-bit quantiza-
tion noise has the shape

1-H(z)=(1-2"1)% (4)

This noise shaping changes the quantizing noise spectrum
(see Fig. 5). In the signal band the noise density increases
12 dB/octave with frequency. The power in the quantizer
output in the loop can be computed from the noise density
for zero input signal to the coder:

2

1-H(9) de. (5)

1- H(8)+ cH(8)

2
)72= " ._E;_
——-716n
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The signal Y only takes the values + E, hence ¢ follows
from

2

1-H(6
) dé =6I1.

f 1+(c—-1)H(8)

-

(6)

The idle channel in-band noise power N, is approximated
for ®, <1 by

E?@;

N.=
" 157l

(™)

where E is the amplitude of the output of the quantizer. In
our design the value of ¢ is 0.667. For an oversampling
factor of 256 and an audio bandwidth of 20 kHz, the
in-band noise power N,= —107.8 dB,, where 0 dB, corre-
sponds to the maximum signal power E2/2. It should be
noted that the maximum signal power which the coder can
handle is less than E2/2. For increasing input signal level,
the quantizer input level increases sharply in the proximity
of overload of the coder, the signal-to-noise ratio in the
output decreases, and the coder tends towards instability.
Hence, in a practical device, a limiter in the loop is
necessary for reasons of stability and overflow protection.

IV. THE 1-B1T D/A CONVERTER

The D/A converter circuit, as shown in Fig. 6(a), has a
very simple structure. Its function is to modulate a dc
voltage with the 1-bit data stream. However, as the data
contain a wide-band frequency spectrum, the modulator
needs a high linearity, otherwise distortion will cause inter-
modulation with the out-of-band quantization noise, fold-
ing it back into the audio band.

The circuit is implemented as a switched-capacitor cir-
cuit. The timing diagram is shown in Fig. 6(b). During the
first half of the sample period, either C; is charged by
drawing a unity charge out of the summing node of the op
amp or capacitor C, is discharged by pushing a unity
charge into the op amp. During the second half, C; and C,
are discharged and charged, respectively. The current flow-
ing through the feedback network of the op amp, disre-
garding the quantization noise, can be approximated as
follows:

I"= C;A(V,—-Vz)(l+msin(pt)+ )
I’=—C—3-f—s(—Vl~V2)(l-msin(pt)+ )
1++I—=€{{V1(C1—Cz)‘V2(C1+Cz)

+mV(Cy+ G,)(sin(pt)+ --+)
—mV,(C, = C)(sin(pt)+ -+ )}. (8)

Clearly, the resulting current contains three components—a
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Fig. 6. One-bit D/A converter: (a) circuit diagram, and (b) timing
diagram.

Liv Q‘J J
:llo—_ '-] J] q& olp
F’u—* s 1
I\ Y W O

ov

Fig. 7. Circuit diagram of the op amp.

dc term, the wanted signal, and a term which contains the
signal ¥, —that can be described as

2 .
& ©)

Vo=V,-
where V, is the dc offset voltage of the op amp and 4 is
the open-loop gain of the amplifier. From (8) and (9) it
follows that distortion products will be generated where
the second harmonic distortion will dominate. From

Viist _ mR, f, ( C - Cz) (10)
Vigna 4 A

it follows that this second-harmonic distortion is very
dependent on the gain of the op amp and the matching
between C, and C,.

As the input signal is the sum of a low-frequency audio
signal and high-frequency noise, any nonlinearity will re-
sult not only in harmonic distortion of the audio signal,
but also in the folding back of intermodulation products of
the high-frequency noise components into the audio band.

The voltage step on the input of the summing node of
the op amp generates slew-rate distortion of the op amp.
The amplitude of this voltage step is dependent on the
ratio of the capacitors C, and C;, C, and the ratio of the
ON resistance of the switches and the high-frequency out-
put impedance of the op amp. The high-frequency output
impedance of the op amp is roughly determined by the
1/g,, of the output stage. Capacitor C, is added to the
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TABLE I
Op-AMP SPECIFICATIONS
“DC-Gain 90 dB
Phase margin (0 dB) Cj,,q =20pF 45 deg. at 46 MHz

Phase margin (30 dB)Cj,,4 =20pF 88 deg. at 4.6 MHz
Output impedance 80 ohm

Power consumption 18 mW
Input offset voltage 2 mV
Slew-rate 30 V/usec

Sise 610 pm x 360 pm

A g iy e
LFTRINGI
€ 31 interp

Fig. 8. Photograph of the stereo 16-bit D/A converter.

~80r THD-Noise(dB)
B=30Hz

=110 '

3 6 9 12 15

18 f(kHz)

Fig. 9. Measured total harmonic distortion plus noise in the audio

band.

summing node of the op amp to decrease the high-
frequency components in ¥, sufficiently. The op amp with
the feedback network R, and C, serves as a first-order
low-pass filter reducing the high-frequency noise. Fig. 7
shows the circuit diagram of the op amp. It is a classical
design [4] with a low-gain differential input stage driving a
very high-gain cascode stage from both ends. This drives a
Miller gain stage to give good gain, bandwidth, and output
impedance with medium power consumption. The tran-
sistors are all large to give a low 1/f noise figure. The
specifications of the op amp are shown in Table I.

V. PracricaL D/A CONVERTER CHIP

Fig. 8 shows a photograph of the stereo 16-bit converter.
The circuit is processed in a 2-pum CMOS technology. The
stereo D/A converter needs a chip area of 44 mm? and is

e [nV/VHZ)

100

N1t nq_i_;e
\

10 ™ white nojse

1

2 3 B 5 6
10 10 10 10 ¢ [Hz]’o

Fig. 10. Measured 1/f plus thermal noise of the op amp.

TABLE I
NoISE CALCULATIONS

Input quantization noise (16 bit) - 98.4 dB
Quantization noise first

filter section -104.4 dB
Noise-shaper -105.8 dB

Opamp 1/f noise relative to 0.7Vrms -104.1 dB
Opamp thermal noise relative to
0.7 Vrms (folded noise included) -103.0 dB

Theoretical total noise - 956.6 dB

mounted in a 40-pin dual-in-line plastic package or in a
44-pin quad flat pack.

Two inter IC signal (I?S) [5] ports have been incorpo-
rated, one to receive data from the compact-disc decoder
IC (or any 16-bit 44.1-kHz 128 source), and the other to
transmit the four-times oversampled data to an external
device such as a dual 16-bit D/A converter [6]. The 128
standard, in which the two channels are multiplexed, pro-
vides easy interfacing between digital signal processing
devices operating at various word lengths. For compact-disc
applications an input has been provided which will allow
an attenuation of the analog output by —12 dB during
track search. A de-emphasis input can control the roll-off
of the integrator by switching in an extra (external) feed-
back network.

V1. MEASUREMENTS

Fig. 9 shows the noise and the total harmonic distortion
as a function of the frequency measured with an HP 339A
distortion-measurement set and a spectrum analyzer with a
resolution bandwidth of 30 Hz. The input signal has a
frequency of 3 kHz. At full signal level (—2 dB,) the
harmonic distortion is less than —100 dB,,.

Fig. 10 shows the thermal noise and the 1/f noise
measured at the op amps. It can be seen that the 1/f noise
plays a dominant role.

The minimum noise level generated by a D /A converter
system is given by the resolution of the input signal. Extra
noise will be added owing to imperfections of the con-
verter and noise generated by the low-pass filter. In the
case of a partially digital and partially analog filter, round-
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TABLE 111
MEASURED DATA OF THE STEREO 16-BIT D/A CONVERTER
Dynamic range > 94 dB
Distortion < -90 dB
Dissipation < 260 mW
Pass-band ripple < 0.02 dB
Stop-band attenuation > 60 dB

single 5V £10%

44 pin QFP or 40 pin DIL
Internal

internal

1’s

s

internal

44 mm?

2 um CMOS

Power supply

Package

De-emphasis switch
Output low-pass filter
Serial input interface
Serial output interface
X-tal oscillator

Dle slze

Process

ing noise is generated in the digital filter and 1/f and
thermal noise in the analog filter. The noise contributions,
over a 20-kHz band, of the several components used in our
system are given in Table II (0 dB corresponds to a
full-level sine wave). Measurements show a noise level of
—94 dB which is fairly close to the calculated noise level.
The main noise contribution is given by the noise of the op
amp.

Table III gives some additional data for the stereo 16-bit
D/A converter.

VII. CONCLUSIONS

A stereo 16-bit D/A converter for use in digital audio
equipment has been realized in a 2-pum CMOS process by

IEEE JOURNAL OF SOLID-STATE CIRCUITS, VOL. SC-22, NO. 3, JUNE 1987

using a code-conversion technique based upon oversam-
pling and noise shaping. The oversampling filters, the
noise shaper, the 1-bit D/A converter, and the analog
post-filter are integrated on one chip. For most applica-
tions only a few external components are required. The
power consumption is <300 mW and only a single 5-V
supply is needed.
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