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Preface to the Fifth Edition

Semiconductor physics is of fundamental importance in understand-
ing the behaviour of semiconductor devices and for improving their
performance. Among the more recent devices are those exploiting the
properties of III–V nitrides, and others that explore the technical pos-
sibilities of manipulating the spin of the electron. The III–V nitrides,
which have the hexagonal structure of wurtzite (ZnO), have proper-
ties that are distinct from those like GaAs and InP, which have the
cubic structure of zinc blende (ZnS). Moreover, AlN and GaN have
large band gaps, which make it possible to study electron transport at
very high electric fields without producing breakdown. This property,
combined with an engineered large electron population, makes GaN an
excellent candidate for high-power applications. In such situations the
role of hot phonons and their coupling with plasmon modes cannot be
ignored. This has triggered a number of recent studies concerning the
lifetime of hot phonons, leading to the discovery of new physics. An ac-
count of hot-phonon effects, the topic of the first of the new chapters,
seemed to be timely.

In the new study of spintronics, a vital factor is the rate at which
an out-of-equilibrium spin population relaxes. The spin of the elec-
tron scarcely enters the subject matter of previous editions of this book
other than in relation to the density of states, so an account of spin
processes has been overdue, hence the second of the new chapters in
this edition. The rate of spin relaxation is intimately linked to details of
the band structure, and in describing this relationship I have taken the
opportunity to describe the band structure of wurtzite and the corres-
ponding eigenfunctions of the bands, from which the cubic results are
deduced. There are several processes that relax spin in bulk material,
and these are described.

The properties of semiconductors extend beyond the bulk. All
semiconductors have surfaces and, when incorporated into devices,
they have interfaces with other materials. The physics of metal–
semiconductor interfaces has been studied ever since the discovery of
rectifying properties in the early part of the 20th century. More re-
cently, the advent of so-called low-dimensional devices has highlighted
problems connected with the physics of interfaces between different
semiconductors, so an account of the properties of surfaces and inter-
faces was, it seemed to me, no longer timely, but long overdue. Hence,
the third new chapter.

This new edition is therefore designed to expand (rather than replace)
the physics of bulk semiconductors found in the previous edition. The
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expansion has been motivated by the subject matter of my own re-
search and that of colleagues at the Universities of Essex and Cornell.
I am particularly indebted to Dr Angela Dyson for her insightful
collaboration in these studies.

Thorpe-le-Soken, 2013 B.K.R.



Preface to the Fourth
Edition

This new edition contains three new chapters concerned with material
that is meant to provide a deeper foundation for the quantum processes
described previously, and to provide a statistical bridge to phenomena
involving charge transport. The recent theoretical and experimental
interest in fundamental quantum behaviour involving mixed and en-
tangled states and the possible exploitation in quantum computation
meant that some account of this should be included. A comprehensive
treatment of this important topic involving many-particle theory would
be beyond the scope of the book, and I have settled on an account that
is based on the single-particle density matrix. A remarkably successful
bridge between single-particle behaviour and the behaviour of popu-
lations is the Boltzmann equation, and the inclusion of an account of
this and some of its solutions for hot electrons was long overdue. If the
Boltzmann equation embodied the important step from quantum stat-
istical to semi-classical statistical behaviour, the drift-diffusion model
completes the trend to fully phenomenological description of trans-
port. Since many excellent texts already cover this area I have chosen
to describe only some of the more exciting transport phenomena in
semiconductor physics such as those involving a differential negat-
ive resistance, or involving acoustoelectric effects, or even both, and
something of their history.

A new edition affords the opportunity to correct errors and omis-
sions in the old. No longer being a very assiduous reader of my own
writings, I rely on others, probably more than I should, to bring errors
and omissions to my attention. I have been lucky, therefore, to work
with someone as knowledgeable as Dr N.A. Zakhleniuk who has sug-
gested an update of the discussion of cascade capture, and has noted
that the expressions for the screened Bloch–Gruneisen regime were for
2-D systems and not for bulk material. The update and corrections have
been made, and I am very grateful for his comments.

My writing practically always takes place at home and it tends to
involve a mild autism that is not altogether sociable, to say the least.
Nevertheless, my wife has put up with this once again with remark-
able good humour and I would like to express my appreciation for her
support.

Thorpe-le-Soken, 1999 B.K.R.



Preface to the Third
Edition

One of the topics conspicuously absent in the previous editions of this
book was the scattering of phonons. In a large number of cases phon-
ons can be regarded as an essentially passive gas firmly anchored to
the lattice temperature, but in recent years the importance to transport
of the role of out-of-equilibrium phonons, particularly optical phon-
ons, has become appreciated, and a chapter on the principal quantum
processes involved is now included. The only other change, apart from
a few corrections to the original text (and I am very grateful to those
readers who have taken the trouble to point out errors) is the inclusion
of a brief subsection on exciton annihilation, which replaces the ac-
count of recombination involving an excitonic component. Once again,
only processes taking place in bulk material are considered.

Thorpe-le-Soken B.K.R.
December 1992



Preface to the Second
Edition

This second edition contains three new chapters—‘Quantum processes
in a magnetic field’, ‘Scattering in a degenerate gas’, and ‘Dynamic
screening’—which I hope will enhance the usefulness of the book.
Following the ethos of the first edition I have tried to make the rather
heavy mathematical content of these new topics as straightforward and
accessible as possible. I have also taken the opportunity to make some
corrections and additions to the original material—a brief account of
alloy scattering is now included—and I have completely rewritten the
section on impact ionization. An appendix on the average separation
of impurities has been added, and the term ‘third-body exclusion’ has
become ‘statistical screening’, but otherwise the material in the first
edition remains substantially unchanged.

Thorpe-le-Soken 1988 B.K.R.



Preface to the First Edition

It is a curious fact that in spite of, or perhaps because of, their
overwhelming technological significance, semiconductors receive com-
paratively modest attention in books devoted to solid state physics.
A student of semiconductor physics will find the background theory
common to all solids well described, but somehow all the details, the
applications, and the examples—just those minutiae which reveal so
vividly the conceptual cast of mind which clarifies a problem—are all
devoted to metals or insulators or, more recently, to amorphous or even
liquid matter. Nor have texts devoted exclusively to semiconductors,
excellent though they are, fully solved the student’s problem, for they
have either attempted global coverage of all aspects of semiconductor
physics or concentrated on the description of the inhomogeneous semi-
conducting structures which are used in devices, and in both cases they
have tended to confine their discussion of basic physical processes to
bare essentials in order to accommodate breadth of coverage in the
one and emphasis on application in the other. Of course, there are
distinguished exceptions to these generalizations, texts which have spe-
cialized on topics within semiconductor physics, such as statistics and
band structure to take two examples, but anyone who has attempted
to teach the subject to postgraduates will, I believe, agree that some-
thing of a vacuum exists, and that filling it means resorting to research
monographs and specialist review articles, many of which presuppose
a certain familiarity with the field.

Another facet to this complex and fascinating structure of creating,
assimilating, and transmitting knowledge is that theory, understand-
ably enough, tends to be written by theoreticians. Such is today’s
specialization that the latter tend to become removed from direct in-
volvement in the empirical basis of their subject to a degree that makes
communication with the experimentalist fraught with mutual incom-
prehension. Sometimes the difficulty is founded on a simple confusion
between the disparate aims of mathematics and physics—an axiomatic
formulation of a theory may make good mathematical sense but poor
physical sense—or it may be founded on a real subtlety of physical be-
haviour perceived by one and incomprehended by the other, or more
usually it may be founded on ignorance of each other’s techniques,
of the detailed analytic and numerical approximations propping up a
theory on the one hand, and of the detailed method and machinery
propping up an experimental result on the other. Certainly, experiment-
alists cannot avoid being theoreticians from time to time, and they have
to be aware of the basic theoretical structure of their subject. As stu-
dents of physics operating in an area where physical intuition is more
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important than logical deduction they are not likely to appreciate a
formalistic account of that basic structure even though it may pos-
sess elegance. Intuition functions on rough approximation rather than
rigour, but too few accounts of theory take that as a guide.

This book, then, is written primarily for the postgraduate student
and the experimentalist. It attempts to set out the theory of those
basic quantum-mechanical processes in homogeneous semiconductors
which are most relevant to applied semiconductor physics. Therefore
the subject matter is concentrated almost exclusively on electronic pro-
cesses. Thus no mention is made of phonon–phonon interactions, nor
is the optical absorption by lattice modes discussed. Also, because I
had mainstream semiconductors like silicon and gallium arsenide in
mind, the emphasis is on crystalline materials in which the electrons
and holes in the bands obey non-degenerate statistics, and little men-
tion is made of amorphous and narrow-gap semiconductors. Only the
basic quantum mechanics is discussed; no attempt is made to follow
detailed applications of the basic theory in fields such as hot electrons,
negative-differential resistance, acousto-electric effects, etc. To do that
would more than triple the size of the book. The theoretical level is
at elementary first- and second-order perturbation theory, with not a
Green’s function in sight; this is inevitable, given that the author is
an experimentalist with a taste for doing his own theoretical work.
Nevertheless, those elementary conceptions which appear in the book
are, I believe, the basic ones in the field which most of us employ in
everyday discussions, and since there is no existing book to my know-
ledge which contains a description of all these basic processes I hope
that this one will make a useful reference source for anyone engaged in
semiconductor research and device development.

Finally, a word of caution for the reader. A number of treatments in
the book are my own and are not line-by-line reproductions of standard
theory. Principally, this came about because the latter did not exist in a
form consistent with the approach of the book. One or two new expres-
sions have emerged as a by-product, although most of the final results
are the accepted ones. Where the treatment is mine, the text makes this
explicit.

Colchester 1981 B.K.R



This page intentionally left blank 



Contents

1 Band structure of semiconductors 1
1.1. The crystal Hamiltonian 1
1.2. Adiabatic approximation 1
1.3. Phonons 2
1.4. The one-electron approximation 3
1.5. Bloch functions 4
1.6. Nearly-free-electron model 6

1.6.1. Group theory notation 8
1.7. Energy gaps 10
1.8. Spin−orbit coupling and orbital characteristics 12
1.9. Band structures 14
1.10. Chemical trends 18
1.11. k · p perturbation and effective mass 22

1.11.1. Oscillator strengths 27
1.12. Temperature dependence of energy gaps 28
1.13. Deformation potentials 30
1.14. Alloys 34
References 35

2 Energy levels 36
2.1. The effective-mass approximation 36
2.2. Electron dynamics 39
2.3. Zener–Bloch oscillations 41
2.4. Landau levels 44
2.5. Plasma oscillations 48
2.6. Excitons 49
2.7. Hydrogenic impurities 51
2.8. Hydrogen molecule centres 56
2.9. Core effects 57
2.10. Deep-level impurities 59
2.11. Scattering states 64
2.12. Impurity bands 64
References 68

3 Lattice scattering 69
3.1. General features 69
3.2. Energy and momentum conservation 73

3.2.1. Spherical parabolic band 73
3.2.1.1. Absorption 73
3.2.1.2. Emission 75



xiv Contents

3.2.2. Spherical non-parabolic band 77
3.2.3. Ellipsoidal parabolic bands 78
3.2.4. Equivalent valleys 78
3.2.5. Non-equivalent valleys 79

3.3. Acoustic phonon scattering 79
3.3.1. Spherical band: equipartition 81
3.3.2. Spherical band: zero-point scattering 83
3.3.3. Spheroidal parabolic bands 84
3.3.4. Momentum and energy relaxation 87

3.4. Optical phonon scattering 89
3.4.1. Inter-valley scattering 92
3.4.2. First-order processes 93

3.5. Polar optical mode scattering 95
3.5.1. The effective charge 98
3.5.2. Energy and momentum relaxation 99

3.6. Piezoelectric scattering 101
3.7. Scattering-induced electron mass 106
3.8. Mobilities 108
3.9. Appendix: Acoustic waves in the diamond lattice 112
References 115

4 Impurity scattering 116
4.1. General features 116
4.2. Charged-impurity scattering 119

4.2.1. Conwell–Weisskopf approximation 119
4.2.2. Brooks–Herring approach 121
4.2.3. Uncertainty broadening 124
4.2.4. Statistical screening 126

4.3. Neutral-impurity scattering 129
4.3.1. Hydrogenic models 129
4.3.2. Square-well models 130
4.3.3. Sclar’s formula 132
4.3.4. Resonance scattering 133
4.3.5. Statistical screening 136

4.4. Central-cell contribution to charged-
impurity scattering 137

4.5. Dipole scattering 144
4.6. Electron–hole scattering 145
4.7. Electron–electron scattering 147
4.8. Mobilities 150
4.9. Appendix: Debye screening length 151
4.10. Appendix: Average separation of impurities 154
4.11. Appendix: Alloy scattering 155
References 156

5 Radiative transitions 157
5.1. Transition rate 157

5.1.1. Local field correction 160
5.1.2. Photon drag 160



Contents xv

5.2. Photo-ionization and radiative capture
cross-sections 161

5.3. Wavefunctions 162
5.4. Direct interband transitions 165

5.4.1. Excitonic absorption 168
5.5. Photo-deionization of a hydrogenic acceptor 169
5.6. Photo-ionization of a hydrogenic donor 171
5.7. Photo-ionization of quantum-defect impurities 173
5.8. Photo-ionization of deep-level impurities 178
5.9. Summary of photo-ionization cross-sections 180
5.10. Indirect transitions 181
5.11. Indirect interband transitions 183
5.12. Free-carrier absorption 186

5.12.1. Energy and momentum 189
5.12.2. Scattering matrix elements 189
5.12.3. Electron scattering by photons 191
5.12.4. Absorption coefficients 193

5.13. Free-carrier scattering of light 195
5.13.1. Scattering of laser light 199

5.14. Appendix: Justification of effective-mass
approximation in light scattering 201

References 202

6 Non-radiative processes 203
6.1. Electron–lattice coupling 203
6.2. The configuration coordinate diagram 205

6.2.1. Semi-classical thermal broadening 207
6.3. Semi-classical thermal generation rate 208
6.4. Thermal broadening of radiative transitions 211
6.5. Thermal generation and capture rates 217
6.6. Electron–lattice coupling strength 222
6.7. Selection rules for phonon–impurity coupling 228
6.8. Phonon-cascade capture 231
6.9. The Auger effect 233
6.10. Impact ionization 240
6.11. Appendix: The multiphonon matrix element 242
References 244

7 Quantum processes in a magnetic field 246
7.1. Introduction 246
7.2. Collision-free situation 247

7.2.1. Quantum states in a magnetic field 247
7.2.2. Magnitudes 249
7.2.3. Density of states 249
7.2.4. Spin 251
7.2.5. Phenomenological quantities 251

7.3. Collision-induced current 252
7.3.1. Expression for the scattering rate in

the extreme quantum limit 252



xvi Contents

7.3.2. Energy and momentum conservation 254
7.3.3. Integrations 255
7.3.4. General expression for the drift velocity 256
7.3.5. Diffusion 259

7.4. Scattering mechanisms 259
7.4.1. Acoustic phonon scattering 259
7.4.2. Piezoelectric scattering 262
7.4.3. Charged-impurity scattering 263
7.4.4. Statistical weighting for inelastic

phonon collisions 266
7.5. Transverse Shubnikov–de Haas oscillations 267

7.5.1. Magnetoconductivity in the
presence of many Landau levels 267

7.5.2. The oscillatory component 270
7.5.3. Collision broadening 271
7.5.4. Thermal broadening 272
7.5.5. Spin-splitting 272
7.5.6. Shubnikov–de Haas formula 273

7.6. Longitudinal Shubnikov–de Haas oscillations 274
7.7. Magnetophonon oscillations 276
References 280

8 Scattering in a degenerate gas 282
8.1. General equations 282
8.2. Elastic collisions 284
8.3. Acoustic phonon scattering 284

8.3.1. Low-temperature limit 287
8.3.2. High-temperature limit 288
8.3.3. Strong screening 288

8.4. Energy relaxation time 290
References 291

9 Dynamic screening 292
9.1. Introduction 292
9.2. Polar optical modes 293
9.3. Plasma modes 295
9.4. Coupled modes 296
9.5. The Lindhard dielectric function 302
9.6. Fluctuations 305
9.7. Screening regimes 308
References 308

10 Phonon processes 310
10.1. Introduction 310
10.2. Three-phonon processes 312

10.2.1. Coupling constants 312
10.2.2. Selection rules for acoustic phonons 313



Contents xvii

10.2.3. Rates for LA modes via normal processes 314
10.2.4. Rates for TA modes via normal processes 317
10.2.5. Rates for umklapp processes 318
10.2.6. Higher-order processes 319
10.2.7. Lifetime of optical phonons 320

10.3. Scattering by imperfections 321
10.4. Scattering by charged impurities 323
10.5. Scattering by electrons 325
10.6. Other scattering mechanisms 326
References 327

11 Quantum transport 328
11.1. The density matrix 328
11.2. Screening 330
11.3. The two-level system 333
11.4. Fermi’s Golden Rule 334
11.5. Wannier–Stark states 336
11.6. The intracollisional field effect 337
11.7. The semi-classical approximation 338
References 338

12 Semi-classical transport 339
12.1. The Boltzmann equation 339
12.2. Weak electric fields 344
12.3. Electron–electron scattering 347
12.4. Hot electrons 350
12.5. Hot electron distribution functions 353

12.5.1. Scattering by non-polar acoustic phonons 355
12.5.2. Scattering by non-polar optical modes 357
12.5.3. The drifted Maxwellian 358

References 362

13 Space-charge waves 364
13.1. Phenomenological equations 364
13.2. Space-charge and acoustoelectric waves 366
13.3. Parametric processes 370
13.4. Domains and filaments 371
13.5. Recombination waves 375
References 378

14 Hot phonons 379
14.1. Introduction 379
14.2. Rate equations 380
14.3. Lifetime 381
14.4. Dependence on lattice temperature 382
14.5. Coupled modes 383



xviii Contents

14.6. Lifetime dispersion 387
14.7. Migration 390
14.8. Role of daughter modes 390
References 393

15 Spin processes 394
15.1. Introduction 394
15.2. Band structure 395
15.3. Valence band eigenfunctions 398
15.4. Conduction band eigenfunctions 399
15.5. The Elliot–Yafet process 401
15.6. The D’yakonov–Perel process 404
15.7. The Rashba mechanism 406
15.8. The Bir–Aranov–Pikus mechanism 407
15.9. Hyperfine coupling 409
15.10. Summary 409
15.11. Optical generation 410
References 412

16 Surfaces and interfaces 413
16.1. Introduction 413
16.2. The Kronig–Penney model 414
16.3. Tamm states 415
16.4. Virtual gap states 416
16.5. The dielectric band gap 418
16.6. The Schottky contact 419
References 423

Author Index 424
Subject Index 427



Band structure
of semiconductors 1
1.1. The crystal Hamiltonian

For an assembly of atoms the classical energy is the sum of the
following:

(a) the kinetic energy of the nuclei;
(b) the potential energy of the nuclei in one another’s electrostatic field;
(c) the kinetic energy of the electrons;
(d) the potential energy of the electrons in the field of the nuclei;
(e) the potential energy of the electrons in one another’s field;
(f) the magnetic energy associated with the spin and the orbit.

Dividing the electrons into core and valence electrons and leaving
out magnetic effects leads to the following expression for the crystal
Hamiltonian:

H =
∑

l

p2
l

2Ml
+
∑
l,m

U(Rl − Rm) +
∑

i

p2
i

2m
+
∑
i,l

V (ri − Rl)

+
∑
i, j

e2/4πε0∣∣ri − rj

∣∣ (1.1)

where l and m label the ions, i and j label the electrons, p is the mo-
mentum, M is the ionic mass, m is the mass of the electron, U(Rl −Rm)
is the interionic potential, and V (ri − Rl) is the valence–electron–ion
potential.

The Schrödinger equation determines the time-independent energies
of the system:

HΞ = EΞ (1.2)

where H is now the Hamiltonian operator.

1.2. Adiabatic approximation

The mass of an ion is at least a factor of 1.8 × 103 greater than that of
an electron, and for most semiconductors the factor is well over 104.
For comparable energies and perturbations ions therefore move some
102 times slower than do electrons, and the latter can be regarded as
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instantaneously adjusting their motion to that of the ions. Therefore
the total wavefunction is approximately of the form

Ξ = �(r, R)�(R) (1.3)

where �(R) is the wavefunction for all the ions and �(r, R) is the wave-
function for all the electrons instantaneously dependent on the ionic
position.

The Schrödinger equation can be written

�(r, R)HL�(R) + �(R)He�(r, R) + H ′�(r, R)�(R) = E�(r, R)�(R)
(1.4)

where

H ′�(r, R)�(R) = HL�(r, R)�(R) − �(r, R)HL�(R) (1.5)

HL =
∑

l

p2
l

2Ml
+
∑
l,m

U(Rl − Rm) (1.6)

He =
∑

i

p2
i

2m
+
∑
i,l

V (ri − Rl) +
∑
i, j

e2/4πε0∣∣ri − rj

∣∣ . (1.7)

The relative contribution of H ′ is of the order m/Ml. The adiabatic
approximation consists of neglecting this term. In this case eqn (1.4)
splits into a purely ionic equation

HL�(R) = EL�(R) (1.8)

and a purely electronic equation

He�(r, R) = Ee�(r, R). (1.9)

1.3. Phonons

Provided that the ions do not move far from their equilibrium posi-
tions in the solid their motion can be regarded as simple harmonic. If
the equilibrium position of an ion is denoted by the vector Rl0 and its
displacement by ul, the Hamiltonian can be written

HL =
∑

l

p2
l

2Ml
+
∑
l,m

Dl,m(Rl − Rm)ulum + HL0(Rl0) + H ′
L (1.10)

where Dlm(Rl − Rm) is the restoring force per unit displacement,
HL0(Rl0) is an additive constant dependent only on the equilibrium
separation of the ions, and H ′

L represents the contribution of anhar-
monic forces. The displacements can be expanded in terms of the
normal modes of vibration of the solid. The latter take the form of lon-
gitudinally polarized and transversely polarized acoustic waves plus, in
the case of lattices with a basis, i.e. more than one atom per primitive
unit cell, longitudinally and transversely polarized ‘optical’ modes. (See
Section 3.9 for an account of the theory for long-wavelength acoustic
modes.) Ionic motion therefore manifests itself in terms of travelling
plane waves
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0 ZB

LO and TO optical modes
LA

TA
TA

acoustic modes

ω

q
FIG. 1.1.
Dispersion of lattice waves.

u(ω, q) = u0 exp{i(q · r − ωt)} (1.11)

which interact weakly with one another through the anharmonic term
H ′

L. Figure 1.1 shows the typical dispersion relation between ω and q.
The energy in a mode is given by

E(ω, q) =
{

n(ω, q) + 1
2

}
�ω (1.12)

where n(ω, q) is the statistical average number of phonons, i.e. vibra-
tional quanta, excited. At thermodynamic equilibrium n(ω, q) = n(ω)
is given by the Bose–Einstein function for a massless particle

n(ω) = 1
exp(�ω/kBT) − 1

. (1.13)

The following points should be noted.

1. The limits of q according to periodic boundary conditions are
2π/Na and the Brillouin zone boundary, where N is the number of
unit cells of length a along the cavity.

2. The magnitude of a wavevector component is 2π l/Na, where l is an
integer. The curves in Fig. 1.1 are really closely spaced points.

3. An impurity or other defect may introduce localized modes of vibra-
tion in its neighbourhood if its mass and binding energy are different
enough from those of its host.

4. For long-wavelength acoustic modes ω = υsq. For others it is often
useful to approximate their dispersion by ω = constant.

1.4. The one-electron approximation

If the electron–electron interaction is averaged we can regard any de-
viation from this average as a small perturbation. Thus we replace the
repulsion term as follows:

∑
i, j

(
e2/4πε0

)∣∣ri − rj

∣∣ = He0 + Hee (1.14)

where He0 contributes a constant repulsive component to the electronic
energy and Hee is a fluctuating electron–electron interaction which
can be regarded as small. If Hee is disregarded each electron reacts
independently with the lattice of ions. Consequently we can take
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�(r, R) =
∏

i

ψi(ri, R) (1.15)

with the proviso that the occupation of the one-electron states is in ac-
cordance with the Pauli exclusion principle. We obtain the one-electron
Schrödinger equation

Heiψi(riR) = Eeiψi(ri, R) (1.16)

where

Hei = p2
i

2m
+
∑

l

V (ri − Rl). (1.17)

This Hamiltonian still depends on the fluctuating position of ions, and
it is useful to reduce the Hamiltonian into one that depends on the
interaction with the ions in their equilibrium positions with the effect
of ionic vibrations taken as a perturbation. Thus we take

Hei = He0i + Hep (1.18)

He0i = p2
i

2m

∑
l

V (ri − Rl0) (1.19)

where the Hep is the electron–phonon interaction. The electronic band
structure is obtained from (dropping the subscripts i and e){

p2

2m
+
∑

l

V (r − Rl0)

}
ψ(r) = Eψ(r). (1.20)

1.5. Bloch functions

a b

FIG. 1.2.
The first and second zones for a
face-centred cubic lattice. The first has
half the volume of the cube that is
determined by extending the six square
faces. The second has the same volume
as this cube.

In the case of a perfectly periodic potential the eigenfunction is a Bloch
function:

ψnk(r) = unk(r)exp(ik · r) (1.21)

unk(r + R) = unk(r) (1.22)

where R is a vector of the Bravais lattice, n labels the band and k is the
wavevector of the electron in the first Brillouin zone (Fig. 1.2). From
eqns (1.21) and (1.22) it follows that

ψnk(r + R) = ψnk(r)exp(ik · R). (1.23)

If a macroscopic volume V is chosen whose shape is a magnified ver-
sion of the primitive cell, then we can apply the periodic boundary
condition

ψnk(r + Na) = ψnk(r) (1.24)

where a is a vector of the unit cell and N is the number of unit cells
along the side of V in the direction of a. This decouples the properties
of the wavefunction from the size of a crystal, provided the crystal is
macroscopic. Equations (1.23) and (1.24) constrain k such that
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exp(ik · Na) = 1.

Therefore

k · Na = 2πn (1.25)

where n is an integer. In terms of reciprocal lattice vectors K, defined by

Ki · aj = 2πδij (1.26)

the electronic wavevector assumes the values

k = n1

N1
K1 + n2

N2
K2 + n3

N3
K3. (1.27)

Thus the volume of an electronic state in k-space is given by

�k1 �k2 �k3 = (2π)3/V . (1.28)

If q is any vector that satisfies the periodic boundary conditions then
the wavefunction can be written generally as an expansion in plane
waves:

ψ(r) =
∑

q

cqexp(iq · r). (1.29)

This general expansion can be related to the Bloch form by putting
q = k−K where k is not necessarily confined to the first Brillouin zone:

ψk(r) = exp(ik · r)
∑

K

ck−Kexp(−iK · r) (1.30)

and thus

uk(r) =
∑

K

ck−Kexp(−iK · r). (1.31)

Yet another form for a Bloch function can be formed out of func-
tions φn(r − R) which are centred at the lattice points R. These are
known as Wannier functions. The relation between Bloch and Wannier
functions is

ψnk(r) =
∑

R

φn(r − R)exp(ik · R). (1.32)

This is a useful formulation for describing narrow energy bands when
the Wannier function can be approximated by atomic orbitals in the
tight-binding approximation.

Since the Bloch functions are eigenfunctions of the one-electron
Schrödinger equation they are orthogonal to one another, viz.∫

ψ∗
n′k′ψnkdr = δn′nδk′k (1.33)

with

ψnk = 1

V 1/2 unk(r)exp(ik · r). (1.34)
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1.6. Nearly-free-electron model

When the periodic potential is very weak the valence electron is almost
free, and hence

Ek ≈ �
2k2/2m. (1.35)

In the cases of semiconductors with diamond and sphalerite structure
there are two atoms in each primitive cell and eight valence electrons.
Therefore there have to be four valence bands with two electrons of
opposing spin in each state. By allowing k to extend beyond the first
zone, we can work out the total width of the four valence bands by
equating it with the Fermi energy EF for a free-electron gas of the same
density as the valence electrons. Observations of soft X-ray emission
confirm that the width of the valence band in these semiconductors is
indeed close to EF. Thus it is reasonable to assume that the valence
electrons are almost free, and eqn (1.35) is a good approximation to the
energy provided we take into account the effect of the lattice.

Restricting k to the first Brillouin zone (Fig. 1.2) we obtain

Ek ≈ �
2q2/2m (1.36)

q = k + K. (1.37)

The first band is obtained for K = (0, 0, 0)2π/a, and is obviously
parabolic. At the zone boundary there is an energy gap in general. The
second band is obtained from the smallest non-zero reciprocal lattice
vectors, which are K1 = (l, 1, 1)2π/a and its cubic fellows (e.g. (−1, 1, 1)
2π/a) and K2 = (2, 0, 0)2π/a and its cubic fellows (e.g. (0, 2, 0)2π/a).
At the zone boundary along the 〈100〉 direction q = K2/2 = 2π/a and
k = −K2/2 = −2π/a. As q increases k moves towards zero, reaching it
when q = K2 = 4π/a. At the zone boundary along the 〈111〉 direction
q = K1/2 = √

3π/a and k = −K1/2 = −√
3π/a. As q increases, k

moves to zero, reaching it when q = K1 = 2
√

3π/a. The band continues
to be parabolic in both directions, except close to the zone boundaries.

The first and second bands are parabolic directions because the ap-
propriate reciprocal lattice vector simply subtracts from q. Bands 3
and 4 are not that simple because K1 and K2 are neither parallel nor
anti-parallel in this case. The region in reciprocal lattice space which
contains the first four Brillouin zones is the Jones zone (Fig. 1.3).

Bands 1 and 2 reach the surface of the Jones zone at the points
(2, 0, 0) and (1, 1, 1). Bands 3 and 4 are associated with combinations
of k, K1, and K2 which keep q close to the zone boundary for all k.
The smallest q corresponds to the centre of a face q = K1 − K2/2 (q =
2
√

2π/a). With k along the 〈100〉 direction the band is described by
q = K1 − k. When k = 0, q = K1 (q = 2

√
3π/a). Thus q changes by an

amount
√

3 − √
2 in units of 2π/a as k sweeps through the zone in the

〈100〉 direction, and hence the energy changes very little with k. This
band is far from being free-electron-like. The other band is also flat, for
again q changes comparatively little with k because k is more or less
perpendicular to the reciprocal vector.

The free-electron model predicts different energies at the q corres-
ponding to the corners of the Jones zone. We have already seen that
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�(111)

�(020)�(200)
x(110)

kx

kz

ky

ζ

FIG. 1.3.
The Jones zone for face-centred cubic
crystals containing eight electrons per
cell includes the first four Brillouin
zones.

q = K1 at one. Along the cube-edge direction q = K2(q = 4π/a), which
has a greater magnitude. Thus the energy of the latter is greater in the
free-electron model. The periodic potential with its cubic symmetry (in
the case under discussion) alters that picture to one in which these en-
ergies are identical. This common energy is the maximum attained at
the surface of the Jones zone, which is a free-electron-like result since
the corners are indeed furthest from the zone centre. The minimum en-
ergy for bands 3 and 4 appearing at k = K2/2, corresponding to the
middle of the face which is the nearest point of the surface to the zone
centre, is equally free-electron like. The valence band has the general
form depicted in Fig. 1.4.

Pushing the free-electron model beyond the Jones zone in order to
describe the conduction band is simplest, as in the case of the valence
band, when k and K are in the same direction. In bands 3 and 4 and
in bands 5 and 6 this will correspond to directions perpendicular to
the surface of the Jones zone, and in these directions the mass of the
electron will be near that for the free electron and the bands will be
parabolic. However, in the principal directions 〈100〉 and 〈111〉, for
which k lies more or less parallel to the surface of the Jones zone, bands
5 and 6 will be flat like bands 3 and 4, and for the same reason. They
might also be expected to be separated from the valence bands by an
energy gap which remains constant in these directions of k, and this is
approximately true. However, unlike the valence bands, bands 5 and 6

0

IS〉

IPx〉,Py〉,Pz〉
IPy ± Pz〉

1IS+Px〉
X1

X4

k〈100〉

�1

�25’

2

3, 4

a
2π

E(k)

FIG. 1.4.
The general form of the valence band.
The symmetry symbols and orbitals are
appropriate for diamond and silicon.
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are not degenerate. Moreover, their form, particularly near the corners
and edges of the Jones zone, is much more complex, and minima at
k = 0(
), k = K2/2(X), and k = K1/2(L) are general features. Because
the minimum energy of bands 3 and 4 is at the X point and because the
energy gap is roughly constant it is expected that the lowest minimum
of the conduction band also lies at X, but this is only roughly correct
and holds only for semiconductors involving elements in the early rows
of the periodic table.

1.6.1. Group theory notation

Δ

� Σ
x

z

y
M

Z

S
T

X
R

FIG. 1.5.
Special points in the Brillouin zone of a
simple cubic lattice.

Many features of band structure depend upon symmetry, and in par-
ticular the symmetry of the cubic lattice. The special points in the
Brillouin zone of a simple lattice are shown in Fig. 1.5 (see also Figs. 1.6
and 1.7). The symmetry types at various points as illustrated by simple
basis functions are given in Table 1.1. The representations for the 


group are given in Table 1.2.

Δ

� Σ

x

z
H

P

D

N
G y

FIG. 1.6.
Special points in the Brillouin zone of a
body-centred cubic lattice.

Δ

Σ
�

x y

z

X

W

L

K

U

FIG. 1.7.
Special points in the Brillouin zone of a
face-centred cubic lattice.
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TABLE 1.1. Symmetry types and basis functions of a cubic lattice.

Points Notation Basis functions


, R 
 a
1 or A b

1g 1


2 A2g x4
(

y2 − z2
)

+ y4
(

z2 − x2
)

+ z4
(

x2 − y2
)


12 Eg z2 − 1
2

(
x2 + y2

)
, x2 − y2


15
′ T1g xy

(
x2 − y2

)
, yz

(
y2 − z2

)
, zx

(
z2 − x2

)

25

′ T2g xy, yz, zx


′
1 A1u xyz

{
x4
(

y2 − z2
)

+ y4
(

z2 − x2
)

+ z4
(

x2 − y2
)}


′
2 A20 xyz


12
′ Eu xyz

{
z2 − 1

2

(
x2 + y2

)}
, xyz(x2 − y2)


15 T1u x, y, z


25 T2u z
(

x2 − y2
)

, x
(

y2 − z2
)

, y
(

z2 − x2
)

X, M X1 1
X2 x2 − y2

X3 xy

X4 xy
(

x2 − y2
)

X5 yz, zx

X1′ xyz
(

x2 − y2
)

X2′ xyz

X3′ z
(

x2 − y2
)

X4′ z

X5′ x, y

�, T �1 1

�2 x2 − y2

�3 xy

�4 xy(x2 − y2)
�5 x, y

�, S �1 1
�2 z(x − y)
�3 z

�4 x − y

Z z1 1
z2 yz

z3 y

z4 z

� �1 1
�2 xy(x − y) + yz(y − z) + zx(z − x)
�3 x − z, y − z

From Kittel 1963.
aNotation of Bouckaert, Smoluchowski, and Wigner 1936.
bChemical notation: g stands for even function, u for odd function, under inversion.

TABLE 1.2. 
 Group representation with spin.

Without spin 
1
2
12 
15′ 
25′ 
′
1


′
2
12′ 
15 
25

With spin 
6
7
8 
6 + 
8 
7 + 
8 
′
6


′
7


′
8 
′

6 + 
′
8 
′

7 + 
′
8


6 and 
7 are doublets; 
8 is a quartet.
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1.7. Energy gaps

The periodic potential of the crystal (eqn (1.20)) can be expanded in a
Fourier series: ∑

l

V (r − Rl) =
∑
K′

VK′exp(iK′ · r) (1.38)

and a constant potential can be added to make VK′ = 0 when K′ = 0.
If the Bloch function is taken to be of the form (eqn (1.30))

ψk =
∑

K

ck−Kexp{i(k − K) · r} (1.39)

the Schrödinger equation yields†† ∑
K,K′

VK′ ck−Kexp{i(k − K + K′) · r}
= ∑

K,K′
VK′−Kck−K′exp{i(k − K) · r} {

�
2

2m
(k − K)2 − E(k)

}
ck−K +

∑
K′

VK′−Kck−K′ = 0 (1.40)

which will hold for each k and for each K. When the periodic potential
is weak the solution of eqn (1.40) is approximately given by

E(k) ≈ �
2

2m
(k − K)2 ck−K 	= 0 (1.41)

or

E(k) 	= �
2

2m
(k − K)2 ck−K ≈ 0. (1.42)

In the non-degenerate case, when eqn (1.41) is satisfied for only one
K, say K = Ka, a more accurate solution is obtained by noting that for
K = Kb, where Kb 	= Ka,

ck−Kb =
∑
K′

VK′−Kb
ck−K′

Ea − (�2/2m)(k − Kb)2
≈ VKa−Kbck−Ka

Ea − Eb
(1.43)

where Ea = �(k − Ka)2/2m and Eb = �
2(k − Kb)2/2m. Putting this

back in eqn (1.40) gives

E(k) = Ea +
∑
K′

VK′−Ka
VKa−K′

Ea − E′ = Ea +
∑
K′

∣∣VK′−Ka

∣∣2
Ea − E′ . (1.44)

The effect of energy states lying above Ea is to depress E(k), and the
effect of those lying below Ea is to raise E(k), i.e. energy levels tend to
repel one another.

In the degenerate case, when eqn (1.41) is satisfied for a given eigen-
value E(k) by, say, K = Ka = Kb, neglecting all coefficients except those
for Ka and Kb gives

{Ea − E(k)}ck−Ka + VKb−Ka ck−Kb = 0

{Eb − E(k)}ck−Kb + VKa−Kbck−Ka = 0,
(1.45)
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whence, with K = |Kb − Ka|,
{Ea − E(k)}{Eb − E(k)} − |VK |2 = 0.

Therefore

E(k) = 1
2

(Ea + Eb) ± 1
2

{
(Ea + Eb)2 − 4

(
EaEb − |VK |2

)}1/2
(1.46)

which for Ea = Eb = E0 becomes

E(k) = E0 ± |VK | (1.47)

corresponding to an energy gap of magnitude 2 |VK |.
When the unit cell consists of two atoms, which are not necessarily

identical, the potential can be denoted

V (r − Rl0) = V1(r − Rl1) + V2(r − Rl2) (1.48)

where Rl0, Rl1, and Rl2 are the position vectors of the centre of the cell,
atom 1, and atom 2 respectively. If Rl1 = Rl0 + rc and Rl2 = Rl0 − rc,
where rc is the covalent bond length (half the interatomic distance),
eqn (1.48) becomes

V (r − Rl0) = V1(r − rc − Rl0) + V2(r + rc − Rl0) (1.49)

and so, instead of eqn (1.38), we can put∑
l

V(r − Rl0)=
∑
K′

{
V1K′exp(−iK′ · rc)+V2K′exp(iK′ · rc)

}
exp(iK′·r)

=
∑
K′

(
VS

K′ cos K′ · rc + iVA
K′ sin K′ · rc

)
exp(iK′ · r)

(1.50)

where a division has been made into a symmetric part V s
K′ = (V1K′ +

V2K′)/2 and an antisymmetric part VA
K′ = (V2K′ − V1K′)/2. The lat-

ter will be zero if the atoms are identical. The energy gap is therefore
given by

E2
g = 4

(∣∣∣VS
K cos Krc

∣∣∣2 +
∣∣∣VA

K sin Krc

∣∣∣2) . (1.51)

Thus the energy gap can be regarded as having a symmetric or ho-
mopolar component and an antisymmetric or polar component. A
division in this way is useful for understanding how the covalent
and polar aspects of binding influence the electronic structure of
semiconductors, as we shall see.

The eigenfunctions for the two bands (eqn (1.39)), at the band-edges,
are of the form

ψa,bk = {cakexp(−iKa · r) ± cbkexp(−iKb · r)} exp(ik · r) (1.52)

with |cak| = |cbk|. In the case of the direct gap between valence and
conduction bands we can take Ka = 0, k → k + kF, where k is now
restricted to the first Brillouin zone, kF is the Fermi-level vector for the
free-electron valence band, and Kb ≈ 2kF, which in effect assumes the
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Jones zone to be a sphere of radius kF. In this approximation (isotropic
model)

ψa,bk = {cakexp(ikF · r) ± cbkexp(−ikF · r)}exp(ik · r). (1.53)

1.8. Spin−orbit coupling and orbital characteristics

In the crystal Hamiltonian of eqn (1.1) we left out magnetic energy.
Even in non-magnetic semiconductors the contribution of magnetic en-
ergy, although small compared with purely electrostatic components, is
not negligible in relation to the energy gaps. The source of this energy
in non-magnetic materials is the interaction between spin and orbit, as
described by the one-electron Hamiltonian

Hso = �
2

4m2c2
[∇V (r − Rl0) × p] · σ (1.54)

where p is the momentum operator and σ is the spin operator. As in
the case of a free atom the effect of spin–orbit coupling is to remove
orbital degeneracies.

The degeneracies occurring in the band structure of semiconductors
near the principle energy gap are those associated with bands 2, 3, and
4 at k = 0, and between bands 3 and 4 elsewhere in the zone. In order
to discover how spin–orbit coupling splits these degeneracies we need
to know the orbital characteristics associated with these bands. For
diamond, sphalerite, and wurzite type crystals the constituent atoms
in their free state possess valence electrons in the atomic |s〉 and |p〉
states, and we expect the valence and indeed the lower conduction
bands to have |s〉- and |p〉-like orbital characteristics. (In the case of
heavier atoms |d〉 states are also involved, but we ignore this complica-
tion for the present.) The chemical picture of bonding in these lattices
involves the production of sp3 hybridized bonds directed towards the
corners of a regular tetrahedron. The two atoms in the unit cell con-
tribute their |s〉 and |p〉 orbitals in bonding combinations to give the
valence band in which the electron density is high between the atoms,
or in anti-bonding combinations to give the conduction band in which
the electron density tends to be high at, rather than between, the atoms.
We can therefore associate bonding |s〉 orbital characteristics with the
lowest valence band and bonding |p〉 orbital characteristics with bands
2, 3, and 4 at k = 0, and also anti-bonding |s〉 orbital characteristics
with the conduction band, again at k = 0. Orbital characteristics can
be assigned to high symmetry points in the zone on the basis of sym-
metry (Table 1.3). (Note that the Bloch function in eqn (1.53), which
is that for the two-band isotropic model, evidently has a bonding |s〉
character or an anti-bonding |s〉 character.) At other points of the zone
the orbitals become a mixture of |s〉 and |p〉 characteristics.

Returning to the question of spin–orbit splitting, we can write
eqn (1.54) as follows for a spherically symmetric field:

Hso = �
2

4m2c2

1
r

dV

dr
(r × p) · σ = λL · S (1.55)
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TABLE 1.3. Orbital character of Bloch functions.

Symmetry point Symmetry symbol Orbital character


 
1 |s〉
(k = 0) 
15 |px〉, |py〉, |pz〉

L,� L1 |s〉(
k = k〈111〉

)
L1

1√
3

∣∣∣px + py + pz

〉

L3

⎧⎪⎨
⎪⎩

1√
6

∣∣∣px + py − 2pz

〉
1√
2

∣∣∣px − py

〉

X,� X1
1√
2

(|s〉A + ∣∣px

〉
B
) (Atom A

Atom B

)
(
k = k〈100〉

)
X3

1√
2

(|s〉B + ∣∣px

〉
A
)

X5

1√
2

∣∣∣py − pz

〉
1√
2

∣∣∣py + pz

〉

From Bassani 1966.

where L is the orbital angular momentum operator, S is the spin an-
gular momentum operator, and λ = (dV/dr)/2m2c2r. Since L and S
combine vectorially to give a total angular momentum J we can write

J2 = L2 + S2 + 2L · S (1.56)

whence

〈L · S〉 = 1
2
〈J2 − L2 − S2〉

= �
2

2
{ j (j + 1) − l(l + 1) − s(s + 1)} . (1.57)

At the top of the valence band are three degenerate |p〉-like bands.
Thus l = 1 and j = 3

2 or 1
2 , since j = l ± s, and s = 1

2 for one
electron. For j = 1

2 , 〈L ·S〉 = −�
2, and for j = 3

2 , 〈L ·S〉 = +�
2/2. Thus

the states are split by an amount �0 proportional to 3
2�

2, the double
degenerate j = 3

2 state moving up �0/3 and the single j = 1
2 state

moving down by 2�0/3 (Fig. 1.8). The upper pair remain degenerate

Δ1

Δ1

2
Δ

Δ 3

L X�
FIG. 1.8.
Valence band with spin–orbit splitting.
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k k

FIG. 1.9.
Orbital characters of valence bands.

at k = 0 and each member retains an orbital characteristic which is |p〉
like with, for k 	= 0, lobes directed along mutually perpendicular direc-
tions which are themselves perpendicular to the k direction. However,
the split-off band assumes an orbital which is |p〉 like with a lobe along
the k direction when k 	= 0 (Fig. 1.9). When k 	= 0 the degeneracy
of the upper bands is removed by spin–orbit splitting, except for k
along the cube edge. The splitting is maximum along the 〈111〉 (�) dir-
ections and at L it is denoted by�1. If we take |p〉 orbitals at the L point
we obtain an identical splitting to that at 
, but since we have only two
|p〉 states and not three we must weight that splitting by a factor of 2

3 .
Thus �1 = 2�0/3, and one band moves up �1/2 and the other down
by �1/2 (Fig. 1.8). (In directions other than 〈100〉 and 〈111〉 the de-
generacy is removed not only by spin–orbit splitting but by the much
larger splitting of the cubic field.)

In silicon the lowest conduction band at 
 is triply degenerate like
the top of the valence band and is split only weakly by the spin–orbit
interaction. In other semiconductors the conduction band in the vicin-
ity of the gap exhibits non-degenerate valleys at 
, L, and � or X, all
of which have an orbital character which is |s〉 like.

1.9. Band structures

Electronic band structures have been calculated using various models:

1. linear combination of atomic orbitals (LCAO);
2. linear combination of molecular orbitals (LCMO);
3. free-electron approximations;
4. cellular methods;
5. muffin-tin potential (a) augmented plane wave (APW) and (b)

Green’s function;
6. orthogonalized plane-wave (OPW);
7. pseudopotential.

Models (1) and (2) are tight-binding approximations.
These methods are well reviewed in standard texts. In Figs. 1.10–

1.12 we give the results of pseudopotential calculations for Group
IV elemental, III–V compound, and II–VI compound semiconduct-
ors. Observed energy gaps at 300 K between the top of the valence
band and the 
, L, and X valleys in the conduction band for sev-
eral Group IV and III–V compound semiconductors are depicted in
Fig. 1.13.
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FIG. 1.10.
Band structures for (a) silicon, (b) germanium, and (c) α-tin. In the case of silicon two results are presented: the non-local
pseudopotential (solid curve) and the local pseudopotential (dotted curve). (From Chelikowsky and Cohen 1976.)
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FIG. 1.11.
Band structures of III–IV compounds: (a) GaP; (b) GaAs; (c) GaSb; (d) InP; (e) InAs; (f) InSb. (From Chelikowsky and Cohen 1976.)



Band structures 17

6

L4

L6

InAs

L6

L6

L6

(e)

X6

X7

X6

X7

X6

X6

�8

�6

�7

�8

�7

�6

�8

�6�6

�7�7

�8L45

L45

4

2

0

–2

–4

–6

E
ne

rg
y 

(e
V

)

–8

–10

L X U,K ΣΔ� �

–12

Wave Vector k

6

X7

X7

X6

X6

X6

(f)

X6

�6

�7

�8

�7

�6

�6�8 �8

�6

�7

�8

�7

L45

L6

L6

L4

L45

L6

L6

InSb
4

2

0

–2

–4

–6

E
ne

rg
y 

(e
V

)

–8

–10

L X U,K ΣΔ� �

–12

Wave Vector k

FIG. 1.11.
(continued).
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, L, and X valleys above the valence band for some Group IV elements and III–IV compounds at 300 K: ◦, 
 valley; •, L
valley; ×, X valley.

The major points to be noted are as follows:

1. light atoms tend to have the X valley lowest in agreement with the
nearly-free-electron model;

2. heavy atoms tend to have small energy gaps;
3. polar materials tend to have larger energy gaps than non-polar

materials;
4. the energy gaps of polar materials tend to be direct gaps, i.e. at the


 point.
5. germanium is peculiar in having the lowest conduction valley at L.

1.10. Chemical trends

A semi-quantitative account of chemical trends in band structure can
be given on the basis of a model developed by Phillips (1968, 1973)
and Van Vechten (1969) which is very much in the spirit of Pauling’s
discussion of the nature of the chemical bond (Pauling 1960).

The energy gaps which are of most importance in semiconductors
are those between the valence band and the valleys in the conduction
band at the centre of the zone (
) and at the zone edge in the 〈111〉
direction (L) and in the 〈100〉 direction (X). These gaps are labelled E0,
E1, and E2 respectively (Fig. 1.14).

The absolute levels below the vacuum level are fixed by the valence
band energy at X, i.e. EX4. This point is distinctive as being at the centre
of a face in the Jones zone, and is an obvious candidate to be the central
strut about which the band structure is supported.
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FIG. 1.14.
Principal energy gaps (ignoring
spin–orbit splitting).

Increasing polarity causes bands to become narrower, and in the
limit to go to the free-atomic level. This level is therefore one which
is independent of polarity and about which the valence band broadens.
It turns out that EX4 is within 5 per cent of the ionization potential for
the free atom in the cases of silicon and germanium, and so is a good
choice to be the polarity-independent pivot for the band structure. It is
therefore assumed that

EX4 = EX4 (Si)

{
(dAdB)

1/2

dSi

}−S

(1.58)

where EX4(Si) is the silicon gap and dSi is its covalent interatomic
distance (2.35 Å). Since EX4 is observed to be close to the free-atom
ionization energy for silicon and germanium, it is taken to be a property
of the row of the periodic table to which the constituent atoms belong.
Thus dA and dB are the interatomic distances of the Group IV elements
in rows A and B, to which the constituent atoms belong, and these
distances are referred to as ‘normal’ covalent interatomic distances to
distinguish them from the actual ones found in compounds AB.

The other basic strut is the ionization energy I . The structure of
energy gaps implied by the nearly-free-electron picture (eqn (1.51))
suggests that an energy gap can be considered to be formed of two
components, a symmetric or homopolar part and an antisymmetric or
polar part. Thus

I2 = I2
h + C2 (1.59)

where Ih is the homopolar ionization energy and C is a polar contribu-
tion which is dependent on the difference between the electron affinities
of the two atoms in the unit cell. Values for C have been given by



20 Band structure of semiconductors

Van Vechten (1969). The purely covalent part is taken to depend upon
the observed nearest neighbour d as follows:

Ih = I(Si) (d/dSi)
−S . (1.60)

The absolute level of the valence band at L is simply assumed to be
the arithmetic mean of the energies at 
 and X, i.e.

EL1 = (I + EX4)/2 (1.61)

All energy gaps are then taken to be of the form of eqn (1.59)
provided that no d-band intrudes. A filled d-band affects E0 and E1
because the conduction band states with which these gaps are asso-
ciated have |s〉 orbitals which penetrate the atomic core, while the |p〉
orbitals of the valence states do not, and thus the gaps are sensitive to
the presence of a full d-shell. However, E′

0 and E′
1, which involve only

|p〉 orbitals which do not penetrate the core, are not affected. Although
the orbital character is |s〉 like for the X1 and X3 bands, it is only half as
strongly so as 
1 or L1, and the effect of the d-band mixing is deemed
negligible for E2. Thus for the unaffected gaps we have equations of
the form

E2
2 = E2

2h + C2 (1.62)

but for E0 and E1,

E2
i =

(
E2

ih + C2
)

{1 − (Dav − 1) (�Ei/Eih)}2 i = 0, 1 (1.63)

Dav = (νADA + νBDB)/8 (1.64)

where νA and νB are the valencies of the two atoms, DA = 1 for rows up
to and including silicon, DA = 1.25 for the row containing germanium,
and DA = 1.46 for the row containing tin. Like the Eih, the �Ei depend
upon the nearest-neighbour distance in the usual way:

Eih = Eih(Si)
(

d

dSi

)−S

�Ei = �Ei(Si)
(

d

dSi

)−S

. (1.65)

Finally, the splitting of the conduction band at X in polar com-
pounds is taken to be simply related to the polar component of energy
C as follows (Fig. 1.14):

�X = 0.071C eV. (1.66)

The lower minima X1 correspond to Bloch functions with anti-nodes
at the anion site. Since the anion is more electronegative (Table 1.4) it
is more attractive for electrons. The higher minima X3 correspond to
Bloch functions with anti-nodes at the cation.

The foregoing equations provide a reasonably successful basis for
understanding the sources of variation of band structure and for pre-
dicting roughly the principal energies. Table 1.5 gives the various
quantities which appear, and these are plotted in Fig. 1.15. Table 1.6
gives the observed and calculated parameters for semiconductors with
diamond or sphalerite structure.
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TABLE 1.4. Phillips’ electronegativities.

I II III IV V VI VII

Li 1.00 Be 1.50 B 2.00 C 2.50 N 3.00 O 3.50 F 4.00
Na 0.72 Mg 0.95 Al 1.18 Si 1.41 P, 1.64 S 1.87 Cl 2.10
Cu 0.79 Zn 0.91 Ga 1.13 Ge 1.35 As 1.57 Se 1.79 Br 2.01
Ag 0.57 Cd 0.83 In 0.99 Sn 1.15 Sb 1.31 Te 1.47 I 1.63
Au 0.64 Hg 0.79 Tl 0.94 Pb 1.09 Bi 1.24

From Phillips 1973.

TABLE 1.5. Basic energies for predicting
chemical trends.

Parameter Value for Si
(eV)

Exponent S

Ih 5.17 1.308
EX4 8.63 1.43
E0h 4.10 2.75
E1h 3.60 2.22
E2h 4.50 2.382
E′

0h 3.40 1.92
E′

1h 5.90 1.67
�E0 12.80 5.07
�E1 4.98 4.97

From Van Vechten 1969.

Figure 1.16 shows the homopolar energy gaps between the top of
the valence band and each of the conduction-band valleys. These are
distinguished notationally from the gaps described above by the sub-
script g (although Eg = E0). These gaps apply directly only to silicon,
germanium, and α-tin. For silicon D = 1 and the smallest gap is the
indirect one to X. For germanium D = 1.25 and d-shell mixing has
reduced the gaps at 
 and L just enough to make the indirect gap to L
the smallest. For α-tin D = 1.46 and the direct gap undercuts the gap
at L. Figure 1.17 shows a similar set of curves for a polar material with
C = 3. The polar interaction enhances the gaps appreciably even in the
case of strong d-shell mixing.
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Homopolar energies. (Data from Van
Vechten 1969.)
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TABLE 1.6. Band-structure parameters of diamond and sphalerite structures.

Band gaps without spin–orbit splitting

Eg
(eV) EgL(eV) EgX(eV)

Semiconductor a0(Å) C(eV) D Calc. Obs. Calc. Obs. Calc. Obs. �0(eV)

C 3.567 0 1.00 13.04 5.77 5.48 5.48 0.006
Si 5.431 0 1.00 4.10 4.08 1.87 1.04 1.13 0.044
Ge 5.657 0 1.25 0.96 0.89 0.61 0.76 0.84 0.96 0.29
Sn 6.489 0 1.46 0.13 0.1 0.18 0.3 0.35 0.48
BP 4.538 0.68 1.00 6.76 2.88 1.81 2.0
BAs 4.777 0.38 1.11
AlP 5.4625 3.14 1.00 4.6 3.7 2.4 0.06
AlAs 5.6611 2.67 1.11 3.05 2.9 2.26 0.29
AlSb 6.1355 3.10 1.19 2.67 2.5 2.39 2.0 2.15 1.87 0.75
GaP 5.4495 3.30 1.11 2.85 2.77 2.75 2.5 3.05 2.38 0.127
GaAs 5.6419 2.90 1.235 1.55 1.55 1.89 1.86 2.37 2.03 0.34
GaSb 6.094 2.10 1.325 1.00 0.99 1.17 1.07 1.36 1.30 0.80
InP 5.868 3.34 1.19 1.45 1.37 2.25 2.0 2.93 2.1 0.11
InAs 6.058 2.74 1.325 0.56 0.5 1.45 1.77 2.14 2.1 0.38
InSb 6.478 2.10 1.425 0.39 0.5 1.01 0.91 1.40 1.47 0.82
ZnS 5.4093 6.20 1.08 4.37 3.80 5.72 6.96 0.07
ZnSe 5.6676 5.60 1.175 3.37 2.9 4.26 5.82 0.43
ZnTe 6.101 4.48 1.235 2.72 2.56 3.64 4.26 0.93
CdTe 6.477 4.90 1.303 1.89 1.80 3.40 4.32 0.92

Spin–orbit splitting is readily incorporated. Following the discus-
sion in Section 1.8 we merely subtract �0/3 from the ‘unprimed’ gaps
(E0, E1, I) at 
 and L, and 2�0/3 from the ‘primed’ gaps (E′

0, E′
1).

1.11. k · p perturbation and effective mass

In practice the important regions of the band structure are those which
are most commonly populated by the mobile excitations of the crys-
tal: electrons in the lowest conduction-band valley and holes at the
top of the valence band. If we know the solution of the one-electron
Schrödinger equation at these points in the Brillouin zone it is pos-
sible to obtain solutions in the immediate neighbourhood by regarding
the scalar product k · p, where k is the wavevector measured from the
Brillouin zone point, as a perturbation.

Suppose that the eigenvalues and Bloch functions are known for all
bands at the centre of the zone (
). The Schrödinger equation{

p2

2m
+
∑

l

V(r − Rl0)

}
unk(r)exp(ik · r) = Enkunk(r)exp(i k · r)

(1.67)
can be transformed to an equation containing only the periodic part of
the Bloch function by using p = −i�∇:{

1
2m

+ (p + �k)2 + V(r)
}

unk = Enkunk (1.68)
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where V (r) is merely a simpler notation for the periodic potential.
Provided that �k 
 p we can write eqn (1.68) as

(H0 + H1 + H2)unk = Enkunk (1.69)

H1 = �

m
k · p (1.70)

H2 = �
2k2

2m
(1.71)

and regard H1 as a first-order and H2 as a second-order perturbation.
To zero order

unk = un0

Enk = En0.
(1.72)
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To first order

unk = un0 + �

m

∑
m	=n

k · 〈m0|p|n0〉um0

En0 − Em0

Enk = En0 + �

m
k · 〈n0|p|n0〉.

(1.73)

Crystals with inversion symmetry, like silicon and germanium, have
similarly symmetrical Bloch functions. Since p is antisymmetric there
will be no first-order correction to the energy. Where inversion sym-
metry is lacking, as in the sphalerite and wurtzite structures, the
correction may be non-zero and a term proportional to k appears. This
indeed occurs at the top of the valence band and at the X point in
the conduction band in these materials, and results in a shift of the
extremum in k (Fig. 1.18).

However, there is always a first-order correction to the Bloch func-
tion. For example, the Bloch functions of the conduction band and
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valence band are respectively |s〉 like and |p〉 like and have a strong mo-
mentum matrix element connecting them. The second-order correction
is not as urgent for the Bloch function as it is for the energy.

�

k

E
(a)

〈100〉

X

k

E
(b)

〈100〉

2π
a–0.15

FIG. 1.18.
Shifts in extrema caused by lack of
inversion symmetry: (a) top of valence
band; (b) camel’s back structure in the
conduction band near X (the broken
curves are for silicon).

To second-order the energy becomes, neglecting the first-order
correction,

Enk = En0 + �
2k2

2m
+ �

2

m2

∑
m	=n

∣∣k · 〈m0|p|n0〉∣∣2
En0 − Em0

. (1.74)

We can express this result in terms of an effective mass m∗ as follows:

Enk = En0 +
∑
i, j

�
2

2m∗
ij

kikj (1.75)

where

m

m∗
ij

= δij + 2
m

∑
m	=n

〈n0|pi|m0〉〈m0|pi|n0〉
En0 − Em0

(1.76)

and clearly m∗ is a second-order tensor. Once again we have an ex-
ample in eqn (1.76) of the repulsion of bands. A narrow gap between
the conduction and valence bands produces small effective masses.

Degenerate perturbation theory is necessary for the valence band.
The result near k = 0 at the 
 point, considering only the conduction
and valence bands, and neglecting terms linear in k is (Kane 1957)

conduction band

Eck = Eg
 + �
2k2

2m∗
c

m

m∗
c

= 1 + 2p2
cv

m

1
3

(
2

Eg

+ 1

Eg
 + �0

) (1.77)

heavy hole

Ev1k = �
2k2

2m∗
h

m

m∗
h

= 1 (1.78)

light hole

Ev2k = −�
2k2

2m∗
1

m

m∗
1

= 4p2
cv

3mEg

− 1 (1.79)

split-off

Ev3k = −�0 − �
2k2

2m∗
so

m

m∗
so

= 2p2
cv

3m(Eg
 + �0)
− 1

(1.80)

where pcv is the momentum matrix element between the conduction
band |s〉 and the valence band |p〉. For germanium 2p2

cv/m = 22.5 eV
and for GaAs 2p2

cv/m = 21.5 eV (Phillips 1973). When the effect of
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FIG. 1.19.
Constant-energy surfaces for valence
bands in the (x, y) plane.

more remote bands is included, the effective mass of the heavy-hole
band becomes negative, as in the case of the other two. The two valence
bands, which are degenerate at k = 0, have the form of warped spheres
(Fig. 1.19):

Ev1,2k = − �
2

2m

{
Ak2 ±

(
B2k4 + C2

[
k2

xk2
y + k2

yk2
z + k2

zk2
x

])1/2
}

.

(1.81)
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(arb.
units)

0 0.5 1.0
E / E*g�
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1.5 2.0

FIG. 1.20.
The non-parabolicity of the conduction
band of InSb. N(E) is the density of
states and E∗

g
 is the effective energy
gap equal to 0.23 eV at 0 K. (From
Ehrenreich 1957.)

For silicon A = 4.0, B = 1.1, and C = 4.1 which corresponds to a
heavy-hole mass of about 0.49m and a light-hole mass of about 0.16m.
For germanium A = 13.1, B = 8.3, and C = 12.5 which corresponds
to a heavy-hole mass of about 0.28m and a light-hole mass of about
0.044m.

The split-off band is spherical, as is the |s〉-like conduction band at

. However, away from k = 0 the bands become non-parabolic and
take the form (Fig. 1.20) (for �0 not too close to Eg)

�
2k2

2m∗ = γ (Ek) ≈ Ek

(
1 + αEk + βE2

k

)
(1.82)

α = 1
Eg


(
1 − m∗

m

)2

β = − 2

E2
g


m∗

m

(
1 − m∗

m

) (1.83)

The conduction-band valleys at L and X are prolate spheroidal, each
with the general form near the extremum

�
2k2

x′
2m∗

1
+

�
2
(

k2
y′ + k2

z′
)

2m∗
t

≈ Ek (1.84)

where k is measured from the minimum, x′ is along the principal direc-
tion of the prolate spheroid, and y′ and z′ are at right-angles. Silicon has
six equivalent valleys at points along the 〈100〉 directions distant from
the X points by 0.15(2π/a). For these m∗

1 = 0.98m and m∗
t = 0.19m.
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Germanium’s lowest valleys are at the L points, so there are four equi-
valent valleys in this case. For these m∗

1 = 1.66m and m∗
t = 0.082m

(Fig. 1.21).
kz

ky

kx

(a)

(b)

FIG. 1.21.
Spheroidal conduction-band valleys:
(a) silicon-like valleys;
(b) germanium-like valleys.

1.11.1. Oscillator strengths

In a radiative transition between band n and band m the perturbation is

Hv = − e

m
A · p (1.85)

where A is the vector potential of the electromagnetic wave. Conse-
quently, the matrix elements which determine the transition rate con-
tain the momentum matrix element pmn connecting the two bands at
k = 0:

pmn = 〈m0|p|n0〉 (1.86)

which are exactly the quantities that appear in k · p theory and determ-
ine the curvature of band extrema. The strength of the transition is
usually described by a dimensionless quantity known as the oscillator
strength which is defined as

fmn = 2
∣∣pmn

∣∣2
m�ωv

(1.87)

where �ων = Em0−En0. Equation (1.76) shows that oscillator strengths
obey the following sum rule for spherical bands:∑

m	=n

fmn = 1 − m/m∗
n (1.88)

The optical transition of most interest is that from valence band to
conduction band. Limiting our discussion to direct transitions at the
centre of the zone, we observe that since nearby bands produce the
largest effects in many cases the major part of the sum in eqn (1.88)
comes from the interaction between the conduction band and the three
valence bands. The sum for the conduction band consists approxim-
ately of only three terms, each deriving from its interaction with one of
the valence bands as in simple k · p theory (cf. eqn (1.77)). Likewise,
the sum for a given valence band would consist of three terms, but
in this case two of the terms are expected to be very small since they
derive from interactions with the other two valence bands (such inter-
actions are zero in simple k · p theory). Furthermore, a valence band
is usually even further removed from more remote bands than is the
conduction band, and so the approximation of replacing the sum by
its major components is usually more valid for a valence band. These
considerations suggest that a reasonably good approximation for the
oscillator strength of a direct interband transition is

fcv ≈ 1 + m/m∗
v (1.89)
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where m∗
n = −m∗

v and m∗
v is the hole effective mass for the given valence

band. Going back to eqn (1.87) we see that this is equivalent to taking

|pcv|2
2m

= Ego

4

(
1 + m

m∗
v

)
. (1.90)

This approximation is applied in the theory of radiative transitions
(Chapter 5) and in the theory of the Auger effect (Chapter 6).

1.12. Temperature dependence of energy gaps

Direct and indirect band gaps in semiconductors become smaller as the
temperature increases. This effect is caused by lattice vibrations acting
in four different ways:

1. anharmonicity which produces thermal expansion and therefore
changes of energy gap through the latter’s dependence on lattice
constant;

2. smearing out of the periodic potential as measured by the so-called
Debye–Waller factor in neutron and X-ray scattering;

3. mutual repulsion of intraband electronic states through increased
electron–phonon coupling in second-order perturbation—the so-
called Fan terms;

4. Fan terms for interband coupling.

As Heine and Van Vechten (1976) have pointed out, all of these effects
can conveniently be taken into account by relating to a single para-
meter, namely the change in frequency of the phonons, following the
original discussion of Brooks (1955).

The statistical mechanics of the problem is as follows. The probabil-
ity of an electron occupying a state s is given by the Fermi factor

f (Es) = 1
1 + exp{(Es − F)/kBT} (1.91)

where Es is the Helmholtz free energy of the crystal when one electron
occupies the state s and is given by

Es = −kBT ln

⎧⎨
⎩
∑

j

exp
(−Esj/kBT

)⎫⎬⎭ . (1.92)

Esj is the energy of the electron when it occupies the state s while the
rest of the crystal is in state j. Thus Es is a thermal average energy. If
the system is at constant pressure we replace Es by E′

s where

E′
s = Es − Vs

(
∂Es

∂Vs

)
T

. (1.93)

Vs is the volume of the crystal and E′
s is a Gibbs free energy. This

incorporates the effect of thermal expansion.
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Now Esj will consist of a purely electronic term Ees, a vibrational
term Epj, and an electron–phonon interaction Eepsj:

Esj = Ees + Epj + Eepsj. (1.94)

If q is the phonon wavevector and ω(q) is the angular frequency, then

Epj =
∑
q,b

�ω(q)
{

nj(ω) + 1
2

}
(1.95)

where the sum is over all q and all branches, and nj(ω) is the number of
quanta excited, i.e. 0, 1, 2, etc.

If the electron–phonon interaction is a small perturbation

Eepsj =
∑
q,b

cs(q)
{

nj(ω) + 1
2

}
(1.96)

where c(q) is the interaction energy. Thus

Esj = Ees +
∑
q,b

�ωs(q)
{

nj(ωs) + 1
2

}
(1.97)

whereωs(q) is the frequency including the electron–phonon interaction.
Noting that

∑
j

exp

⎡
⎣−

∑
q,b

�ωs(q)
kBT

{
nj(ωs) + 1

2

}⎤⎦

=
∏
q,b

exp
(

−�ωs(q)
2kBT

){
1 + exp

(
−�ωs(q)

kBT

)

+exp
(

−2�ωs(q)
kBT

)
+ . . .

}

=
∏
q,b

[2 sinh{�ωs(q)/2kBT} ]−1 (1.98)

we obtain, by substituting eqn (1.97) into eqn (1.92),

Es = Ees + kBT
∑
q,b

ln [2 sinh{�ωs(q)/2kBT}]. (1.99)

Thus the band gap Eg varies with temperature according to

Eg = Eeg + kBT
∑
q,b

ln
sinh{�ωu(q)/2kBT}
sinh{�ω1(q)/2kBT} (1.100)

where ωu(q) is the frequency when an electron occupies the up-
per state and ω1(q) that when an electron occupies the lower state.
Since ωu(q)<ω1(q), because exciting an electron weakens the atomic
binding and hence lowers the elastic restoring force, the logarithm
is negative and so the gaps reduce as the temperature increases.
Modes with already weak restoring force constants, such as the
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Eg

T

FIG. 1.22.
Typical variation of the energy gap with
temperature.

transverse acoustic (TA) modes, are particularly affected by electron–
hole generation, and the shift in frequency of these modes provides the
greatest contribution. At high temperatures,

Eg ≈ Eeg − kBT
∑
q,b

ln
ω1(q)
ωu(q)

kBT > �ω(q). (1.101)

Observed variations obey a linear law of the form, Eg(T) = Eg(0)−βT ,
β ≈ 4 × 10−4 eV K−1, at high temperatures (Fig. 1.22). Since the con-
tribution from thermal expansion is usually small, this implies that the
sum in eqn (1.101) is about 5. If one bond were broken per electron–
hole pair and only N TA modes were involved, we would expect
ω2

1 = ω2
u(1 − 1/N) or ω1 = ωu(1 − 1/2N), whence the sum would be

only 0.5. The observation that it is 5 suggests that the equivalent of 10
bonds are disrupted per electron–hole pair.

The dependence of energy gaps on the lattice constant was dis-
cussed in Section 1.10. It is interesting to see how little that dependence
determines the temperature variation, though it is the principal com-
ponent in determining the variation with hydrostatic pressure. The
latter can readily be measured and the corresponding temperature
variation deduced from it using the relation(

∂Eg

∂T

)
P

=
(
∂V

∂T

)
P

(
∂P

∂V

)
T

(
∂Eg

∂P

)
T

. (1.102)

Typical pressure dependences are of the form Eg = Eg0 +αP with
α ≈ 7 × 10−6 eV cm2 kg−1 (though from the discussion in Section 1.10
it is clear that α can vary widely and even be negative). Corresponding
temperature dependences are usually less than l0−4 eV K−1.

1.13. Deformation potentials

In general the application of mechanical stress alters the band struc-
ture by shifting energies and, where it destroys symmetry, by removing
degeneracies. We have already mentioned the effect of hydrostatic
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pressure in the previous section. Usually the effect is regarded as not
changing band curvature, and therefore not changing effective masses,
but merely as shifting the energy states of interest. In semiconduct-
ors the states of interest are usually those near a band extremum, and
the shift in energy of the band edge per unit elastic strain is called the
deformation potential Ξ .

If u is the displacement of a unit cell, the strain tensor is defined by

Sij = 1
2

(
∂ui

∂xj
+ ∂uj

∂xi

)
= Sji (1.103)

and the change in energy of a given non-degenerate band edge can be
defined by

�E =
∑

ij

ΞijSij (1.104)

where Ξ is the deformation potential tensor. Since the strain tensor is
symmetric there exist six independent components, and hence there ex-
ist six independent components of the deformation potential. For cubic
crystals this number reduces to three independent deformation poten-
tial components denoted Ξd, Ξu, and Ξp, and the symmetry of the 
,
L, and X valleys reduces this further to two, Ξd and Ξu. Herring and
Vogt (1956) gave a table in which it was defined that in each case the
components are related to a system of axes which coincide with the
principal axes of the given spheroidal valleys, and this is reproduced
in Table 1.7. The constants Ξd and Ξu have values which are charac-
teristic of the conduction-band valley. Ξd relates to pure dilation and
Ξu is associated with a pure shear involving a uniaxial stretch along the
major axis plus a symmetrical compression along the minor axis. The 

valley is unaffected by shear strains. Note that a given shear strain can
remove the degeneracy of equivalent conduction-band valleys, raising
some and lowering others.

In addition to acoustic strains of the type considered above in which
the whole unit cell is deformed, another type known as optical strain
exists in materials where each unit cell contains two atoms and is as-
sociated with the contrary displacement of the two atoms. Thus, for

TABLE 1.7. Deformation constants.

Valley


 L X

Ξ11 Ξd
 ΞdL + 1
3ΞuL ΞdX + ΞuX

Ξ22 Ξd
 ΞdL + 1
3ΞuL ΞdX

Ξ33 Ξd
 ΞdL + 1
3ΞuL ΞdX

Ξ23 0 1
3ΞuL 0

Ξ31 0 1
3ΞuL 0

Ξ12 0 1
3ΞuL 0
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group IV materials, if u1 is the displacement of one atom, u2 = −u1 is
the displacement of the other. If the atoms are separated by a distance
d at equilibrium the optical strain can be defined as a vector:

Sop = 2u1/d. (1.105)

We can in general associate a change of energy with this strain. Usually
the change of energy is associated directly with the displacement rather
than the strain:

�E = D · u1 (1.106)

where D is an optical deformation constant. Optical strains are like
acoustic shear strains and affect L valleys but not 
 or X valleys.
Harrison (1956) has shown that for L valleys D is directed along the
major axis.

In the case of the degenerate valence bands, uniaxial strains tend
to remove the degeneracy. The situation is generally more complic-
ated, and four deformation potentials a, b, d and do, where a, b, and
d are associated with acoustic strains and do with optical strains, are
required.

In eqn (1.81) we gave the form of the energy dependence of the
wavevector for the heavy- and light-hole bands. When acoustic strains
are present the energy takes the rather complicated form (Pikus and
Bir 1959)

Ev1,2k = − �
2

2m

{
Ak2 + aTr S ±

(
E2

kk + E2
ks + E2

ss

)1/2
}

(1.107)

where

Tr S =
∑

i

Sii (1.108)

E2
kk = B2k4 + C2

(
k2

xk2
y + k2

yk2
z + k2

zk2
x

)
(1.109)

E2
ks = Bb

{
3

(∑
i

Siik
2
i

)
− k2Tr S

}

+ 2
(

C2 + 3B2
)1/2

d
(
Sxykxky + Syzkykz + Szxkzkx

)
(1.110)

E2
ss = b2

2

{(
Sxx − Syy

)2 + (
Syy − Szz

)2 + (Szz − Sxx)
2
}

+ d2
(

S2
xy + S2

yz + S2
zx

)
. (1.111)

The degeneracy at k = 0 is removed when Ess is non-zero, e.g. for a
pure shear. Pure dilation produced by hydrostatic pressure does not
remove the degeneracy but merely shifts the band edge by an amount
determined by the deformation potential a. The response of the gaps
between the valence-band and the conduction-band valleys at L and X
to hydrostatic pressure is determined by the gap deformation potentials
as follows:
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valence to 
 valley Ξd
 + a

valence to L valley ΞdL + 1
3ΞuL + a

valence to X valley ΞdX + 1
3ΞuX + a

(1.112)

Thus valence- and conduction-band deformation potentials always
combine and cannot be determined separately by a measurement of the
energy gap. Note that the hydrostatic pressure can generally be used to
alter the energy gap between the 
 valley and the L and X minima in
the conduction band. It is worth pointing out that the sign convention
for valence-band deformation potentials is that positive means that a
positive strain increases the hole energy, and so a positive a means that
a positive strain lowers the valence-band edge.

The shift of band edges with hydrostatic pressure can readily be un-
derstood from the standpoint of the Phillips and Van Vechten model.
Thus for a homopolar energy gap Eh ∝ d−s there is an associated
deformation energy shift per unit strain of

Ξdh = −sEh (1.113)

The optical deformation potential do for the valence band is usually
defined as an energy rather than as an energy per unit displacement as
is the case for electrons. However, it is useful to retain the latter descrip-
tion since it is more directly related to the physical mechanism. If this
is done with optical phonon scattering in mind we can relate a scalar
magnitude Do to do as follows:

D2
0 = 3

2

d2
0

a2
0

(1.114)

TABLE 1.8. Deformation potentials for some semiconductors.

Ξd (eV) Ξu (eV) a (eV) b (eV) d (eV) do (eV) Do (eV cm−1)

Si −6.0 7.8 2.1 3.1 (109 intervalley)b

9.2 2.5 5.3
Ge −9.1 15.9 2.6 −2.4 −4.1 6.4 7 × 108〈111〉

−12.3 19.3 3.9a −2.7a −4.7a

AlSb +1.8
+2.2 6.2 −1.4 −4.3

GaSb 20 −2 −4.6
22.6 −3.3 −8.4

GaAs +7.0 +7.4 −8.7 −1.8 −4.6 (≈ 109 intervalley)b

−9.2 −2.0 −6.0
GaP 6.2 −1.3 −4.0
InSb +4.5 −88 −0.2 −4.6

+16.2 −2.1 −5
InP 21 −1.6 −4.4

The data are the uppermost and lowermost values reported by Neuberger (1971).
Ξd and Ξu refer to the lowest conduction band valley.
a Data from Lawaetz 1967.
bSee Chapter 3, Sections 3.4.1 and 3.4.2.
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where ao is the lattice constant. (The factor 3
2 comes out of averaging

the effect of optical strains over all directions.) This relation can then
be used to describe the interaction between holes and optical phonons.

The effect of strain on the electronic energy considered above is short
range and is confined to the unit cell subjected to deformation. In polar
materials long-range electric fields are produced by some strains, and
these fields also change the energy of the electron. Electric fields pro-
duced by acoustic strain are described by the piezoelectric third-order
tensor (Nye 1957). Optical strains produce directly a dipole moment,
which can couple strongly to light, and is the property giving rise to the
designation ‘optical’. These polar effects will be discussed further in the
section on lattice scattering of electrons. The deformation potentials for
some semiconductors are given in Table 1.8.

1.14. Alloys

When alloys of two semiconducting compounds AB and CD are made
with the formula (AB)x(CD)1−x one might expect that the band struc-
ture of the alloy could be deduced by linear extrapolation from the
band structures of the pure compounds, but in fact this turns out to
be a poor approximation. A band gap Eg is generally observed to have
the form

Eg = a + bx + cx2 (1.115)

where c is the non-linear coefficient which is usually called the bowing
parameter. The latter is significant and cannot be neglected. (Fig. 1.23.)

Its origin is twofold. One part of c arises from the dependence of en-
ergy gaps on the lattice constant as described in Section 1.10. If, instead
of regarding Eg as a linear function of composition, its components
such as the lattice constant and the homopolar and ionic energy gaps
are taken to vary linearly with composition, then a bowing parameter ci
emerges naturally as Van Vechten and Bergstresser (1970) have shown.
In addition to ci there exists a component ce associated with disorder.
Disorder produces potential fluctuations which will be proportional to
the difference in electronegativities of the two component cations or
anions. As such, these fluctuations will be associated with the differ-
ence of ionic energy gaps of the two compounds. Potential fluctuations
will scatter electrons and, to second order, will mix band states which,
as we saw in the case of electron–phonon mixing in Section 1.12, drives

Eg

x0 1

FIG. 1.23.
Bowing effect in the energy-gap
dependence on composition.
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states at the bottom of a conduction-band valley down and drives states
at the top of the valence band up, thus reducing the band gap. The
curve Eg versus x therefore sags downwards as a result of disorder,
corresponding to an increase in the bowing parameter.

Disorder also appears to be responsible for deviations from the
expected behaviour of the conduction-band effective mass and the
valence-band spin–orbit splitting as well as the direct band gap in
III–V alloys. Potential fluctuations mix conduction and valence band
wavefunctions, and therefore the degree of spin–orbit splitting at 
 is
reduced and the effective mass also bows downward less markedly than
a simple Kane k · p model would suggest.

Quantitatively, the reduction in energy caused by disorder in a
ternary alloy MF1−xGx is of the form

�E = x(1 − x)C2
FG

A
(1.116)

where CFG is the Phillips electronegativity difference between F and G,
and A is a bandwidth parameter equal to 1 eV (Berolo, Woolley, and
Van Vechten (1973)). CFG has been computed for several ternary alloys
by Van Vechten and Bergstresser (1970) (these values are significantly
different from �C obtained from Table 1.4).
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Energy levels2
2.1. The effective-mass approximation

When there is a perturbing potential present, either internally associ-
ated with crystal defects or externally applied, the time-independent
one-electron Schrödinger equation becomes

(H0 + Vp)ψ(r) = Epψ(r) (2.1)

where H0 is the unperturbed Hamiltonian and Vp is the perturbation
potential energy which is assumed to satisfy Vp 
 H0 and is in general
a function of space. Following standard perturbation theory we form
a wave packet out of the unperturbed eigenfunctions, choosing for the
latter the Bloch functions φnk(r):

ψ(r) = V−1/2
∑
n,k

cnkφnk(r) (2.2)

where the sum is over all bands, labelled n, and all k. We obtain

cmk′Emk +
∑
n,k

cnk
〈
mk′ ∣∣Vp

∣∣ nk
〉 = cmk′Ep (2.3)

We now multiply this equation by exp(ik′ · r), sum over k′, and define
an effective-mass wavefunction for the band m as follows:

Fm(r) = V−1/2
∑

k′
cmk′ exp(ik′ · r). (2.4)

Equation (2.3) may then be cast in the form

(H∗
0 + V∗

p )Fm(r) = EpFm(r) (2.5)

where, for a simple band,

H∗
0 = p2

2m∗ H∗
0 Fm(r) = �

2k2

2m∗ Fm(r) (2.6)

and

V∗
p Fm(r) = V−1/2

∑
k′

∑
n,k

cnk
〈
mk′ ∣∣Vp

∣∣ nk
〉
exp(ik′ · r). (2.7)

Note that all energies are measured from the band edge.
What we have done is to subsume the effect of the background peri-

odic potential into the effective Hamiltonian H∗
0 , so that the electron
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can be considered to be a particle of mass m∗ subject to the perturba-
tion V∗

p rather than a particle of mass m subject to a perturbation Vp.
So far no approximation has been used. This procedure becomes useful
only if we may take V∗

p Fm(r) ≈ VpFm(r) and this may be done if Vp is
slowly varying.

If we represent Vp by the Fourier expansion

Vp =
∑

q

V (q)exp(iq · r), (2.8)

then

〈
mk′ ∣∣Vp

∣∣ nk
〉 = V−1

∑
q

V (q)
∫

u∗
mk′unk exp{i(k + q − k′) · r} dr (2.9)

where the integral is over the whole volume of the crystal. Because unk
is the same function in each unit cell we can convert the integral to one
over a unit cell and a sum over the unit cells. By putting

r = r0 + R, (2.10)

where r0 is measured from an origin within a unit cell and R is the
position vector of the unit cell, we obtain

〈
mk′ ∣∣Vp

∣∣ nk
〉 = V0

V

∑
q

V (q)
∑

R

exp
{
i
(
k + q − k′) · R

} ∫
u∗

mk′unk

× exp
{
i
(
k + q − k′) · r0

}
dr0 (2.11)

The integral in eqn (2.11) is the same for each cell regardless, and
consequently the sum is infinitesimal unless

k + q − k′ = K (2.12)

where K is a reciprocal-lattice vector, whence the sum is N where N is
the number of unit cells. Since uk+q−k exp(iK · r0) = uk+q, eqn (2.11)
becomes

〈
mk′ ∣∣Vp

∣∣ nk
〉 = ∑

q

V (q)δk+q−k′,K

∫
u∗

m,k+qunk dr0. (2.13)

If unk varies only slightly over the effective range of q we can approxi-
mate the integral as follows∫

u∗
mk+qunk dr0 ≈

∫
u∗

mkunk dr0 = δmn (2.14)

In this approximation, only states in one band are affected by the
perturbation. Thus

V∗
p Fm(r) = V−1/2

∑
k′

∑
nk

cnk
∑

q

V (q) δk+q−k′,K δmn exp(ik′ · r).

(2.15)



38 Energy levels

In the case of a simple band when the potential is slowly varying, the
effective values of k, q, and k′ are all small, and K = 0. Thus

V∗
p Fm(r) = V−1/2

∑
k

cmk
∑

q

V (q)exp{i(k + q) · r} = VpFm(r). (2.16)

The equation (
H∗

0 + Vp
)

F(r) = EpF(r) (2.17)

is known as the effective-mass equation. In this approximation the
perturbed wavefunction (eqn (2.2)) is taken to be of the form

ψ(r) = um0Fm(r). (2.18)

When there are several equivalent valleys K need not be zero. The
potential couples states in different valleys and therefore the total envel-
ope wavefunction must consist of a linear combination of single-valley
envelope functions. Thus for L equivalent valleys at Ki

cnk →
L∑

i=1

ci
nk exp(iKi · r) (2.19)

and

Fm(r) =
L∑

i=1

αiF
i
m(r)exp(iKi · r) (2.20)

where the αi are constants determined by symmetry and Fi
m(r) is the

localized function associated with valley i. The unperturbed effective-
mass Hamiltonian for a given spheroidal valley is now

H∗
0i = p2⊥i

2m∗⊥i

+ p2‖i

2m∗‖i

(2.21)

where p⊥ and p‖ are the components of the momentum perpendicular
and parallel to the major axis and m∗⊥ and m∗‖ are the corresponding
effective masses. The many-valley effective-mass Schrödinger equation
is therefore

L∑
i=1

αi exp(iKi · r)
(
H∗

0i + Vp − Ep
)

Fi
m(r) = 0. (2.22)

In the case of a band with two sets of equivalent valleys eqn (2.20)
generalizes to

Fm(r) = A1

L1∑
i=1

αi exp(iKi · r)Fi
m(r) + A2

L2∑
j=1

αj exp(iKj · r)Fi
m(r) (2.23)

and two coupled equations like eqn (2.22) have to be solved.
When there are several degenerate or nearly degenerate bands at

an extremum, as is the case of the valence band, the treatment is in-
evitably more complicated (Kittel and Mitchell 1954; Luttinger and
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Kohn 1955). For the valence band the wavefunction is a linear com-
bination of ujFj(r), and the effective mass equation takes the form

3∑
j=1

∑
αβ

D
αβ
ij

∂

∂xα

∂

∂xβ
Fj(r) + (�0δj3 + Vp − Ep)Fj(r) = 0 (2.24)

where D
αβ
ij are parameters of the band structure, �0 is the spin–orbit

splitting (assumed small), and δj3 = 1 for j = 3 (split-off band) and
zero otherwise.

The effective-mass equation is useful for describing shallow loc-
alized impurity states, for describing the scattering of electrons by
defects, other electrons, and lattice vibrations, and for describing the
motion of electrons in weak applied fields. However, before exploiting
this approach we must turn to the more general features of electron
dynamics.

2.2. Electron dynamics† † See also Section 11.5.

In the previous section it was shown that a time-independent potential
perturbation induced a static wave packet, made up of waves from one
band, which was associated with the eigenvalue Ep. If Ep > 0 we can
choose a travelling wave packet consisting of waves centred about a
particular wavevector k and describe the effect of the perturbation on
the motion of this wave packet. Thus we can take

ψ(r, t) = umkFmk(r, t) (2.25)

Fmk(r, t) = V−1/2
∑

k′
cmk′ exp{i(k′ · r − ω′t)} (2.26)

where the cmk′ are appreciable only near k′ = k. The group velocity is,
quite generally,

v(k) = ∇kω(k) = 1
�
∇kE(k). (2.27)

If the potential perturbation is of the form −� · r, where� is a force,
then we can conceive of the perturbation inducing transitions of the
electron between states within the same band such that the energy of
the electron changes with time as follows:

dEp

dt
= � · v(k) = 1

�
� · ∇kE(k). (2.28)

Since E(k) is a static function of k, a change of energy must be
associated with a change of k. Thus

dEp

dt
= dk

dt
· ∇kE(k), (2.29)

whence

�
dk
dt

= � (2.30)
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which is Newton’s law of motion if �k is interpreted as the momentum
of the packet moving through the crystal. This quantity �k is referred to
as crystal momentum, and, as we discovered in the discussion of the k·p
approximation in Section 1.11, it can be assumed to be much smaller
than the total momentum, the latter being principally associated with
motion within a unit cell as determined by the cell-periodic part of the
Bloch function.

The ratio of crystal momentum and total momentum is measured by
the ratio of effective mass and free-electron mass. Thus, if v(k) is the
group velocity, then the total momentum is, by definition,

p = mv(k) (2.31)

whereas the crystal momentum in a parabolic band is

�k = m∗v(k). (2.32)

Equation (2.30) describes how an electron in a band responds to
a force. It may be derived more rigorously by using time-dependent
perturbation and regarding the potential perturbation as inducing
transitions between band states. Thus, within the effective-mass ap-
proximation, we can take

F(r, t) = V−1/2
∑

k

ck(t)exp{i(k · r − ωt)}. (2.33)

We can easily obtain the following expression for the initial rate by sub-
stituting into the time-dependent effective-mass equation and putting
ck = 1 and ck′ = δkk′ at t = 0:

i�
dck(t)

dt
= 〈k′|Vp|k〉 = −� · 〈k′|r|k〉 (2.34)

Now

〈k′| r |k〉 = V−1
∫

r exp{i(k − k′) · r} dr

= V−1

X∫
−X

Y∫
−Y

Z∫
−Z

r exp(−i�k · r) dx dy dz

(2.35)

where �k = k′ − k is the increase in the wavevector and the crystal
has been assumed to be a rectanguloid of dimensions 2X × 2Y × 2Z.
Consider the x component

〈k′| x |k〉 = −V−18
(

X cos�kxX

i�kx
− sin�kxX

i�k2
x

)
sin�kyY

�ky

sin�kzZ

�kz
.

(2.36)

This is large when �kx is small but not zero and when �ky = �kz = 0.
The minimum value of �kx which is non-zero is given by the peri-
odic boundary conditions (which also ensure the orthogonality of the
waves):

�kx0X = π (2.37)
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whence

〈k′| x |k〉 = − i
�kx0

δ�ky,0 δ�kz,0. (2.38)

Thus

��k
dck(t)

dt
= � (2.39)

or

�
dk
dt

= � . (2.40)

It is worth noting that the expression ‘force equals rate of change of
crystal momentum’ does not contain the effective mass explicitly, and
it is therefore particularly useful for considering the motion of holes
since it is easy to avoid ambiguities connected with the negative effect-
ive mass at the top of the valence band (Fig. 2.1). Electrons always
move through k-space in the direction of the force.

v
(a)

(b)

electron

hole

k

F

v

k

F

FIG. 2.1.
Group velocity: (a) simple conduction
band; (b) simple valence band.

2.3. Zener–Bloch oscillations† † See also Section 11.5.

If we can neglect the possibility of an electron making interband trans-
itions in the presence of an applied electric field, the law governing the
rate of change of crystal momentum (eqn (2.30)) shows that the elec-
tron transits through k-space at a rate equal to the strength of the force.
In a uniform electric field � this rate is a constant and given by

�
dk
dt

= e� (2.41)

where e is the elementary charge. (The bar over the e will be taken
throughout to denote that the sign of the charge is contained within
the symbol, so that we avoid any trouble connected with the con-
ventional assignation of current direction and electron force applied
to the negatively charged electron by writing the equations as if the
electron were positively charged and eventually substituting for elec-
trons e = −1.6 × 10−19C.) In the absence of collisions the electron
transits the Brillouin zone, is ultimately reflected at the zone bound-
ary, and transits the zone once again to be once again reflected at
the zone boundary. Thus the unimpeded motion of an electron in a
band under the influence of a constant field is oscillatory in k-space
(Fig. 2.1) and therefore oscillatory in ordinary space. These oscillations
have been termed Zener oscillations (Zener 1934) or alternatively Bloch
oscillations, and we shall refer to them as Zener–Bloch oscillations.

Suppose the field � to be directed along a reciprocal-lattice vector
K defining the reflecting zone boundary. In one oscillation the electron
traverses K. If K = 2π/a, where a is a dimension of the unit cell, then
the angular frequency is given by

ωz = eE a/�. (2.42)
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E

x
No field

V

x
Applied potential difference

E

x
Zener-Bloch states

FIG. 2.2.
Zener–Bloch states: (a) no field;
(b) applied potential differences;
(c) Zener–Bloch states.

Since a ≈ 3 Å, the angular frequency for a field of 2 × 105 Vcm−1 is
about 1013 s−1. The oscillation is confined in space and is centred on
a particular unit cell. In such a situation the energy levels in the band
are modified by the perturbing potential e� · r (Fig. 2.2). The situation
produces states separated in energy by the amount eE a, and the step-
like variation of energy along a band edge gives rise to its description
as a Stark ladder in an allusion to the Stark effect in atomic physics.
Clearly, the spatial amplitude Lz of the oscillation is determined by the
bandwidth Eb:

Lz = Eb/2eE . (2.43)

Since there is one state per unit cell the number of states in the band
remains unchanged, but they become uniformly spaced in energy.

The wavefunction of an electron in a Zener–Bloch state is clearly
very different from a travelling plane wave since k is no longer a good
quantum number. Regarding the applied potential as a perturbation,
we have

(H∗
0 − e� · r)ψz = Ezψz (2.44)

ψz = V−1/2
∑

k

ckφk(r) (2.45)

where the φk(r) are the Bloch functions of the band. Perturbation
theory gives

ck′ =
∑

k

ck〈k′| − e� · r|k〉
Ez − Ek′

. (2.46)

The matrix element is most conveniently calculated by noting that

r exp(ik · r) = −i∇k exp(ik · r). (2.47)

Converting the sum over k into an integral according to

∑
k

→
∫

dkV/(2π)3 (2.48)

we readily obtain by integrating by parts and using the orthogonality
properties of the plane waves∑

k

ck〈k′| − e� · r|k〉 = −ie�∇kckδkk′ . (2.49)
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By substituting in eqn (2.46) we obtain

dck

dk
= i(Ez − Ek)ck

e� (2.50)

whence

ck = c0 exp
{∫

i(Ez − Ek)
e� dk

}
. (2.51)

To retain the periodicity of the wavefunction ck must be periodic. If
we let

Ek = E0 + E(k) (2.52)

where E0 is the energy at the band centre, then periodicity demands
that

Ez − E0 = −e� · n′a (2.53)

where n′ is an integer and a is a unit-cell vector. Thus the state whose
eigenvalue is Ez is spatially centred about the unit cell at n′a, and if we
put n′a = r0 we obtain

ck = c0 exp
{
−i

(
k · r0 +

∫
E(k)
e� dk

)}
. (2.54)

This is as far as one can go without going into the band structure in
detail; thus

ψz = V−1/2c0

∑
k

uk(r) exp
{

i
∫

E(k)
e� dk − ik · (r0 − r)

}
. (2.55)

Let us take a simple model for the band in the direction of � :

E(k) = −Eb

2
cos ka − π

a
< k <

π

a
(2.56)

(which is the form obtained in a tight-binding approximation) where
Eb is the bandwidth. Further, let us assume that uk(r) is not dependent
on k. Then

ψz = V−1/2c0u(r)
∑

k

exp
{
− iEb

2eE a
sin k · a − ik · (r0 − r)

}
(2.57)

= c′
0u(r)Jn(Eb/2eE a) n = (x0 − x)/a (2.58)

where Jn(z) is a Bessel function, n is an integer, and the field is along the
x direction. Near x = x0, Jn(z) behaves like a standing wave of vector
π/2a, i.e. the vector midway between the centre and the boundary of
the zone. When |x0 − x| � a, an asymptotic expansion gives

Jn

(
Eb

2eE a

)
≈ (−1)|x0−x|/a

(2π |x0 − x1| /a)1/2

(
enLZ

2 |x0 − x|
)|x0−x|/a

(2.59)

where Lz (eqn (2.43)) is the ‘classical’ spatial amplitude and en is the
base of Naperian logarithms. Clearly, the wavefunction attenuates very
rapidly once |x0 − x| > enLz/2, but is a maximum at |x0 − x| = Lz/2
and declines towards |x0 − x| → 0. Qualitatively the behaviour is like
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that of a simple harmonic oscillator—the wavefunction is piled up at
the extremities which are the classical turning points. Such oscillators
have not been observed to date. The cause is not hard to find. In order
for a Zener–Bloch oscillation to establish, the condition

ωzτ Á 1, (2.60)

where τ is the collision time, must be satisfied. Calculations of τ are
usually made for the state near the band edges, and values of order
10−13 s are typical. As we have just seen, the electron is a Zener–Bloch
oscillation that spends most time near one or other band edge, so per-
haps to take an effective τ of 10−13 s is not unreasonable, in which case
a field in excess of 2 × 105 V cm−1 is required to satisfy eqn (2.60). In
many cases a field of such magnitude produces electrical breakdown.

Another reason why the oscillations are difficult to obtain is that
tunnelling between bands becomes increasingly probable towards high
fields. Such tunnelling is observed in tunnel diodes and takes place
across the forbidden gap. Furthermore, overlap of bands would tend
to make interband transitions very probable, and this would virtually
rule out the possibility of oscillations. All in all, the observation of
Zener–Bloch oscillations is very difficult in practice. They are never-
theless intriguing manifestations of the quantum properties of crystals,
implying that the action of a steady electric field on a perfect crys-
tal is primarily to produce an oscillating electric current, although
transitions between Zener–Bloch states would eventually produce a net
flow of electrons down the potential gradient. However, provided that
transitions between bands occur with a time constant long enough to
satisfy eqn (2.60), Zener–Bloch oscillations, though transient, ought
to play a role in breakdown or tunnelling phenomena for example by
replacing plane waves with Zener–Bloch wavefunctions.

2.4. Landau levels

Turning to the case of electronic motion in a magnetic field, we first
observe that, unlike electron fields, magnetic fields do not change the
energy of the electron since the force they exert is at right angles to the
motion. The basic force equation is

�
dk
dt

= e(v × B) (2.61)

where B is the magnetic intensity and v the group velocity. Let B be in
the x direction. Then

�
dkx

dt
= e(υyBz − υzBy) = 0 (2.62)

and kx is a constant of the motion. Also

�
dky

dt
= eυzB

�
dkz

dt
= −eυyB.

(2.63)
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Since υz = �
−1 dE/dkz and υy = �

−1 dE/dky, eqn (2.63) is equival-
ent to

�
dky dkz

dt dE
= eB. (2.64)

The quantity dky dkz is an elementary area of the electronic orbit
in a plane perpendicular to B. The electron cannot change energy
and so its orbit must lie along a constant energy contour on k-space.
(Fig. 2.3.) After a period T the orbit is closed and has an area dA. Thus
integrating eqn (2.64) gives

�
2 dA

dE
= eBT = eB

2π
ωc

(2.65)

and

ωc = 2πeB

�2

dE

dA
(2.66)

where ωc is the cyclotron frequency. The latter carries information
about the rate at which energy surfaces vary with k through the quan-
tity dE/dA. For a simple spherical parabolic band E = �

2k2/2m∗,
A = πk2, and so dE/dA = �

2/2πm∗, whence

ωc = eB/m∗. (2.67)

kz

ky

FIG. 2.3.
A constant-energy track through
k-space.

Measurement of this frequency is therefore a direct measurement of
effective mass. By varying the direction of the magnetic field the
curvature of the band can be mapped out. Measurement is effected by
observing the absorption of radio frequency or infra-red waves at the
resonant frequency.

In the presence of an electromagnetic field defined by vector poten-
tial A and scalar potential φ the Hamiltonian is

H = 1
2m

(p − eA)2 + eφ (2.68)

where

� = −∂A
∂t

− ∇φ B = ∇ × A (2.69)

In the case where only a uniform magnetic field exists, say in the x
direction, a suitable choice for A in addition to the periodic potential is

Ax = 0 Ay = −zB/2 Az = By/2. (2.70)

Now

(p − eA)2 = p2 − ep · A − eA · p + e2A2

= p2 + e (i�∇ · A) − 2eA · p + e2A2. (2.71)

In the gauge we are considering ∇ · A = 0, and so the perturbing
Hamiltonian is

HB = − e

2m
(2A · p − eA2). (2.72)
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The perturbation is of a different character from the straightfor-
ward potential energy which led to the effective-mass equation since
it is a perturbation of the kinetic energy, and so we cannot use the
effective-mass formulation. However, we might expect that, provided
that the perturbation remains small, the effective-mass equation could
be used if the perturbation is changed from eqn (2.72) to the effective
Hamiltonian

H∗
B = − e

2m∗
(

2A · �k − eA2
)

. (2.73)

That this turns out to be the case can be shown by using second-
order perturbation theory and retaining terms up to A2. The general
result for the energy to second order is

Enk = Enk0 + 〈nk |HB| nk〉 +
∑

n′k′ 	=nk

∣∣〈n′k′ ∣∣HB
∣∣ nk

〉∣∣2
Enk − En′k′

(2.74)

where the eigenfunction has been expanded in terms of all the Bloch
functions in the usual way. Now

〈nk |HB|nk〉 = − e

2m

(
2A · mvn(k) − eA2

)

= −eA · vn(k) + e2

2m
A2 (2.75)

where vn(k) is the group velocity associated with the state k in the band
n. For parabolic bands vn(k) = �k/m∗, and so

〈nk |HB|nk〉 = − e

m∗ A · �k + e2

2m
A2. (2.76)

Also

∑
n′k′

∣∣〈n′k′ ∣∣HB
∣∣nk
〉∣∣2

Enk − En′k′
≈ e2

m2

∑
n′k′

∣∣〈n′k′ ∣∣A · p
∣∣nk
〉∣∣2

Enk − En′k′

= e2

m2

∑
n′

∣∣A · 〈n′k
∣∣p∣∣nk

〉∣∣2
Enk − En′k

= e2

2m∗

(
1 − m∗

m

)
A2. (2.77)

The last step follows from k · p perturbation theory (eqn (1.76)) for a
spherical band near k = 0:

∑
n′

∣∣〈n′k
∣∣p∣∣nk

〉∣∣2
Enk − En′k

= m2

2m∗

(
1 − m∗

m

)
. (2.78)

Substitution in eqn (2.74) gives

Enk = Enk0 − e

m∗ A · �k + e2

2m∗ A2 (2.79)
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which justifies eqn (2.73). This result holds good provided that A varies
negligibly over a unit cell.

Thus the effective-mass equation containing the kinetic perturbation
produced by the field is(

p2

2m∗ − e

m∗ A · �k + e2

2m∗ A2

)
F(r) = EF(r) (2.80)

where F(r) is the envelope function. Substitution for A from eqn (2.70)
gives{

p2

2m∗ − e�B

2m∗ (−zky + ykz) + e2

8m∗ B2(z2 + y2)}F(r) = EF(r) (2.81)

or[
p2

2m∗ + 1
2m∗

{(
1
2m∗ωcz + �ky

)2 +
(

1
2 m∗ωcy + �kz

)2
}]

F(r)

=
{

E + �
2
(
k2

y + k2
z

)
2m∗

}
F(r) (2.82)

where ωc = eB/m∗ is the cyclotron frequency. Apart from the term in
p2, the Hamiltonian in this equation is that for a classical particle in
a (y, z) circular trajectory with orbiting frequency ωc and momentum
components �ky and �kz (Morse and Feshbach 1953, p. 296). We can
take k2

y + k2
z as a constant and transform the equation to(

p2

2m∗ + 1
2m∗ωcR2

)
F(r) = E′F(r) (2.83)

where R is the classical radius of the orbit and E′ is the energy for a
given kR = (

k2
y + k2

z

)1/2. Since ky and kz merely specify the position of
the centre of the orbit, the states described by this Schrödinger equation
are as degenerate as the number of ways of choosing ky and kz for
constant kR. The equation describes a freely travelling electron in the x
direction and a simple harmonic oscillator in the (y, z) plane. Thus

E′ =
(

n + 1
2

)
�ωc + �

2k2
x/2m∗ (2.84)

and

F(r) = C exp(ikxx)Hn

{
R
(
m∗ωc/�

)1/2
}

exp
(− m∗ωcR2/2�

)
(2.85)

where Hn(z) is a Hermite polynomial and C is a normalizing con-
stant. The energies of the quantized states thus described are known
as Landau levels (Fig. 2.4).

E

kz

ky

FIG. 2.4.
Landau levels.

The degeneracy of these states is just the number of zero-field k
states between adjacent Landau levels for a given kx. Thus the number
between kR and kR + dkR, i.e. the degeneracy, is

gB = 2πkR dkR
LyLz

4π2 = kR dkR
LyLz

2π
(2.86)
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where Ly and Lz are the dimensions of the periodic crystal in the y and
z directions, and the spread of kR between adjacent Landau levels is
given for a parabolic band by

d(�2k2
R/2m∗)

dkR
dkR = �ωc, (2.87)

i.e.

�
2kR dkR

m∗ = �ωc. (2.88)

Therefore

gB = eB(LyLz/2π�). (2.89)

Once again, such states are observable only if the collision time τ is
such that ωcτ Á 1 or

eBτ/m∗ Á 1. (2.90)

Since eτ/m∗ = μ, where μ is the mobility, this condition can be expres-
sed as

μB Á 1. (2.91)

For μ = 1 m2V−1s−1, B Á 1T. Unlike the case of Zener–Bloch
states, Landau ‘cyclotron’ states can be formed comparatively easily. As
mentioned previously, measurement of �ωc by observing the frequency
of resonant absorption of radiofrequency or infra-red radiation gives
m∗ directly. In the case of non-spherical energy surfaces the measure is
of an average m∗ around the orbit.

The effects of magnetic quantization are observed in optical ab-
sorption spectra, magnetic freeze-out of carriers at impurities, and
the magnetophonon effect in which interaction with lattice vibrational
modes is involved (Lax and Mavroides 1960; Button 1970; Harper,
Hodby, and Stradling 1973).

2.5. Plasma oscillations

Electrons in the bottom of the conduction band move through a relat-
ively immobile background of positively charged atoms. On average,
neutrality prevails, but if fluctuations in the electron density occur
strong electric forces appear which attempt to restore neutrality but
succeed only in causing oscillations. This may be seen easily by consid-
ering the electrons to form a continuum gas of average density n0 and
writing down the equation of motion of an electron in the presence of
an electric field � :

m∗ dv
dt

= e� (2.92)

where we assume that the fields are such that the effective-mass
approximation is valid. Gauss’s equation gives

∇ · � = e(n − n0)/ε (2.93)
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where ε is an appropriate permittivity and n − n0 is the density fluc-
tuation. Finally, if the electron number is conserved, we have the
continuity equation

dn

dt
= −∇ · (vn). (2.94)

Regarding terms like v∇n as second order we readily obtain from these
three equations

d2n

dt2
= −e2n0

εm∗ (n − n0) (2.95)

corresponding to harmonic oscillations of density with angular fre-
quency given by

ω2
p = e2n0

εm∗ (2.96)

where ωp is the plasma frequency. In this derivation purely elastic forces
associated with dilations and contractions of the electron gas, con-
sidered as a neutral collection of particles, have been ignored. If they
are included solutions exist in the form of travelling plane waves of
density fluctuations with the dispersion relation

ω2(q) = ω2
p + υ2(q)q2 (2.97)

where v(q) is the velocity of acoustic waves in the electron gas.
Quantization leads to the appearance of plasmons, each of energy
�ω(q) (Bohm and Pines 1953. See Chapter 9 for a fuller discussion).

In order for plasma oscillations to be established the condition

ωpτ Á 1 (2.98)

must be fulfilled, where τ is the collision time. Since τ is about
10−13−10−14 s, the condition is satisfied in semiconductors for carrier
densities typically in excess of 1018 cm−3. In practice such conditions
are generally of importance only in narrow-gap materials or in wide-
gap materials in very special circumstances such as those associated
with intense laser illumination or exceptionally heavy doping.

2.6. Excitons

The minimum energy required to produce an electron–hole pair in
pure materials is less than the band-gap energy because of the mu-
tual coulombic attraction which exists between the two particles. The
two-particle structure involving an electron and a hole mutually bound
together is known as an exciton. Its energy states in semiconduct-
ors can be obtained, often very accurately, within the effective-mass
approximation.



50 Energy levels

If we assume spherical bands at k = 0, we can write the effective-
mass Hamiltonian as follows:

H∗ = p2
e

2m∗
e

+ p2
h

2m∗
h

− e2/4πε
|re − rh| = P2

2
(
m∗

e + m∗
h

) + p2

2μ∗ − e2/4πε
r

(2.99)

where m∗
e and m∗

h are the effective masses of the electron and hole, re
and rh are their position vectors, P is the momentum of the exciton
conjugate to the centre-of-mass coordinate R where

R = m∗
ere + m∗

hrh

m∗
e + m∗

h
, (2.100)

r = re − rh, and μ∗ is the reduced effective mass given by

1
μ∗ = 1

m∗
e

+ 1
m∗

h
. (2.101)

Clearly the envelope wavefunction must be of the form F(r)exp(ik · R),
where F(r) obeys the Schrödinger equation(

p2

2μ∗ − e2/4πε
r

)
F(r) = EF(r). (2.102)

E

Conduction
band

k

FIG. 2.5.
Exciton band. The exciton band is
shown juxtaposed to the conduction
band. It could equally well be shown
with opposite curvature juxtaposed to
the valence band.

The total energy is then (Fig. 2.5)

Ek = E + �
2k2

2
(
m∗

e + m∗
h

) (2.103)

Equation (2.102) is the hydrogenic wave equation, and consequently

En = − (e2/4πε)2

2(�2/μ∗)n2 , (2.104)

where n is an integer, and the envelope wavefunction takes the hydro-
genic form

F(r) = Rnl(r)Y m
l (θ ,φ) (2.105)

where Rnl(r) is the radial function, Ym
l (θ ,φ) is a spherical harmonic,

and l and m are the orbital and magnetic quantum numbers respect-
ively. Compared with the hydrogen atom the radius of the ground
state is generally large because ε > ε0 and μ∗ < m. The effective Bohr
radius is given by

a∗
H = (

mε/μ∗ε0
)
a0H (2.106)

where a0H is the Bohr radius �
2/(me2/4πε0) = 0.528 Å. The factor

multiplying a0H in eqn (2.106) is about 200 in GaAs and the ground
state binding energy is about 5 meV.

In the case of spheroidal or ellipsoidal valleys the Hamiltonian must
reflect the anisotropy of the effective mass and also any anisotropy of
permittivity which may exist (see Section 2.7).
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2.7. Hydrogenic impurities

Impurity atoms generally give rise to localized electronic states with
energies lying in the forbidden gap. In many cases the potential sur-
rounding the impurity cannot be regarded as slowly varying, and an
effective-mass treatment is ruled out. However, there exists a class of
impurities for which the effective-mass approximation is reasonably
valid, and these impurities give rise to hydrogenic states. This class
consists of shallow-level donors and acceptors associated with substitu-
tional impurities whose valency differs from the substituted host atom
by unity, plus interstitial lithium which is a small enough atom to oc-
cupy interstitial sites and has a loosely bound electron. A substitutional
atom with one extra valence electron is a donor whose extra electron is
easily removed to the conduction band leaving a fixed positive charge
at the impurity site. An atom with one valence electron too few is an
acceptor which can easily abstract an electron from the valence band
producing a mobile hole and thereby acquiring a negative charge. In
each case the mobile particle finds itself moving in a long-range at-
tractive coulombic potential analogous to the hydrogen atom, except
that in the immediate vicinity of the origin the potential departs from
being a simple coulombic one reduced by the dielectric constant of the
host lattice. However, if these core anomalies are neglected the bound
states can be described in the same way as exciton states with k = 0
and μ∗ = m∗

e for donors, μ∗ = m∗
h for acceptors. Thus for a spherical

band at k = 0 the energy levels are given by

En = −R∗
H

n2
RH =

(
e2/4πε

)2
2
(
�2/m∗) (2.107)

where R∗
H is the effective Rydberg energy, and the effective Bohr

radius is

a∗
H = mε

m∗ε0
a0H a0H = �

2/m

e2/4πε0
. (2.108)

This result is very good in the case of excited states for which core
effects are negligible; the level structure is independent of the chem-
ical nature of the impurity (Table 2.1). The excited states for multiple
donors and acceptors can be approximately described by substitut-
ing Ze for e in the above equations, but the ground-state energy is
hopelessly underestimated in these cases.

In polar materials there is an ambiguity concerning the permittiv-
ity ε: which is to be used, the high-frequency or the low-frequency
value? The dilemma can be resolved by comparing the characteristic
frequency R∗/� of the electron in the ground state with the frequency
ωTO of transversely polarized optical phonons, since it is the excita-
tion of these which provides the component of ionic shielding in the
low-frequency permittivity. If R∗/� 
 ωTO the static permittivity εs is
used; if R∗/� � ωTO the high-frequency permittivity ε∞ is used. In the
case of III–V compounds εs is the better choice.
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TABLE 2.1. Hydrogenic factors for spherical conduction bands in sphalerite semiconductors.

Polaron

m∗/m εs/ε0 a∗
H(Å) RH (meV) αa R∗

H (meV)

GaAS 0.067 13.18 104 5.25 0.088 5.33
GaSb 0.049 15.69 169 2.71 0.031 2.72
InP 0.080 12.35 81.7 7.14 0.127 7.29
InAs 0.023 14.55 335 1.48 0.063 1.50
InSb 0.014 17.72 670 0.607 0.025 0.610
ZnS 0.3 8.32 14.7 59.0 0.725 66.6
ZnSe 0.16 9.2 30.4 25.7 0.462 27.8
CdTe 0.096 10.6 58.4 11.6 0.298 12.2

a Taking ωLO as the zone-edge value.

In weakly polar materials a refinement can be made which takes into
account the continuous interaction of the electron with the longitudinal
optical modes. The strength of this interaction is determined by the
dimensionless coupling constant

α = e2

4π�

(
1
ε∞

− 1
εs

)(
m

2�ωLO

)1/2

(2.109)

which is about 0.09 for GaAs. Fröhlich, Pelzer, and Zieman (1950) have
shown that the effect is as though the effective mass were raised by the
extra inertia of the lattice polarization. The electron is now a ‘dressed’
particle and is known as a polaron. Its mass is given by

m∗
p = 1 + α/12

1 − α/12
m∗ (2.110)

and the ground-state energy is increased accordingly (Table 2.1) (see
Fröhlich 1962).

For an ellipsoidal valley in an anisotropic crystal the effective-mass
equation for hydrogenic impurity states must be modified. To obtain
the form of the potential we note that with the electric displacement
related to the field as follows

Di =
∑

j

εij�j (2.111)

and

∇ · D = ρ (2.112)

the potential satisfies

∑
ij

εij
∂2φ

∂xi∂xj

= −ρ (2.113)

or, referred to the principal axes of ε,

ε1
∂2φ

∂x2
1

+ ε2
∂2φ

∂x2
2

+ ε3
∂2φ

∂x2
3

= −ρ (2.114)
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Equation (2.114) is most easily solved by transforming the coordinates
according to

x1 = ε
1/2
1 X1 etc. (2.115)

As a consequence the space-charge density is transformed as follows:

ρ = ρ′/(ε1ε2ε3)1/2 (2.116)

and

φ = e

4π(ε1ε2ε3)1/2
(
X2

1 + X2
2 + X3

)1/2

= − e

4π
(
ε2ε3x2

1 + ε3ε1x2
2 + ε1ε2x2

3

)1/2
. (2.117)

The effective-mass equation for one valley is (assuming that the prin-
cipal axes of m∗ coincide with those of ε){

p2
1

2m∗
1

+ p2
2

2m∗
2

+ p2
3

2m∗
3

− e2

4π
(
ε2ε3x2

1 + ε3ε1x2
2 + ε1ε2x2

3

)1/2
− E

}

× F(x1, x2, x3) = 0 (2.118)

In the case of silicon, germanium, and the III–V and II–VI sphaler-
ites, which are cubic crystals, there is no anisotropy of the permittivity,
and the L and X valleys are spheroidal with m∗

1 = m∗
2 = m∗⊥ and

m∗
3 = m∗‖. In the case of the II–VI wurzites, which are hexagonal crys-

tals, the symmetry is axial and ε1 = ε2 = ε⊥ and ε3 = ε‖, though
the anisotropy is small, and at k = 0 the conduction band is slightly
spheroidal (for CdS m∗⊥ = 0.19 and m∗‖ = 0.18m). Equation (2.118) is
directly applicable to the wurzite 
 valley.

For L equivalent valleys in cubic crystals we have, from eqns (2.118)
and (2.222), the equation

L∑
i=1

αi exp(iKi · r)

{(
p2

1

2m∗⊥
+ p2

2

2m∗⊥
+ p2

3

2m∗‖

)
i

− e2/4πε
r

− E

}

× Fi(x1,x2,x3) = 0.

(2.119)

To zero order, the intervalley mixing can be neglected and the equation
can be solved for a single valley. The axial symmetry of the single-valley
equation has the effect of splitting the three spin-degenerate p-states
of the hydrogenic solution with quantum numbers m = 0, ±1 into
|p, 0〉 and |p, ±1〉. Taking these one-valley states for a given eigenvalue
from each valley, we can form different linear combinations compatible
with the symmetry of the tetrahedral character of the substitutional
impurity site (Table 2.2).

TABLE 2.2. Symmetry types for the tet-
rahedral point group.

Notation Basis function

A1 1

xyz

E
{

2z2 − x2 − y2

x2 − y2

T1

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

x
(

y2 − z2
)

y
(

z2 − x2
)

z
(

x2 − y2
)

T2

⎧⎨
⎩

x

y

z

T2

⎧⎨
⎩

yz

zx

xy

T2

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

x
(

2x2 − 3y2 − 3z2
)

y
(

2y2 − 3z2 − 3x2
)

z
(

2z2 − 3x2 − 3y2
)

It turns out that in silicon the six degenerate |1s〉 states (one for
each � valley) group into three combinations denoted by the symmetry
types A1, E, and T2, i.e. a singlet, a doublet, and a triplet (not counting
spin). The |p, 0〉 state behaves likewise, and the |p, ±1〉 state groups into
two T1 and two T2 combinations, i.e. two double sets of triplets.
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The degeneracy of these respective combinations is removed once the
intervalley coupling caused by the impurity potential is included. The
resultant splitting is most important for the ground state, which divides
into A1, T2, and E in order of binding energy.

To see how the |1s〉 state splits into these groupings for X valley
donors we note that equivalent valleys lie at kx and −kx, ky and −ky,
and kz and −kz. Taking linear combinations of Bloch functions means
that symmetric combinations φ+

x , transforming as cos kx or x2, and an-
tisymmetric combinations φ−

x , transforming as sin kx or x, are formed
out of opposite valleys. Thus the basic wavefunction for the donor
ground state is made up of functions F1sxφ

±
x , F1syφ

±
y , and F1szφ

±
z where

F1sx is the envelope for the |1s〉 state associated with the valley in the x
direction. The appropriate combinations are

ψ1s(A) = 1√
3

(
F1sxφ

+
x + F1syφ

+
y + F1szφ

+
z

)
(2.120)

ψ1s(T2) = F1sxφ
−
x F1syφ

−
y F1szφ

−
z (2.121)

ψ1s(E) = 1√
6

(
2F1szφ

+
z − F1sxφ

+
x − F1syφ

+
y

)
1√
2

(
F1sxφ

+
x − F1syφ

+
y

)
(2.122)

In III–V compounds the silicon-like valleys are split at the zone
boundary into a lower set of minima with X1 symmetry and an upper
set with X3 symmetry. The former’s Bloch functions pile up more on
the anion, the latter’s more on the cation. A donor on the anion (group
VI impurity) implies that ψ1s(A) and ψ1s(E), which are made up of
Bloch functions which have an antinode φ+ at the impurity, are those
associated with the X1 minima. The ψ1s(T2) consist of Bloch functions
with a node at the impurity having X3 symmetry and therefore do not
appear as effective-mass ground states associated with the X1 minima.
When the donor is on the cation site (group IV impurity) states A and
E are associated with the X3 minima, and only the triplet T2 state is
associated with X1 and is therefore the lowest in energy.

In the case of L valleys in groups IV and III–V semiconductors, the
donor ground state is quadruply degenerate and splits in the tetrahed-
ral field into A and T2, of which the spherically symmetric state A is
the lower in energy.

It is worth noting that ψ1s(E) and ψ1s(T2) both have nodes at the
impurity and they are therefore less affected by core effects thanψ1s(A).

Hydrogenic acceptor states are more complicated to derive because
of the degeneracy of the valence bands. When the spin–orbit splitting
is much larger than the acceptor binding energy the split-off band 
7
can be decoupled from quadruply degenerate upper bands 
8 otherwise
all six bands must be considered together. The full degeneracy must
be taken into account in the case of silicon because of its small spin–
orbit splitting, but the 
8 and 
7 bands can be considered separately
in the case of germanium. In the latter case the 
8 band |s〉 states have
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8 symmetry, |p〉 states are split into 
6 + 
7 + 2
8, the 
7 band |s〉
states have 
7 symmetry, and the |p〉 states are split into 
6 + 
8. The
ground state is therefore 
8 which is quadruply degenerate. In silicon
the situation is qualitatively the same.

Although excited states are rather well described by hydrogenic
effective-mass theory (Pantelides 1978), ground states are not, as
Table 2.3 shows. Much of the discrepancy is occasioned not so much by
a breakdown of effective-mass theory but by having the wrong impurity
potential. A simple coulombic potential with constant permittivity is
too inaccurate for describing conditions near the core. If more realistic
forms are taken, a distinction has to be made between those impur-
ities in the same row of the periodic table as the substitute atom and
those from different rows. The former are termed isocoric impurities.
Such impurities do not introduce potentials which differ appreciably
from what one would expect on the basis of a point-charge model with
varying permittivity. Non-isocoric impurities, however, do introduce
variations in potential which may be so substantial as to invalidate the
effective-mass approach. Thus isocoric impurities may be successfully
modelled within effective-mass theory with a point-charge potential
with varying permittivity, and the discrepancy between theory and
experiment can be reduced in the cases Si : P and Ge : Ga for example.
A full account can be found in the review by Pantelides (1978).

There is a consequence of having impurity states associated with
individual band extrema which we have yet to mention, namely the

TABLE 2.3. Observed and calculated ground-state A1 energies (meV).

Silicon Germanium Gallium arsenide

Observed Theory Observed Theory Observed Theory

Donors

⎧⎨
⎩

P
As
Sb

45.5
53.7
42.7

⎫⎬
⎭ 31.2

12.76
14.04
10.19

⎫⎬
⎭ 9.78 —

Acceptors

⎧⎪⎪⎨
⎪⎪⎩

B
Al
Ga
In

45
68
71

151

⎫⎪⎪⎬
⎪⎪⎭ 44

10.47
10.80
10.97
11.61

⎫⎪⎪⎬
⎪⎪⎭ 9.73 —

As site donors
{

S
Se

— —
6.10
5.89

5.85
6.08

⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭

5.72

Ga site donors
{

Si
Ge

— —

As site acceptors

⎧⎨
⎩

C
Si
Ge

— —
26.7
35.2
41.2

30
30
31.4

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎭

24

Ga site acceptors

⎧⎨
⎩

Be
Mg
Zn

— —
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FIG. 2.6.
Localized and resonant states.

appearance of resonant states. Levels associated in the effective-mass
approximation with an upper valley of a many-valley conduction band
or with a split-off valence band are degenerate with lower energy bands
(Fig. 2.6). Consequently a carrier cannot be permanently localized
in them and only spends a time τ in the level. The level is therefore
broadened by this effect by an amount �E ≈ �/τ , which depends on
how easily the carrier tunnels through k-space and what the density
of states is in the band state which is degenerate with the impurity
state. Conversely, carriers in the band at this energy may suffer tem-
porary capture. In so far as they disturb the motion of carriers, such
states act as resonant scattering centres (see Bassani, Iadonisi, and
Prezcori 1974).

2.8. Hydrogen molecule centres

The effective-mass approximation may be applied to more complex
centres, the simplest being centres analogous to the hydrogen molecule,
either charged or neutral. Donor pairs immediately suggest themselves
as possible candidates (as do acceptor pairs), but such complexes are
likely to be rare since at high temperatures they are usually ionized
and hence unlikely to form pairs against the force of electrostatic repul-
sion. A more commonly occurring candidate is the bound exciton, and
such a complex has been successfully described by the straightforward
application of the standard theory for the hydrogen molecule.

Two types of excitons bound at donors are immediately apparent,
that bound to an ionized donor D+eh and that bound to a neutral
donor D+eeh. The first is analogous to H+

2 and the second to H2. The
analogy is particularly close if the effective mass of the hole is much
larger than that of the electron, for then the kinetic energy of the hole
can be neglected and the hole acts approximately as a second fixed
charge. In this case the ground state energy for D+eh can be directly
related to the hydrogenic energy using exactly the relation between the
energies of H+

2 and H:

E
(
D+eh

) = 1.21E(D+e) (2.123)

In general, binding is possible only if m∗
e/m∗

h < 0.4. Binding to an
acceptor is possible only if m∗

h/m∗
e < 0.4, which is not usually the case.

It follows that if 0.4 < m∗
e/m∗

h < 2.25 binding to either ionized donor
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or ionized acceptor is ruled out, however, binding to a neutral donor
or to a neutral acceptor is possible whatever the ratio of masses. The
energy to separate two hydrogen atoms is 4.48 eV which is 0.33RH. A
general rule for the binding energy EB of an exciton to a neutral donor
or to a neutral acceptor (Haynes 1960) in silicon is

EB ≈ 0.1E(D+e) or 0.1E(A−h). (2.124)

Four-body centres which are not hydrogen-molecule-like are donor–
acceptor pairs, which commonly occur in compensated material.
Information about pairing may be strikingly obtained from the obser-
vation of radiation emitted when the electron or the donor recombines
directly with the hole on the acceptor. If the separation is much lar-
ger than the Bohr radii the centres are virtually independent, and the
photon energy hν is just

hν = Eg − ED − EA + e2/4πεR. (2.125)

Since R is determined by the position of the lattice sites the resulting
spectrum consists of a set of lines, each line being associated with a
possible lattice vector (Dean 1973).

A three-body centre may exist which consists of two electrons and
a donor (D+ee) or two holes and an acceptor (A−hh), which is the
analogue of the negatively charged hydrogen ion H−. The binding en-
ergy of the latter is 0.75 eV, which is 0.06RH, so one might expect the
binding energy in a semiconductor to be about 0.06RH.

2.9. Core effects

Substitutional impurities which have the same valency as the substi-
tuted host atom are known as isovalent or, alternatively, iso-electronic
impurities. As such they do not necessarily introduce localized states.
None are known for iso-electronic impurities in germanium and sil-
icon, but N and Bi replacing P in GaP and O replacing Te in ZnTe
do introduce localized levels, though Se in SnTe does not. This vari-
ability may be understood in terms of the short-range nature of
the potential variation introduced into the crystal by the impurity.
Though iso-electronic, the impurity is a different atom, and that dif-
ference may be quantified by two quantities, electronegativity and size.
Electronegativity difference measures the intrinsic difference in attract-
iveness to electrons of the impurity and host atoms, and difference in
size introduces elastic strain and an associated deformation potential.
A net potential U(r) results which is short range compared with a cou-
lombic potential. If U(r) < 0 the impurity may bind an electron; if
U(r) > 0 it may bind a hole. If U(r) is assumed to be a square well
of depth |U0| and radius r0 and the effective-mass approximation is
applicable, we must have

|U0|r2
0 ≥ π2

�
2/8m∗ (2.126)

in order to bind an electron or a hole. Thus not all iso-electronic im-
purities may introduce localized states. Those which do are usually
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observed via bound excitions and luminescence rather than via the
straightforward trapping of an electron or hole.V(r)

Vo
ro
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r
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FIG. 2.7.
Model potential.

Core effects are also responsible for the deviations from hydrogenic
values of the ground states of ordinary donors and acceptors. The
effective-mass approximation can still be used where U(r) is not large.
A model potential which is useful both for conceptual purposes and for
modelling simple impurity wavefunctions is that shown in Fig. 2.7. The
envelope function for the ground state in the core region is of the form

F1(r) = A1 j0(αr) (2.127)

where A1 is a constant, j0(αr) is the zero-order spherical Bessel func-
tion, and

α2 = 2m∗

�2
(U0 − ET) (2.128)

where ET is the observed binding energy of the carrier. In the outer
region the envelope function is

F2(r) = A2Wμ,1/2
(
2r/νTa∗) (2.129)

νT = (
R∗

H/ET
)1/2 (2.130)

where A2 is a constant, Wμ,1/2(z) is a Whittaker function (Whittaker
and Watson 1946), and μ = ZνT where Z is the number, including
the sign, of the charge on the centre. Usually it is sufficient to take the
asymptotic form of the Whittaker function with an appropriate nor-
malizing constant A to represent the whole wavefunction, even that in
the core region (Bebb 1969):

F(r) ≈ A

(
2r

νTa∗

)μ−1

exp
(

− r

νTa∗

)
. (2.131)

Normalizing to unity gives

A =
{

4π(νTa∗/2)3
(2μ + 1)
}−1/2

. (2.132)

Though this procedure underestimates the amplitude of the wavefunc-
tion outside of the core, it leads to a wavefunction which reduces
correctly to the pure hydrogenic result when νT = 1 and Z = 1. The
influence of the core is reflected in the deviation of νT from unity, a de-
viation referred to as the quantum defect. In the case of neutral centres,
μ = 0 and eqn (2.131) becomes the wavefunction of the Lucovsky
model (1965) used in the calculation of photo-ionization cross-section.
The modified Bohr radius is νTa∗. This relation quantifies a character-
istic feature of the effective-mass theory, namely the deeper the level,
the less extended the orbit.

The wavefunction of eqn (2.131) applies in principle to centres with a
repulsive coulomb (Z,μ < 0), but no normalization is possible unless
μ > − 1

2 . Physically, this is a reflection of the necessity for the wave-
function to be concentrated centrally around the attractive core for
stability. Thus a critical level is defined and only relatively deep levels
are stable. However, this is an entirely artificial condition which arises
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out of the neglect of the core wavefunction. Nevertheless, the necessity
for a tight orbit around an attractive core in the case of a centre with
long-range coulomb repulsion is a real one. Consequently, it is not pos-
sible to neglect details of the core potential, and it follows that in the
case of repulsive centres the application of the effective-mass approx-
imation is of dubious validity, even if the level is shallow. An example
of the latter is the Au2− centre in germanium which can bind a third
electron at a level 0.04 eV below the conduction band.

2.10. Deep-level impurities

In general, core effects in iso-electronic impurities, deep-level single
and multiple donors and acceptors, vacancies, and other defects cannot
be treated within the effective-mass approximation. The short-range
nature of the potential in such centres and the tightness of the orbit of
the localized state means that the impurity wavefunction, if expanded
in terms of Bloch functions, must consist of contributions from the
whole of k-space and from many bands. It is then no longer possible
to associate a deep level with one or other of the conduction-band or
valence-band extrema. To describe impurities of this sort theoretically
requires methods akin to band-structure calculations. There is the
added complication that lattice distortion around the centre must also
be computed when the centre is in its ground state and when it is in the
excited state corresponding to one electron in the conduction band.
The theoretical task is truly formidable (see Pantelides 1978; Bassani
et al. 1974). Nor is the experimental definition of a deep-level impurity
straightforward. Energies of excitation are commonly measured
optically and thermally, but their interpretation is not always obvious.
Let us suppose impurity X is known to introduce a localized level in
the forbidden gap of some semiconductor. The following observations
can be made.

(1) Resonant absorption at a photon energy hνr. This is interpreted
as a transition between the ground state and an excited state, probably
of the same impurity but possibly belonging to a neighbouring impur-
ity. Two well-defined levels separated by hνr are picked out, but there
is no indication of where the levels are situated in the forbidden gap.
If the lattice distortion changes after excitation, the Franck–Condon
principle, which states that because the electron is so light no change in
ionic configuration occurs during an optical transition, implies that the
excited state is a metastable one and exceeds the stable excited state by
the Franck–Condon shift dFC (Fig. 2.8). Thus

hνr = Eex + dFC − E0 (2.133)

and an investigation of thermal broadening may yield dFC. (A fuller
account of lattice relaxation is given in Chapter 6; see also
Stoneham 1975.)

(2) Edge absorption at a photon energy hνe (i.e. zero absorption
up to νe and increasing absorption without structure beyond). This
is interpreted as a transition of an electron either from the valence
band to the empty level or from a full level to the conduction band,
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Franck–Condon shift.

to distinguish which usually requires electrical measurements of some
sort. Let us suppose that the absorption edge is associated with the
excitation of an electron to the conduction band at Ec. Then

hνec = Ec + dFC − E0. (2.134)

Sometimes it is possible to obtain the edge corresponding to a trans-
ition to the other band, in this case the valence band at energy Ev, and
hence

hνev = E0 + dFC − Ev. (2.135)

Thus

hνec + hνev = Eg + 2dFC (2.136)

where Eg is the energy gap of the semiconductor and 2dFC is known as
the Stokes shift; the sum of the photon energies exceeds the band gap.

(3) Provided that the concentration is of the same order as for ab-
sorption, i.e. usually about 1016 cm−3 or greater, it is often possible
to observe luminescence, say at hν1, corresponding to a transition
which is the reverse of optical absorption. Since electrons in a band
are on average within an energy of about kBT of the edge the dis-
tinction between resonant luminescence and ‘edge’ luminescence is not
as marked as in the reverse situation pertaining to optical absorption.
In either case equations like (2.133) and (2.134) apply but with dFC
replaced with −dFC.

(4) Measurement of photoconductivity and transport properties can
be made when the concentration of impurities is much lower than that
required for optical absorption. Although there are many pitfalls to
be avoided in the interpretation of results, it is possible to obtain the
spectral dependence of the photo-ionization cross-section which gives
essentially the same information as obtained from edge absorption.
In addition it is sometimes possible to obtain information about the
charge carried by the centre from the observation of the capture of car-
riers. Transport properties such as mobility can yield information about
the charge on the centre and about the existence of resonant states.

(5) Measurements of the thermal activation of carriers out of the
impurity X are usually carried out via observations of Hall effect and
electrical resistivity. What is observed is an exponential dependence of
the form exp(−Eth/kBT) which, if the temperature dependence of the
mobility can be disentangled, may be associated with the increase of
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carrier density with temperature. Consequently the activation energy
Eth can be related to the impurity centre. Unfortunately there is a di-
lemma. If the levels are full at absolute zero then Eth = (Ec − E0)/2, as
is well known from the elementary non-degenerate statistics. However,
if the levels are only partially full then Eth = Ec − E0. This dilemma
may be resolved for instance by appeal to observation of the depend-
ence of photoconductivity on intensity, partially filled levels giving a
linear variation and full levels giving a square-root variation. In either
case Eth is generally different from the optical excitation energy hνec,
not only because of the Franck–Condon shift but because Eth is the
activation energy at absolute zero, given a linear dependence of energy
on temperature (Section 1.12).

(6) A quite different problem exists concerning the relationship
between wavefunction and ionization energy in many-electron centres.
Where unpaired electron spins exist the study of electron spin reson-
ance (e.s.r.), i.e. the resonant absorption of microwave radiation in a
magnetic field, may yield information about the symmetry of the wave-
function and about its strength on neighbouring lattice sites. More
often than not the wavefunction has to be inferred from the premises of
some theoretical model. In either situation the wavefunction is usually
a one-electron wavefunction associated with an eigenvalue Ei and satis-
fying, say, a Hartree self-consistent central-field one-electron equation
of the form{

p2
i

2m
− Z

(
e2/4πε0

)
r

+
∑
i 	=j

∫
drjψ

∗
j (rj)

e2/4πε0

rij

}
ψi(ri) = Eiψi(ri)

(2.137)

where the sum is over the other electrons in the centre and represents
their screening of the central charge. The field is self-consistent in that
the screening is determined by the wavefunctions of the other electrons,
and these wavefunctions are determined by the field. The equation is
for one electron since it is assumed that the true wavefunction can be
expressed as the product of one-electron wavefunctions. (Correlation
of electronic movement is ignored.) The many-electron character of
the centre reveals itself in the relation between Ei and the energy ET
to remove an electron for these are not identical because of the phe-
nomenon of electron relaxation. In a one-electron centre Ei = ET
because the field is independent of the occupation of the orbital. In a
many-electron centre Ei is only approximately equal to ET because the
field is dependent on screening. As the electron is removed to infinity
its screening contribution diminishes and the other electrons move to
tighter orbits in which their screening contribution becomes greater.
Since electrons are light particles this adjustment will happen very
rapidly and the electron being removed will experience a repulsive com-
ponent. Thus ET < Ei, i.e. the energy to remove an electron will be
less than its eigenvalue by an amount associated with this electron re-
laxation. What this implies for modelling impurity wavefunctions can
be seen by referring to the quantum-defect wavefunction (eqn (2.131)).
The extent of the wavefunction is determined by the effective Bohr ra-
dius a∗ and the quantum-defect parameter νT = (R∗

H/ET)1/2 through
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the product νTa∗. With electronic relaxation νT should be replaced by
νi = (

R∗
H/Ei

)1/2.
(7) A question associated with lattice distortion is whether the impur-

ity introduces local vibrational modes since these may interact strongly
with localized electrons. Such modes manifest themselves in exper-
iments on optical absorption and scattering. In order for localized
modes to exist at all the impurity mass difference δM from the host
must exceed some critical value, rather as a short-range potential well
must exceed some critical value in order to bind an electron. Therefore
not all impurities possess localized vibrational modes. If δM > 0, i.e.
a heavier impurity, a localized state can be extracted from the optical
modes of the crystal but not from the acoustic modes since this condi-
tion implies a reduction in frequency and no state can be pulled below a
frequency ω = 0. However, if δM < 0 states can be pulled from the tops
of the acoustic band and the optical band. In either case the vibration
is of short wavelength with an amplitude that falls off exponentially
with distance. The simplest type of localized vibration has spherical
symmetry and is referred to as a ‘breathing mode’. Although mass dif-
ference is the transparent candidate for introducing local modes, it is
not the only one; changes in force constants can obviously have the
same effect, although these are not easy to predict.

(8) Shifts in localized electronic levels and a reduction in sym-
metry can be achieved by applying uniaxial stress, an electric field,
or a magnetic field, and observing the changes produced in the op-
tical properties of the centre. This approach can help in some cases
to interpret the previous observation of electronic states. (It may of-
ten merely create a more complex situation to analyse which at best
provides confirmatory evidence for assigned models.) A full account
can be found in the review by Bassani et al. (1974).

The principal characteristics of a defect which require description
are listed in Table 2.4. Some impurity levels are noted in Table 2.5.
Comprehensive reviews have been written by Milnes (1973), Grimmeiss
(1977), and Queisser (1978).

TABLE 2.4. Characteristics of deep-level impurities.

Property Effect

(1) Size: radius of ground state wavefunction Transition cross-sections
Interaction with neighbouring defects
Solubility

(2) Shape and symmetry: point defect or complex? As for size
(3) Parity: relative to band-edge Bloch waves Transition probabilities
(4) Charge Electron scattering and capture

Defect pairing
(5) Energy-level structure Optical absorption; optical and thermal ionization

Luminescence; capture and emission through excited states
Electron scattering

(6) Occupation and degeneracy of localized states Determination of energy levels
Electronic relaxation effects

(7) Magnetic moment E.S.R. Magnetic interaction with other defects
(8) Coupling to lattice vibrations Thermal broadening; determination of energy levels

Electron capture rate
(9) Local vibrational mode structure As for (8); optical absorption and scattering
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TABLE 2.5. Impurity levels in silicon, germanium, GaAs, and GaP (meV).

Silicon Germanium GaAs GaP

Group Impurity CB VB CB VB CB VB CB VB

I(a) Li 31.0a 9.9 230
510

Na 31.5a

I(b) Cu 240b 260 40 150b 500d

320 400d 700d

Ag 290 260 100 140 110
250

Au 540 350 40 50
200 150

II(a) Be 30c 50a

Mg 107.5 30c 54a

206.5

II(b) Zn 550 310 29 24b 64a

83
Cd 100 45 97a

300 160
Hg 360 330 90/160

370

III B 45a 10.47a

A1 68a 10.80a

Ga 71a 10.97a

In 151a 11.61a

T1 260 10

IV C 26.7c 48a

Si 5.85c 35.2c 83a 204a

Ge 6.08c 41.2c 200a 300a

Sn 510 66a

V N 45.0
P 45.5a 12.76a

As 53.7a 14.04a

Sb 42.7a 10.19a

Bi 12

VI O 160 350 400∗ 895a

380 690∗
S 320d 180a 6.10c 104a

590d

Se 300d 5.89c 102a

570d

Te 140 5.8d 89.8d

Transition Cr 890c 120 790 1200d

elements Mn 330c 90c 410c

Fe 570c 270 340 500d 750d
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TABLE 2.5. (continued).

Silicon Germanium GaAs GaP

Group Impurity CB VB CB VB CB VB CB VB

Co 580c 250 160c 41c

310
Ni 350c 310 230 500c

920c

Pt 250 360 200 40

aFrom Pantelides (1975).
bFrom Partin, Chen, Milnes, and Vassamillet (1979).
cFrom Watts (1977).
dLedebo (private communication).
Other data are from Neuberger (1971).
∗May not be O: the 690 meV level is probably associated with a Ga vacancy.
CB, conduction band; VB valence band.

2.11. Scattering states

As well as introducing localized states into the forbidden gap or semi-
localized states associated with upper minima, impurities modify the
states in the conduction and valence bands. The positive energy solu-
tions of the Schrödinger equation containing the impurity potential
describe how an electron moving in a band is affected by the defect.
As such they describe the scattering of electrons by the impurity po-
tential. This topic will be taken up in the chapter devoted to impurity
scattering.

2.12. Impurity bands

Hydrogenic impurities have spatially extended ground states and can
easily reach concentrations at which significant interaction between
individual centres occurs and the discrete levels broaden into an im-
purity band. Were impurities to be uniformly distributed, an impurity
band would exist at all concentrations, however small, and if there were
sufficient compensation of donors by uniformly distributed acceptors
only a few electrons would occupy the band states and the latter can
be described by a one-electron theory. At low concentrations nearest-
neighbour overlap will be small and the tight-binding approximation is
appropriate.

In general the wavefunction for a periodic potential can be taken in
the form of Wannier functions (see eqn (1.32)), namely

ψnk(r) =
∑

R

φn(r − R)exp(iK · R) (2.138)

where φn(r − R) is a Wannier function centred about the site at R.
Neglecting electron–electron interactions and assuming appreciable
overlap of Wannier functions only on neighbouring sites we can apply
tight-binding theory and obtain for a simple cubic lattice (Fig. 2.9)

E = E0 − 2I100
(
cos kxa + cos kya + cos kza

)
, (2.139)



Impurity bands 65

E

Eo B

0−π
ka

π
a

FIG. 2.9.
Tight-binding band.

for a face-centred cubic lattice

E = E0 − 4I110(cos kxa cos kya + cos kya cos kza + cos kza cos kxa),
(2.140)

and for a body-centred cubic lattice

E = E0 − 8I111 cos kxa cos kya cos kza (2.141)

where a is the lattice constant and I in each case is an overlap integral
of the form

I =
∫

φ∗(r − R)Hφ(r − R − a) dr (2.142)

where H is the Hamiltonian. The bandwidth B is given generally by

B = 2zI (2.143)

where z is the co-ordination number (6 for simple cubic, 12 for face-
centred cubic, and 8 for body-centred cubic). By taking the Wannier
function to be a |1s〉 hydrogenic function, the Bohr radius a∗

H (eqn
(2.108)), and 2 À a/a∗

H À 4 Mott (1972) has shown that

I ≈ 16R∗
H exp(−a/a∗

H). (2.144)

The effective mass associated with the impurity band edge (ka → 0)
can be found from

E = E0 − zI + �
2k2/2m∗

I . (2.145)

For a simple cubic lattice

m∗
I = �

2/2Ia2. (2.146)

This model predicts essentially metallic behaviour at any concentra-
tion, however low. An electron is free to move through the impurity
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superlattice with an effective mass m∗
I . Such behaviour has never been

observed and there are several good physical reasons for this:

1. the impurity distribution is non-uniform;
2. the electron experiences a random potential arising from compen-

sating impurities;
3. in reality many electrons occupy the band and their mutual interac-

tion cannot be neglected.

The effect of a random set of potential wells was first pointed out
by Anderson (1958): it is to produce a localization of the electron. If
the potentials vary randomly in the range U ± 1

2V0, localization occurs
when the localization parameter P exceeds 2, i.e.

P = V0/B Á 2. (2.147)

Such localization can be understood on the basis of the uncertainty
principle. If the macroscopic size of the crystal is �L, then the uncer-
tainty in the wave vector is �k such that �k �L ≈ 1. In terms of energy
in the band this translates to

�E �L ≈ Ba. (2.148)

The random potential introduces an uncertainty V0/2 into the en-
ergy, thus inverting the argument which led to eqn (2.148), and an
uncertainty �x is implied such that

(V0/2)�x ≈ Ba (2.149)

Localization, defined by �x ≈ a, occurs when V0/B ≈ 2 in accordance
with eqn (2.147).

Although Anderson localization is predicted specifically for random
potential variations, it is likely to be valid for a random spatial dis-
tribution of impurities as Mott (1972) has pointed out. Thus point
(1) concerning a non-uniform distribution and point (2) concerning
random potentials lead to the conclusion that unless the bandwidth
exceeds the amplitude of the potential variations the electron remains
localized and can migrate through the crystal only by a thermally
activated hopping process. This is commonly observed.

However, even when the bandwidth is large enough for substantial
delocalization to occur there will always be a few impurity clusters
with large V0 which will produce localization. The band edges will
then exhibit density-of-states tails which decay roughly exponentially
away from the band. Electrons in such tail states will be localized,
whereas above a critical energy Ec they will be mobile. The energy is
known as the mobility edge (Fig. 2.10). Such tails are to be expec-
ted not only for impurity bands but also for conduction and valence
bands.

In well-occupied narrow bands the interaction between electrons
cannot be ignored. Screening, polarization, and magnetic effects all
become important and severely modify the simple tight-binding band
structure. The quantitative measure of electron–electron interaction is
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FIG. 2.10.
Density of states and mobility edge.

the energy associated with the repulsion of two electrons of opposite
spin on the same atom:

Uee =
∫∫

|φ(r1)|2 |φ (r2)|2
(

e2/4πεr12

)
dr1 dr2. (2.150)

For hydrogenic |1s〉 states (Slater 1963)

Uee = 5
4

R∗
H. (2.151)

(Since Uee > RH the H− ion ought to be unstable, but it is not (see
Section 2.8). The electronic motion becomes correlated to reduce Uee
just below RH. This correlation energy is not important in the present
context.) With one electron per atom (zero compensation) and Uee �
B, Uee is the energy to activate an electron so that it can migrate
through the crystal and is known as the Hubbard gap. In the ground
state electrons on adjacent atoms must have opposite spins, and so the
system acts as an antiferromagnetic insulator with an energy gap Uee
(Fig. 2.11). However, if electrons are removed or added, hole or electron
conduction can occur and the system acts like a metal. With a finite
band width the Hubbard gap becomes Uee − B, and when the concen-
tration of impurities increases to a critical value Ncrit the gap becomes
zero and the behaviour is entirely metallic. This metal–insulator transi-
tion occurs when B = Uee. From eqns (2.143), (2.144), and (2.151) the
critical concentration is given by

N
1/3
crit a∗

H = 0.27. (2.152)

N
(E

)

Uee–B

Uee

E FIG. 2.11.
Hubbard bands.
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Detailed discussions of this topic and the closely related one of
amorphous semiconductors can be found in the book by Mott and
Davis (1971).
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Lattice scattering 3
3.1. General features

In broad-band semiconductors an electron migrates through the crys-
tal with properties determined principally by the periodic potential
associated with the array of ions at the lattice points. Vibrations
of the ions about their equilibrium positions produce practically in-
stantaneous changes in the energy of electrons and thus introduce a
time-dependent component Hep into the time-independent adiabatic
one-electron Schrödinger equation. This interaction is the adiabatic
electron–phonon interaction and it is usually weak enough for Hep to
be regarded as a small perturbation which in the usual way induces
transitions between unperturbed states. The rate is given by the familiar
equation of first-order perturbation theory:

W =
∫

2π
�

∣∣〈f ∣∣Hep
∣∣ i〉∣∣2δ(Ef − Ei)dSf (3.1)

where f and i refer to final and initial states, the integral is over all final
states Sf, and the time dependence is subsumed in the delta function
conserving energy.

Strict conservation of energy is of course an approximation. What
first-order perturbation theory gives is not a delta function but a func-
tion of energy of the form sin{(Ef − Ei)t/�}/(Ef − Ei)π , where t is
time, which approaches a delta function when t → ∞. The difference
between this function and a delta function will, however, be unimport-
ant provided the ‘duration’ td of the collision is short compared with
the time tc between collisions where td is defined (Paige 1964) by

td = �∣∣〈f ∣∣Hep
∣∣ i〉∣∣2

d
dE

∣∣〈f ∣∣Hep
∣∣ i〉∣∣2. (3.2)

Usually, where first-order perturbation theory is applicable it is found
that td 
 tc.† † A fuller account will be found in

Section 11.4.The interaction energy in its simplest form depends linearly on
strain—acoustic strain in the case of acoustic modes and optical strain
in the case of optical modes (eqns (1.103) and (1.105)). These strains
influence the electron in a band in two distinct ways. In the first way,
short-range disturbances of the periodic potential cause practically
instantaneous changes in energy, and these changes are the ones quan-
tified by deformation potentials (Section 1.13). Disturbance of the
electron’s motion by this effect is referred to as deformation-potential
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scattering. By its nature it is common to all semiconductors and indeed
all solids. In the second way, the distortion of the lattice may destroy
local electric neutrality, and produce electrical polarization and associ-
ated macroscopic comparatively long-range electric fields to which the
electron responds. Disturbance of the electron’s motion by this effect is
referred to as piezoelectric scattering, associated with acoustic modes,
and polar optical mode scattering, associated with optical modes. Such
scattering occurs only in polar materials.

The displacement u(R) associated with a given mode of the unit cell
at R can be expressed in terms of plane waves:

u(R) = 1√
N

∑
q

{
Qqaq exp(iq · R) + c.c.

}
(3.3)

(the time dependence being already incorporated in the delta function
conserving energy) where N is the number of unit cells in the periodic
crystal, the Qq are normal coordinates, aq is a unit polarization vector,
q is the wavevector, and c.c. stands for complex conjugate. In acous-
tic waves u(R) refers to the displacement of the unit cell; in optical
waves it refers to the relative displacement of the two atoms in the unit
cell. The linear dependence of Hep on strain, either acoustic or optical,
means that it is also linearly dependent on the normal coordinates of
individual simple harmonic oscillators. This has the well-known con-
sequence that a given mode may only change its phonon occupancy by
unity.

The wavefunction �i of the initial state can be expressed as a
product of a one-electron wavefunction, i.e. a Bloch function ψnk(r),
and harmonic oscillator wavefunctions:

�i = ψnk(r)
∏
q,b

φq,b(Q) (3.4)

where the product is of all modes of a given branch b and of all
branches. Also, the final state will consist of a product of a Bloch func-
tion ψn′k′(r) and oscillator functions φ′

q,b(Q), where the prime denotes
that the number nq,b(ωq,b) of quanta excited is different in general from
the number excited in the initial state. Because of the linear dependence
of Hep on the Qq,b, the matrix element will contain factors linear in the
normal coordinate. These are as follows:∫

φ′
q′′,b′′(Q)Qq,bφq′,b′(Q) dQq,b =

(
�

2M ′ωq,b

)1/2

δq,q′,q′′δb,b′,b′′

×
{

n
1/2
q,b (ωq,b)δn′,n−1 + (nq,b(ωq,b) + 1)1/2δn′,n+1

}
(3.5)

where ωq,b is the angular frequency of the mode with wavevector q,
M ′ is the appropriate mass of the oscillator, e.g. the total mass of the
unit cell in the case of acoustic modes or in the case of long-wavelength
optical modes the reduced mass M̄ where

1/M̄ = 1/M1 + 1/M2. (3.6)
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M1 and M2 are the masses of the two atoms. The right-hand side of
eqn (3.5) follows from the properties of simple harmonic wavefunctions
and depicts the well-known property of single-phonon absorption or
emission: a linear dependence of Hep on the normal coordinate entails
that the scattering of an electron by a given lattice wave is accompanied
by the absorption or the emission of one phonon.

The matrix element also contains an electronic component which
consists of a sum of terms, each term being associated with an
individual lattice wave having the form

1
V

∫
u∗

n′k′(r)exp(−ik′ · r)Hq,b(r)exp(±iq · R)unk(r)exp(ik · r) dr

= 1
V

Cq,bI(k, k′)
∫

exp
{
i(k ± q − k′) · R

}
dR (3.7)

Cq,bI(k, k′)=
∫

cell

ψ∗
n′k′(r)Hq,b(r)ψnk(r)dr, I(k, k′) =

∫
cell

ψ∗
n′k′(r)ψnk(r) dr

(3.8)

where the integral over the crystal has been factorized into an integral
over a unit cell, which is the same for all unit cells because of the peri-
odic properties of the Bloch functions and of the interaction, and an
integral over all the unit cells over the volume V . The interaction con-
stant Hq,b(r) represents the electron-coordinate-dependent part of Hep
for a given mode which is independent of R for lattice-scattering pro-
cesses. The integral over all the unit cells can be performed immediately,
and the electronic part of the matrix element becomes simply

Cq,bI(k, k′)δk±q−k′,K (3.9)

where K is a reciprocal-lattice vector. Scattering events in which K = 0
are termed normal processes. In them, crystal momentum is conserved:

k ± q − k′ = 0. (3.10)

If K 	= 0, the scattering event is an umklapp process. In either case only
one mode of a given branch can effect the transition for a given initial
and final electronic state. Consequently, in a single lattice scattering
event only one mode is involved. The minus sign is taken for emission
and the plus sign for absorption.

The integral Cq,bI(k, k′) provides a final selection rule depending on
the symmetries of the interaction and the Bloch functions of initial
and final states. For the polar, optical, and piezoelectric interactions
the macroscopic fields produced are essentially long-range fields which
vary slowly over a unit cell, and thus Hq,b(r) is approximately constant
over the unit cell. The integral is then zero unless the Bloch functions
belong to the same valley. Moreover, because the cell periodic part
of the Bloch function does not vary rapidly with k over those states
near the band edge most occupied by electrons (or holes), we can of-
ten take unk ≈ un,k±q and consequently obtain I(k, k′) = 1. This will
be valid unless non-parabolicity is marked. Where non-parabolicity is
present I(k, k′) is less than unity. In the central conduction valley of
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III–V compounds the cell-periodic part of the Bloch function contains
an admixture of a |p〉-like component deriving from the valence band,
and this leads to the non-parabolic form

�
2k2

2m∗ = Ek(1 + αEk). (3.11)

It can be shown that in this case (Fawcett, Boardman, and Swain 1970)

I2(k, k′) =
{
(1 + αEk)1/2(1 + αEk′)1/2 + α(EkEk′)1/2 cos θk

}2

(1 + 2αEk)(1 + 2αEk′)
. (3.12)

For holes within heavy or light bands (Wiley 1971)

I2(k, k′) = 1
4

(
1 + 3 cos2 θk

)
(3.13)

where θk is the angle between the initial and final state vectors.
Because of the long-range nature of the polar interaction, polar

optical and piezoelectric scattering are basically intra-valley scatter-
ing events. Both intra-valley and inter-valley scattering are possible
through the deformation-potential interaction. In either case we can
take Hq,b(r) = Cq,b for an allowed transition and zero for a transition
forbidden by symmetry.

We can summarize these general features in the following formulae
for the matrix element and transition rate for an allowed process:

∣∣〈f ∣∣Hq,b
∣∣ i〉∣∣2 = �

2NM ′
C2

q,bI2(k, k′)
ωq,b

(
n(ωq,b) + 1

2
∓ 1

2

)

W (k) = π

NM ′

∫ C2
q,bI2(k, k′)
ωq,b

δk± q−k′,K

×
(

n(ωq,b) + 1
2

∓ 1
2

)
δ(Ek′ − Ek ∓ �ωq,b) dSf (3.14)

where �ωq,b is the phonon energy and C2
q,b is a coupling parameter

which in general depends upon the magnitude and direction of q. The
number of final states in an elementary volume of k-space denoted by
dk is dk V/(2π)3, and so we obtain

W(k) = V

8π2NM ′

∫ C2
q,bI2(k, k′)
ωq,b

δk± q−k′,K

×
(

n(ωq,b) + 1
2

∓ 1
2

)
δ(Ek′ − Ek ∓ �ωq,b) dk′ (3.15)

The upper sign in these equations is for absorption and the lower is for
emission of a phonon. The integral over k′ is equivalent to an integral
over q (because of eqn (3.10)) and often the latter is more convenient.
We cannot proceed further without a more detailed investigation of the
form of the interaction and of the consequences of the conservation of
energy and momentum.
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The above equations describe the rate of scattering of an electron
occupying a Bloch state |k〉. In many situations we are interested in
calculating phenomenological quantities which are properties of an en-
semble of electrons rather than of a single electron, and in these cases
we must introduce statistical elements and concepts and graft them
onto the basic quantum-mechanical results discussed above. For ex-
ample, we often need to know how the occupation probability f (k) of
the state |k〉 changes with time because of scattering, and this is given
by the so-called collision integral which for non-degenerate statistics is
as follows:

df (k)
dt

=
∫ {

W (k′′, k)f (k′′) − W(k, k′′)f (k)
}
δ(Ek′′ − Ek − �ωq,b) dk′′+

+
∫ {

W (k′, k)f (k′) − W (k, k′)f (k)
}
δ(Ek′ − Ek + �ωq,b) dk′

(3.16)

where W (k, k′) is the integrand of eqn (3.15) apart from the delta
function representing the transition k → k′ and W (k′, k) represents
the reverse case. Our primary concern in this chapter and elsewhere
is with the elementary quantum processes and so we shall not be
concerned much with elements of statistical physics. Our emphasis will
be on the response of an individual electron rather than on solving the
Boltzmann equation in order to obtain the distribution function of the
ensemble.

3.2. Energy and momentum conservation
3.2.1. Spherical parabolic band

Consider a normal process in which crystal momentum is conserved in
a scattering event within a spherical parabolic band.
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θk θ

FIG. 3.1.
Absorption of a phonon.
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FIG. 3.2.
Absorption of acoustic and optical
phonons.

3.2.1.1. Absorption
The absorption of a phonon is determined by (Figs. 3.1 and 3.2)

k′2 = k2 + q2 + 2kq cos θ (3.17)

�
2k′2

2m∗ = �
2k2

2m∗ + �ω (3.18)

whence

cos θ = − q

2k
+ m∗ω

�kq
. (3.19)

Let us denote the right-hand side of eqn (3.19) by f (q):

f (q) = − q

2k
+ m∗ω

�kq
. (3.20)

According to eqn (3.19) energy and momentum conservation imposes
the constraint −1 � f (q) � 1.
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FIG. 3.3.
Limitations on q for the absorption of
an acoustic phonon.

Absorption of acoustic phonons. For acoustic phonons ω= υsq whe-
nce, since �k = m∗υ,

f (q) = −q/2k + υs/υ. (3.21)

If υ � υs the minimum value of q is clearly zero, and the maximum
value of q is given by f (q) = −1. If υ < υs the minimum value of q is
obtained by putting f (q) = +1 (Fig. 3.3). In summary, for absorption

qmin � q � qmax (3.22)

qmin =
{

0 υ � υs corresponding to cos θ = υs/υ

2k(υs/υ − 1) υ < υs corresponding to θ = 0
(3.23)

qmax = 2k(υs/υ + 1) corresponding to θ = π . (3.24)

The average group velocity at room temperature is typically of
order 107 cm s−1, whereas the velocity of sound is typically of order
105 cm s−1; thus most electrons can absorb phonons with wavevectors
q satisfying 0 � q � 2k. The range of energy change involved is from
zero to 2�υsk. With an average k of order 107 cm−1, 2�υsk ≈ 1 meV.
This energy is small compared with thermal energies kBT ≈ 25 meV,
and so scattering by absorption of acoustic phonons is approximately
elastic (Fig. 3.2). The direction of k can change appreciably but its mag-
nitude changes very little. In the limit of very slow electrons only one
value of q is possible for all θ :

qmin = qmax = 2kυs

υ
= 2m∗υs

�
υ 
 υs. (3.25)

We have assumed that the velocity of an acoustic mode is independ-
ent of direction but this is not strictly true (see Appendix, Section 3.9).
Usually the variation is neglected and an average velocity is assumed.

Absorption of optical phonons. For 
 point optical phonons ω = ω0,
where ω0 is insensitive to the magnitude of q for small q very much less
than the zone-edge wavevector. In this case (Fig. 3.4)

f (q) = − q

2k
+ m∗ω0

�kq
(3.26)
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qmax

qmin
q

E O

–1

0

+1

f(q) 2m*ωo
h

½( (

FIG. 3.4.
Limitations on q for the absorption of
an optical phonon.

which has the solution

q

2k
= 1

2

[
−f (q) ±

{
f 2(q) + �ω0

Ek

}1/2
]

. (3.27)

Since q is a positive quantity only the plus sign is relevant. Thus with

χ+
k = (1 + �ω0/Ek)1/2 (3.28)

qmin � q � qmax (3.29)

qmin = k(χ+
k − 1) corresponding to θ = 0 (3.30)

qmax = k(χ+
k + 1) corresponding to θ = π . (3.31)

In the limit of small k only one value of q is possible for all θ :

qmin = qmax = (2m∗ω0/�)1/2. (3.32)

Unlike the case of acoustic phonons, optical phonon scattering is
markedly inelastic because of the appreciable magnitude of �ω0 which
is typically several tens of millielectronvolts (Fig. 3.3). However, as with
acoustic phonon scattering, the modes which may interact are those
with wavevectors near the zone centre, i.e. long-wavelength modes. In
the case of very energetic electrons, Ek � �ω0 and the scattering is
approximately elastic.

q

θk

θ

k′

k

FIG. 3.5.
Emission of a phonon.

kx

optical

ky

ωo

acoustic

E

k

h

k′

k′

FIG. 3.6.
Emission of acoustic and optical
phonons.

3.2.1.2. Emission
The emission of a phonon (Figs. 3.5 and 3.6) is determined by

k′2 = k2 + q2 − 2kq cos θ (3.33)

�
2k′2

2m∗ + �ω = �
2k2

2m∗ (3.34)
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FIG. 3.7.
Limitations on q for the emission of an
acoustic phonon.

whence

cos θ = q

2k
+ m∗ω

�kq
= f (q) (3.35)

Emission of acoustic phonons. For acoustic phonons (Fig. 3.7)

f (q) = q

2k
+ υs

υ
(3.36)

whence it follows from the limitation −1 � f (q) � 1 that no solution
exists for υ < υs. An electron must travel with a group velocity in excess
of the sound velocity in order to emit a phonon. Provided that υ � υs,
the limits on q are

qmin = 0 cos θ = υs/υ (3.37)

qmax = 2k
(

1 − υs

υ

)
= 2k − 2m∗υs

�
θ = 0. (3.38)

Note that 0 � θ � cos−1(υs/υ), i.e. forward emission only.
Emission of optical phonons. For optical phonons (Fig. 3.8)

f (q) = q

2k
+ m∗ω0

�kq
(3.39)

and

q

2k
= 1

2

[
f (q) ±

{
f 2(q) − �ω0

Ek

}1/2
]

. (3.40)

When

χ−
κ = (

1 − �ω0
/

Ek

)1/2 (3.41)

qmin = k(1 − χ−
κ ) θ = 0 (3.42)

qmax = k(1 + χ−
κ ) θ = 0. (3.43)
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FIG. 3.8.
Limitations on q for the emission of an
optical phonon.

Once again only forward emission is allowed. Also for χ−
κ to be real,

Ek � �ω0; in order to emit an optical phonon the electron must have
sufficient energy.

3.2.2. Spherical non-parabolic band

In the case of a non-parabolic band we can assume (eqn (1.82))

�
2k2/2m∗ = γ (Ek). (3.44)

For the case of acoustic phonon scattering it is sufficient to relate final
and initial states through a truncated Taylor expansion:

γ ′(Ek) ≈ γ (Ek) + dγ (Ek)
dEk

�υsq. (3.45)

The group velocity υ is given by

υ = �k

m∗

{
dγ (Ek)

dEk

}−1

(3.46)

and hence it is easily shown that the form of the equations for the limits
on q (i.e. eqns (3.23)–(3.25) and (3.36)–(3.38)) remain unchanged.

A Taylor expansion cannot be employed successfully for optical
phonon scattering unless

�ω0

γ (Ek)
dγ (Ek)

dEk

 1, (3.47)

a condition which is often satisfied for hot electrons. When this con-
dition is not satisfied it is necessary to replace the ratio �ω0/Ek in the
previous formulae according to the prescription

�ω0

Ek
→
⎧⎨
⎩

γ (Ek+�ω0)−γ (Ek)
γ (Ek) absorption

γ (Ek)−γ (Ek−�ω0)
γ (Ek) emission.

(3.48)
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3.2.3. Ellipsoidal parabolic bands

In ellipsoidal bands the energy is no longer simply related to the
magnitude of k:

Ek = �
2k2

1

2m∗
1

+ �
2k2

2

2m∗
2

+ �
2k2

3

2m∗
3

. (3.49)

The trick here is to transform all vector components according to

k1 =
(

m∗
1

m∗
0

)1/2

k∗
1 (3.50)

where m∗
0 is arbitrary (but usually chosen to be one of the m∗

i ). Then

Ek = �
2k∗2

2m∗
0

. (3.51)

Unfortunately this means that the acoustic phonon energy �υsq be-
comes dependent upon direction in the new vector space. However,
since the energy is small it is usually sufficient to perform an average
over direction and retain the simple form of the dependence of energy
on phonon wavevector:

�ω ≈ �

〈
υs

(
m∗

m0

)1/2
〉

q∗. (3.52)

The optical phonon energy is not affected by the transformation from
ordinary vector space to ‘starred’ vector space.

When this transformation has been made, the limits are obtained ex-
actly as before but with q and k replaced by q∗ and k∗, and υs replaced
by
〈
υs(m∗/m0)1/2

〉
.

kq12

kx

ky

kz

2

1

k′

FIG. 3.9.
Inter-equivalent-valley scattering.

3.2.4. Equivalent valleys

When the initial state is in valley 1 and the final state is in valley 2,
where valleys 1 and 2 are equivalent in energy, momentum conservation
demands a short-wavelength phonon (Fig. 3.9). In general an umklapp
process may be necessary. Thus if the valley extrema are situated at k1
and k2 we require

k2 + k′ = k1 + k ± (q12 + q) + K (3.53)

where k′ and k are vectors relative to the respective extrema, q12 is a
phonon wavevector such that

k2 = k1 ± q12 + K (3.54)

and K is a reciprocal lattice vector. ‘Intervalley’ phonons have wavevec-
tors whose magnitudes are an appreciable fraction of the Brillouin-
zone-boundary vector. Dispersion for these modes, whether acoustic or
optical, is such as to allow us to neglect any dependence of frequency
on wavevector. Thus, inter-valley scattering, once eqn (3.54) is satisfied,
then proceeds exactly like intra-valley optical phonon scattering.
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3.2.5. Non-equivalent valleys

Scattering from 
 to X, 
 to L, or X to L proceeds as for equivalent-
valley scattering in that zone-edge phonons are involved, but the
difference of energy between extrema has to be taken into account and
also the difference of effective mass.

Non-equivalent valleys at the same point in the zone entail a treat-
ment more akin to intra-valley scattering in that acoustic phonons
and optical phonons have to be treated separately since only long-
wavelength modes are involved (Fig. 3.10).

2

hωo

1

E

0ky
kx

kk′

k′

FIG. 3.10.
Inter-non-equivalent-valley scattering
at k = 0.

In either type of non-equivalent-valley scattering the treatment of
energy and momentum conservation is only a little complicated by the
energy gap and by the mass difference, and we shall not treat these cases
explicitly.

3.3. Acoustic phonon scattering

Energy and momentum conservation restricts intra-valley scattering
by acoustic phonons to long-wavelength modes. Such modes can-
not change the energy of an electron other than through the elastic
strain associated with them. A long-wavelength acoustic displacement
cannot affect the energy since neighbouring unit cells all move by al-
most the same amount; only the differential displacement, namely the
strain, is of importance. The interaction is described in terms of de-
formation potentials as discussed in Section 1.13. For electrons in a
conduction band

Hep =
∑

ij

�ijSij (3.55)

where Ξij are the deformation potentials and Sij are the strain com-
ponents:

Sij = Sji = 1
2

(
∂ui

∂xj
+ ∂uj

∂xi

)
(3.56)

where u is the displacement and R(x1x2x3) is the position vector of
the unit cell. When u is expanded in terms of travelling plane waves
(eqn (3.3) and Appendix, Section 3.9),

Sij = 1
2
√

N

∑
q

{
iQq(aiqj + ajqi) exp(iq · R) + c.c.

}
(3.57)

where N is the number of unit cells, a is the unit polarization vector, q
is the wavevector and Qq is the normal coordinate. Hence

Hep = 1
2
√

N

∑
q

⎡
⎣iQq exp(iq · R)

⎧⎨
⎩
∑

ij

�ij(aiqj + ajqi)

⎫⎬
⎭+ c.c.

⎤
⎦.

(3.58)
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Table 1.7 (p. 31) lists the deformation potentials for 
, L, and X val-
leys. In the case of intra-valley scattering in a 
 valley, shear strains
produce no energy change and consequently

Hep = 1√
N

∑
q

{
iQq exp(iq · R)�da · q + c.c.

}
(3.59)

where �d is the deformation potential associated with pure dilation.
The appearance of the scalar product a·q denotes that only longitudinal
modes interact with electrons.†† This is true only for elastically iso-

tropic crystals. In general, LA and TA
modes have mixed polarizations.

In the case of L and X valleys it is convenient to consider longit-
udinal and transverse modes separately. Because of elastic anisotropy
the situation is very complicated. Shears may contribute to the en-
ergy shift; the effective elastic constants which determine the velocity
of the wave vary with direction and so do the polarization vectors
(Appendix). Strictly speaking, it is necessary to consider each direc-
tion of q separately in calculating the transition rate, and this was done
by Herring and Vogt (1956) in their pioneering paper. However, it is
possible to adopt a simpler approach which involves an implicit aver-
aging over the azimuthal angle of q and regarding elastic anisotropy as
small. In this scheme we define an effective deformation potential for
longitudinal modes

ΞL(θ) = Ξd + Ξu cos2 θq (3.60)

and for the sum of both branches of the transverse modes

ΞT(θ) = Ξu sin θq cos θq (3.61)

where θq is the angle between q and the principal axis of the spher-
oidal valley (Fig. 3.11). Thus, if Ξ (θq) denotes either of the above

Major axis
X

YZ

(a)

Ξd
Ξu

Major axis
X

Y

Z

(b)

FIG. 3.11.
Angular dependence of the deformation potential: (a) longitudinal modes; (b) transverse modes.
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deformation potentials (or Ξd in the case of a 
 valley) we can write
generally

Hep = 1√
N

∑
q

{
iQq exp(iq · R)Ξ (θq)q + c.c.

}
. (3.62)

This means that the coupling coefficient C2
q in eqn (3.15) is given by

C2
q = Ξ2(θq)q2. (3.63)

Having obtained the q dependence of the coupling strength it is ne-
cessary to exhibit the q dependence of the remaining terms in eqn
(3.15), namely ωq and n(ωq). In the spirit of the azimuthal average
approximation we can take

ωq = ῡsq (3.64)

where ῡs is the velocity of the mode averaged over direction. As re-
gards n(ωq) there are two simple cases to consider. The most commonly
applicable is the case of equipartition:

n(ωq) = 1
exp(�ωq/KBT) − 1

≈ KBT

�ωq

�ωq

KBT

 1. (3.65)

Since energy and momentum conservation limit q to 2k, a typical
phonon energy is �ῡsk. For electrons obeying non-degenerate statistics
at thermal equilibrium and for a parabolic band

�
2k2/2m∗ ≈ 3

2 kBT . (3.66)

Thus

�ωq

KBT
≈
(

3m∗ῡ2
s

KBT

)1/2

. (3.67)

Typically 3m∗ῡ2
s /kB ≈ 0.2 K, and so equipartition can be assumed to

hold for all temperatures above 1 K as regards the scattering of thermal
electrons. For hot electrons at low temperatures this assumption may
break down, in which case n(ωq) 
 1 is usually assumed. We shall
consider this situation later, and at present continue to assume that
equipartition holds good.

3.3.1. Spherical band: equipartition

When n(ωq) � 1 the rates for absorption and emission become almost
identical. Substituting from eqns (3.63)–(3.65) into eqn (3.15) gives, for
a spherical band, and with M ′ = ρV/N where ρ is the mass density and
I(k, k′) = 1,

W (k) = Ξ2
d kBT

8π2�ρῡ2
sL

∫
δk±q−k′,0δ(Ek′ − Ek ∓ �ωq) dk′ (3.68)

where ῡsL is the velocity of longitudinal modes. We can replace ρῡ2
sL by

the average elastic constant cL for longitudinal modes (see Appendix).
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It is convenient to use the one-to-one correspondence between k′ and q
to convert the integral to one over q. Thus

W (k) = Ξ2
d kBT

8π2�cL

qZB∫
0

1∫
−1

2π∫
0

δk±q−k′,0δ(Ek′ − Ek ∓ �ωq)q2dq d(cos θ ) dφ

(3.69)

The Kronecker symbol merely reminds us that crystal momentum is
conserved. The Dirac delta function is a function of polar angle θ

(which we choose to be the angle between q and k) through the de-
pendence of its argument on the magnitude of q through ωq. For a
parabolic band

δ(Ek′ − Ek ∓ �ωq) = δ

(
�

2k′2

2m∗ − �
2K2

2m∗ ∓ �ῡsLq

)

= δ

(
�

2q2

2m∗ ± �υq cos θ ∓ �ῡsLq

)
(3.70)

where k′ is replaced according to eqns (3.17) or (3.33). (The upper sign
is to be taken for absorption, the lower for emission.) Thus, integrating
over φ and cos θ we obtain

W (k) = Ξ2
d kBT

4π�2cLυ

qmax∫
qmin

q dq (3.71)

where the limits on q arise from the delta function, and they are those
given in eqns (3.23) and (3.24) for absorption and in eqns (3.37) and
(3.38) for emission. Now the thermal average group velocity υth is given
by kinetic theory as

υth =
(

8kBT

πm∗

)1/2

(3.72)

and is typically of order 106 cm s−1 at temperatures around 1 K. Thus
for situations in which equipartition can be assumed, it is usually
possible to take υ � ῡsL and hence take qmin = 0 and qmax = 2k.
Consequently, for absorption or emission

W (k) = Ξ2
d kBTk2

2π�2cLυ
= Ξ2

d kBT(2m∗)3/2E
1/2
k

4π�4cL
. (3.73)

The density of states of a given spin N(Ek) per unit energy in the band
is given by

N(Ek) = (2m∗)3/2E
1/2
k

4π2�3 (3.74)

and thus

W (k) = πΞ2
d kBTN(Ek)

�cL
. (3.75)
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Returning to eqn (3.68) we see that this result could have been obtained
directly by neglecting the phonon energy �ωq in the delta function, thus
removing the angular dependence of the integrand, for then

1
(2π )3

∫
δ(Ek′ − Ek) dk′ =

∫
δ(Ek′ − Ek)N(Ek′) dEk′ = N(Ek).

(3.76)

Note that phonon scattering does not flip the spin.
It follows that eqn (3.75) is valid for spherical non-parabolic bands,

provided that N(Ek) is the appropriate density of states per unit energy,
namely

N(EK ) = (2m∗)3/2γ 1/2(Ek)
4π2�3

dγ (Ek)
dEk

(3.77)

where γ (Ek) is defined in eqns (3.44) and (1.82), and provided that the
departure of the overlap integral I(k, k′) from unity can be neglected.

The total scattering rate is the sum of absorption and emission rates.
Since these are nearly equal for equipartition, we have

Wtot(k) = 2πΞ2
d kBTN(Ek)

�cL
(3.78)

which is the final result (see Fig. 3.14).
The free path l between scattering events is given by υ/W tot, namely

(e.g. from eqns (3.73) and (3.46))

l = π�
2cLυ

2

Ξ2
d kBTk2

= π�
4cL

Ξ 2
d kBTm∗2

(
dγ (Ek)

dEk

)−2

. (3.79)

In a parabolic band l is independent of energy.

3.3.2. Spherical band: zero-point scattering

In the case of hot electrons at low temperature, the assumption of
equipartition fails. Instead n(ωq) 
 1 for the phonons most involved
in the scattering. This means that scattering by absorption or by stim-
ulated emission is negligible, and only emission triggered by zero-point
oscillations is important. Thus in place of eqn (3.68) we obtain

W (k) = Ξ2
d

8π2ρῡsL

∫
qδk−q−k′,0δ(Ek′ − Ek + �ωq) dk′. (3.80)

The integration follows the path of eqn (3.69) et seq., and we obtain

W (k) = 4Ξ2
d m∗2γ (Ek)

3πρῡsL�4

dγ (Ek)
dEk

. (3.81)

For a parabolic band W (k) ∝ Ek. The ratio of zero-point rate to
equipartition rate is 2m∗υῡsL/3kBT .
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3.3.3. Spheroidal parabolic bands

In the case of L or X valleys we have to evaluate, in the case of
equipartition,

W (k) = kBT

8π2c�

∫
Ξ2(θq)δk±q−k′,0δ(Ek′ − Ek ∓ �ωq) dk′ (3.82)

for longitudinal modes and for transverse modes, Ξ (θq) being given by
eqns (3.60) and (3.61) and c being chosen appropriately. For a given
magnitude of k′, Ek′ varies with direction in the spheroidal band and
thus the delta function is very much dependent on angle. It is therefore
convenient to transform the integration to one in ‘starred space’ (see
Section 3.2.3) and over the phonon wavevector. All vectors transform
(Fig. 3.12) as

ki → (m∗
i /m∗

0)1/2k∗
i (3.83)

and the energy becomes independent of direction, namely

Ek = �
2k∗2/2m∗

0. (3.84)

The angle between q and the principal axis p transforms as follows
(Fig. 3.13):

cos θq = q.p
p

=
∑

i

(
m∗

i /m∗
0

)1/2
q∗

i{∑
i

(
m∗

i
/m∗

0

)
q∗2

i

}1/2 (3.85)

and since

q∗
1 = q∗ cos θ∗

q q∗
2 = q∗ sin θ∗

q cosφ∗
q q∗

3 = q∗ sin θ∗
q sinφ∗

q

(3.86)

Spheroidal

kz

kz

Az

ky

kxAx

Ay

(a)
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FIG. 3.12.
Transformations to starred space:
(a) energy surface; (b) vector.
k∗

x = (m∗
t /m∗

1)1/2kx; k∗
y = ky; k∗

z = kz.
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q

p=principal axis

3

2

1

q*θq*

φq*φq

θq

FIG. 3.13.
Angle transformations to starred space.

then

cos θq =
(
m∗

1/m∗
0

)1/2 cos θ∗
q + (

m∗
2/m∗

0

)1/2 sin θ∗
q cosφ∗

q + (
m∗

3/m∗
0

)1/2 sin θ∗
q sinφ∗

q{(
m∗

1/m∗
0

)
cos2 θ∗

q + (
m∗

2/m∗
0

)
sin2 θ∗

q cos2 φ∗
q + (

m∗
3/m∗

0

)
sin2 θ∗

q sin2 φ∗
q

}1/2
.

(3.87)

Putting m∗
1 = m∗

1, where m∗
1 is the longitudinal component of the effect-

ive mass, and m∗
2 = m∗

3 = m∗
t , where m∗

t is the transverse component,
we obtain

cos θq =
K

1/2
m cos θ∗

q + sin θ∗
q

(
cosφ∗

q + sinφ∗
q

)
{

1 + (Km − 1)cos2 θ∗
q

}1/2 (3.88)

where Km is the mass anisotropy coefficient m∗
1/m∗

t .
With this transformation Ξ 2(θq) becomes dependent on the azi-

muthal angle φ∗
q as well as the polar angle θ∗

q , but the delta function
is now only weakly dependent on θ∗

q . The integrations can be carried
out in a straightforward way, first over φ∗

q , then over cos θ∗
q , and finally

over q∗ between the limits 0 and 2k∗. Integrals of the type

I(μ, v) =
1∫

0

xμ(1 + ax2)−v/2dx (3.89)

appear, and they are standard.
The final result can be expressed in terms of a longitudinal rate

W1(Ek) and a transverse rate Wt(Ek):

W1(Ek) = 2πΞ2
1 kBTN(Ek)

�cL
Wt(Ek) = 2πΞ2

t kBTN(Ek)
�cL

(3.90)
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where

Ξ2
1 = 3

4

(
ξ1Ξ

2
d + η1ΞdΞu + ζ1Ξ

2
u

)
(3.91)

Ξ2
t = 3

4

(
ξtΞ

2
d + ηtΞdΞu + ζtΞ

2
u

)
(3.92)

N(Ek) =
(
2m∗

d

)3/2
E

1/2
k

4π2�3
(3.93)

m∗
d =

(
m∗

1m∗2
t

)1/3
. (3.94)

In the above expressions for the deformation potential 3
4ξ1 and 3

4ξt are
equal to unity when elastic anisotropy is neglected, η1 and ηt depend
upon Km, and ζ1 and ζt depend upon Km and the ratio cL/cT of the
averaged elastic constants.

Explicit expressions have been obtained by Herring and Vogt (1956)
for the momentum relaxation rates in germanium and silicon
(Table 3.1). The distinction between momentum relaxation rate and
scattering rate is discussed later, but for the present it is sufficient to
note that the magnitudes of these rates are within a factor of order
unity of each other. For germanium it is found that the ratio of the
longitudinal and transverse components is close to unity, whereas for
silicon it is about 3

2 according to Long (1960).
The scattering rate for zero-point scattering can be calculated in the

same way. We obtain

W1,t(Ek) = 4Ξ2
l,tm

∗1/2
l m

∗3/2
t Ek

3πρῡs�
4

(3.95)

where

Ξ2
1,t = 3

(
ξ1,tΞ

2
d + η1,tΞdΞu + ζ1,tΞ

2
u

)
, (3.96)

Explicit expressions for the momentum relaxation rate of germanium
have been obtained by Budd (1964) and Gurevitch (1965):

Ξ 2
1 = 3

(
1.14Ξ2

d + 2.19ΞdΞu + 1.13Ξ2
u
)

(3.97)

Ξ2
t = 3

(
0.665Ξ2

d + 1.01ΞdΞu + 0.542Ξ2
u
)

. (3.98)

These results suggest that the ratio of longitudinal to transverse rates is
about 1

2 in that material.

TABLE 3.1. Coefficients for deformation potentials.

ξ1 η1 ζ1 ξt ηt ζt

Si 1.40 2.40 1.62 1.33 1.15 1.07
Ge 1.24 2.32 1.22 1.31 1.61 1.01

After Herring and Vogt 1956.



Acoustic phonon scattering 87

3.3.4. Momentum and energy relaxation

The rates explicitly dealt with in the foregoing, apart from the im-
mediately preceding expressions, are simple scattering rates. In the
description of the response of electrons to fields the more important
rates are the momentum relaxation rate and the energy relaxation rate.
These are rates which are derived from the scattering rate by weighing
the latter by the appropriate change in momentum or energy.

The change of momentum is equal to the change of crystal mo-
mentum in the transition from k to k′:

d�k
dt

=
∫

�(k′ − k)W (k, k′)δ(Ek′ − Ek ∓ �ωq) dk′

≈ −�k
∫

(1 − cos θk)W (k,k′) dk′ (3.99)

where W (k, k′)δ(Ek′ − Ek ∓ �ωq) is the integrand of eqn (3.15),
k′ ≈ k is assumed for acoustic scattering, and θk is the scattering angle.
Conservation of energy and momentum entails that

q2 = 2k2(1 − cos θk). (3.100)

The appropriate weighting factor for the scattering rate is 1 − cos θk,
and this factor must be inserted in the integration of eqn (3.15) to ob-
tain the momentum relaxation rate. From eqn (3.100) it is clear that
this is equivalent to multiplying the integrand by q2/2k2. This does not
change the energy dependence of the scattering rate, but it introduces
an extra numerical factor of the order of unity. Thus

1/τm = W (k) equipartition (3.101)

1/τm = 6
5

W (k) zero point (3.102)

where τm is the momentum relaxation time and W (k) is the scattering
rate. The factor is of order unity because q varies between 0 and 2k,
corresponding to a scattering angle between 0 and 180◦. Taking an av-
erage scattering angle of 90◦ implies that 〈q〉 = √

2k, which makes the
weighting factor unity.

There is usually a net loss of momentum in a collision, but whether a
gain or loss of energy occurs depends upon the energy of the electron.
The rate of change of energy of the electron is given by

dEk

dt
=
∫

�ωqW (k, k′′)δ(Ek′′ − Ek − �ωq) dk′′

−
∫

�ωqW (k, k′)δ(Ek′ − Ek + �ωq) dk′. (3.103)

For the case of a spherical band

dEk

dt
= Ξ2

d (2m∗)5/2

2πρ�4

{
2kBT

γ (Ek)
dγ (Ek)

dE
−1
}
γ 3/2(Ek)

dγ (Ek)
dEk

equipartition

(3.104)

dEk

dt
= −Ξ2

d (2m∗)5/2γ 3/2(Ek)

2πρ�4

dγ (Ek)
dEk

zero point.

(3.105)
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In a parabolic band energy is gained when Ek < 2kBT and lost when
Ek > 2kBT . When Ek � 2kBT energy is lost at the zero-point rate. This
latter result, which is of importance for hot electrons, can be obtained
very simply by observing that 1 in 2n(ωq) + 1 collisions results in a loss,
and thus

dEk

dt
= − 1

2n(ωq) + 1
�ωqW (k). (3.106)

Substituting for n(ωq) and W (k) for equipartition, and taking
〈ωq〉 = √

2υsk gives eqn (3.105). If an energy relaxation time for hot
electrons is defined as

dEk

dt
= −Ek

τE
, (3.107)

then for equipartition,

1
τE

= 2m∗υ2
s

kBT

1
τm

. (3.108)

The energy relaxation time in this case is very much longer than the
momentum relaxation time since 2m∗υ2

s /kBT 
 1.
The momentum relaxation rate in spheroidal parabolic valleys bears

the same relation to the scattering rate as in the case of spherical valleys
(eqns (3.101) and (3.102)). Thus, for equipartition eqns (3.90) are valid
for momentum relaxation. For zero-point scattering we obtain from
eqn (3.95) (see Fig. 3.14)

1
τm

= 8Ξ2
1,tm

∗1/2
1 m

∗3/2
t Ek

5πρυsL�4
. (3.109)

emission

(equipartition)

zero-point

absorption

acoustic
phonon

– hωo hωo0

W

E

FIG. 3.14.
Scattering rate for optical phonon
scattering.
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The energy relaxation rate is given by

dEk

dt
= Ξ2

0 (2m∗)5/2

2πρ�4

(
2kBT

Ek
− 1

)
E

3/2
k equipartition (3.110)

dEk

dt
= −Ξ2

0 (2m∗)5/2E
3/2
k

2πρ�4
zero point. (3.111)

Conwell (1967) has shown that the appropriate average deformation
potential in this case is

Ξ2
0 = Ξ2

d

{
2
3

+ 1
3

m∗
1

m∗
t

(
Ξu

Ξd
+ 1

)2
}

. (3.112)

The scattering of holes in the degenerate valence bands is some-
what more complex, although no essential new features are present
in the problem. Interaction with both longitudinal and transverse
modes is allowed, with the strength given by the deformation poten-
tials of Chapter 1, Section 1.13 (Bir and Pikus 1961; Lawaetz 1969,
1971).

3.4. Optical phonon scattering

As in the case of acoustic phonon scattering, energy and momentum
conservation restricts intra-valley scattering by optical phonons to
long-wavelength modes. However, unlike the case of acoustic phon-
ons, long-wavelength optical displacement may affect the electronic
energy directly. Thus the electron–phonon interaction Hamiltonian
takes the form

Hep = D′
o · u (3.113)

where D′
o is an optical deformation potential constant (cf. Chapter 1,

Section 1.13) and u is the relative displacement of the two atoms in the
unit cell.

The optical deformation potential constant has been defined in many
ways, unfortunately, and that is why we have put a prime on the sym-
bol in eqn (3.113). Equation (3.113) is a natural way of defining the
interaction, but although this form has been used frequently follow-
ing its introduction by Meyer (1958) it has always been accompanied
by the assumption that the mass of the oscillator was the total mass
of the unit cell and not the reduced mass. (Meyer appeared to adopt a
halfway position by taking the mass to be that of a single atom. The use
of the total mass is explicitly condoned by Conwell (1967, p. 150), and
this approach has been universally adopted.) However, the use of the
optical displacement calls for the use of the reduced mass, as pointed
out in eqn (3.5), and the reduced mass is of course used in the theory
of polar interaction with optical modes, as we shall see. If the reduced
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mass is used along with the accepted magnitude of the interaction con-
stant, which we denote by Do without the prime, it can be shown to be
equivalent to assuming that the interaction in the case of germanium
takes the form

Hep = 1
2

Do · u. (3.114)

This, indeed, was the form assumed by Lawaetz (1967), whose ap-
proach was entirely consistent. If we adopt this form of interaction,
it means that Do is not the energy per unit optical displacement but
rather the energy per atomic displacement. (In the diamond lattice both
atoms have identical masses and have the same displacement.) This has
the virtue of making it similar to the acoustic deformation interaction
in that the latter is also defined as proportional to the displacement of
an individual atom (equal in this case to the displacement of the unit
cell). The adoption of eqn (3.114) as the deformation of Do therefore
removes all difficulties in this respect, but only as regards the diamond
lattice. In other materials the atoms in the unit cell are not identical
and hence eqn (3.114) needs to be generalized. The approach to be ad-
opted here is to define the optical deformation potential constant as
the change of energy per unit equivalent acoustic displacement uac and
to define the latter as the displacement of the unit cell giving the same
optical elastic energy as the optical displacement u, namely

(M1 + M2)u2
ac = M̄u2. (3.115)

Thus we take the general optical deformation potential interaction
to be

Hep =
(

M̄

M1 + M2

)1/2

Do · u (3.116)

An advantage of this approach is that it retains the useful property
that the details of the lattice vibration, symbolized by the appropriate
oscillator mass M ′, cancel out of the final result.

TABLE 3.2. Selection rules for zone-
centre phonons in intra-valley processes.

Valley Phonons


1 LA
X1 LA + TA
L1 LA + TA + LO + TO

15 LA + TA + LO + TO

After Seitz (1948), Herring and Vogt (1956),
Harrison (1956), and Bir and Pikus (1961).

In zero-order optical phonon scattering, Do is non-zero. This turns
out to be the case for intra-valley scattering in L valleys and in the de-
generate valence bands at the zone centre, but for 
1 and X valleys Do
is zero (Table 3.2). When zero-order optical phonon processes are for-
bidden because of symmetry restrictions, it is possible for first-order
processes in which the energy of interaction is proportional to the dif-
ferential displacement, i.e. strain, to occur. In this case deformation
potentials analogous to those for acoustic phonons can be introduced,
and the calculation of scattering rate follows that for acoustic phonon
scattering except that the phonon energy cannot be neglected. Usually
it is assumed that at room temperature and below first-order op-
tical phonon scattering is negligible compared with acoustic phonon
scattering. We consider this type of scattering later.

In the case of the L valley Harrison (1956) has shown that Do lies
along the principal axis. Thus for a longitudinal optical mode travelling
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in an arbitrary direction such that its direction cosine with respect to
the principal axis is αq,

Hep =
(

M̄

M1 + M2

)1/2 1√
N

∑
q

{
Qq exp(iq · R) + c.c.

}
Doαq. (3.117)

The coupling coefficient in eqn (3.15) is therefore

C2
q = M̄

M1 + M2
D2

oα
2
q. (3.118)

The coupling coefficients for the two transverse modes travelling in the
same direction are D2

oβ
2
q and D2

oγ
2
q , where βq and γq are the direc-

tion cosines of the polarization vectors. The magnitude of the coupling
strength is thus the same for all polarizations.

The scattering rate (eqn (3.15)) depends upon the frequency of the
mode directly and indirectly through the number of phonons n(ωq).
Strictly speaking, therefore, each mode has to be considered separately,
but usually the simplification of regarding all modes as having the same
frequency is made. In the diamond lattice there is no difference in fre-
quency at the zone centre, and so a single-frequency approximation
for q 	= 0 is a good one. In zinc blende longitudinally polarized op-
tical vibrations produce an electric polarization which increases the
restoring force and therefore the frequency over that for transversely
polarized modes. If ωL and ωT are the longitudinal and transverse
angular frequencies, and ε and ε∞ are the static and high-frequency
permittivities, then

(ωL/ωT)2 = ε/ε∞ (3.119)

a formula known as the Lyddane–Sachs–Teller relationship. Although
ωL 	= ωT even at the zone centre, the difference between the frequen-
cies is not very large in III–V compounds and it is still a reasonable
approximation to adopt a single-frequency approach.

In a single-frequency approach the sum over the three modes allows
us to consider the interaction as one with a single mode of frequency
ωo with coupling coefficient

C2
q = M̄

M1 + M2
D2

o (3.120)

since α2
q + β2

q + γ 2
q = 1. Another approximation, just as irresistible, is

obtained by neglecting the dependence of ωo on q, for then the delta
functions conserving energy in eqn (3.15) become independent of dir-
ection and the integral over final states can be simply carried out by
converting k′ to energy as we did in eqn (3.76). Thus the scattering rate
is, with M ′ = M̄ and I(k, k′) = 1,

W (k) = πD2
o

ρωo
[n(ωo)N(Ek + �ωo) + {n(ωo) + 1} N(Ek − �ωo)]

(3.121)
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where for a parabolic band

N(Ek) = (2m∗
d)3/2E

1/2
k

4π2�3
(3.122)

and m∗
d is the density-of-states mass (eqn (3.94) and Fig. 3.14)).

Equation (3.121) is also the expression for the momentum relaxa-
tion rate. Multiplying the integrand in eqn (3.15) by (q/k)cos θ , the
fractional change in momentum, does not introduce any new factor
because the coupling is independent of direction. When it is summed
over all final states this factor gives a contribution of unity. (See
discussion p. 99.)

The energy relaxation (eqn (3.103)) is also simply obtained in the
constant-frequency approximation. The rate of increase of energy of
the electron is (Fig. 3.15)

dEk

dt
= πD2

o�

ρ
[n(ωo)N(Ek + �ωo) + {n(ωo) + 1}N(Ek − �ωo)] .

(3.123)0
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FIG. 3.15.
Rate of energy loss to acoustic and
optical phonons in n-germanium at
300 K. (After Conwell 1964.)

Although these equations have been derived explicitly for L valleys
they are applicable to the degenerate valence bands. The valence band
optical deformation potential do replaces Do in the manner mentioned
in Chapter 1 (Section 1.13) and the density-of-states factors must in-
clude both light- and heavy-hole bands. However, the overlap factor is
no longer unity in this case.

3.4.1. Inter-valley scattering

These equations are also valid for inter-valley scattering processes
since the conservation of momentum entails that only short-wavelength
phonons at or near the zone edge are involved and these have frequen-
cies virtually independent of wavevector, whether they be optical or
acoustic modes. Which modes interact with the electrons depends upon
the symmetries of the initial and final states (see Table 3.3) and whether

TABLE 3.3. Selection rules for phonons in inter-valley scattering processes.

Initial Valley Final Valley Phonons

X1 X1
LO, Mv > MIII
LA, Mv < MIII

}
zinc blende

(g-scattering opposite
valley)

LOa

�1 �1
(f-scattering

non-opposite valleys)
LA+TOa

L1 L1 LO+LA

X1
LO, Mv > MIII
LA, Mv < MIII

}
zinc blende


1 L1 LO+LA
L1 X1 LO+LA

After Birman, Lax, and Loudon 1966.
aData from Streitwolf 1970.
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an umklapp process is involved (as is the case for silicon). The rate
for each mode must now be considered separately. Thus the rate for
an inter-valley process between valleys i and j involving a phonon of
frequency ωij with an inter-valley deformation potential constant Dij is

W (k) = πD2
ij

ρωij

{
n(ωij)N(Ek − �Eij + �ωij)

+(n(ωij) + 1)N(Ek − �Eij − �ωij)
}

(3.124)

where �Eij is the difference of energy of the valley minima and the
appropriate oscillator mass replaces M̄ in the interaction eqn (3.116).

3.4.2. First-order processes

In the case of inter-valley scattering between the �1 mimina in sil-
icon normal processes are ruled out and only umklapp processes are
allowed (Fig. 3.16). Scattering between opposite valleys, i.e. 〈100〉 to
〈1̄00〉, is denoted a g-process and that between non-opposite valleys,
e.g. 〈100〉 to 〈010〉, an f-process. The reciprocal lattice vector involved
in the g-process is K100 and that for an f-process is K111. Momentum
conservation then entails a phonon for the g-process with q along the
〈100〉 direction and of magnitude 0.30†

† This value assumes that the valleys
are situated at points 85 per cent to-
wards the zone boundary. If the valleys
are at points 83 per cent towards the
zone boundary, as has been asserted by
Hochberg and Westgate (1970), the value
rises to 0.34. Both magnitudes are found
in the literature.

of the 〈100〉 zone-edge value,
and a phonon for an f-process with q only about 11◦ off a 〈100〉 dir-
ection (�1 symmetry) and of exactly the zone-boundary value in that
direction. Thus g-processes involve phonons of short wavelength, but
the g-process involves a phonon of comparatively long wavelength.
Selection rules imply that the latter is a LO phonon (θD = 730 K, �ω =
0.063 eV) and that the f-process phonons are LA and TO (θD = 630 K,
�ω = 0.054 eV). Nevertheless, the experimental results in silicon can
be fitted satisfactorily only by assuming that an additional scattering
mechanism involving a 190 K (0.016 eV) phonon is present. Such phon-
ons exist. They are the LA and TA modes with q = 0.30 of the zone
boundary. However, if they contribute to the scattering they must do so
through a first-order process rather than a zero-order process.

[001]

[010]

[100]

f
g

FIG. 3.16.
Brillouin zone for silicon showing
positions of conduction-band valleys.
The arrows indicate the two possible
types of inter-valley scattering
transitions.

First-order process in this context means a process akin to acoustic
phonon scattering in which a deformation potential tensor is defined.
Thus the coupling coefficient has the general form

C2
q = Ξ2

1 (θq)q2. (3.125)

By taking an isotropic approximation we can write the rate as follows:

W (k) = Ξ2
1

8π2ρω1

∫
q2δk±q−k′,K

(
n(ω1)+ 1

2
∓ 1

2

)
δ(Ek′−Ek ∓ �ω1) dk′.

(3.126)

Conversion to an integral over q and integration over angle, taking
account of the cos θ dependence in the delta functions, leads to

W (k) = Ξ 2
1

4πρ�ω1υ

⎡
⎣n(ω1)

qmax∫
qmin

q3dq + {n(ω1) + 1}
qmax∫

qmin

q3dq

⎤
⎦ (3.127)
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where the limits to the integrals are those for optical phonons
(Section 3.2.1). It follows that for parabolic bands (Ferry 1976)

W (k) = Ξ 2
1 (2m∗)5/2Ek

4πρ�5ω1

[
n(ω1)(Ek + �ω1)1/2

(
2 + �ω1

Ek

)

+ {n(ω1) + 1} (Ek − �ω1)1/2
(

2 − �ω1

Ek

)]
.

(3.128)

This rate rises with energy more rapidly than in the cases of long-
wavelength acoustic mode scattering and short-wavelength modes
(Fig. 3.17).

The energy relaxation rate is simply obtained from eqn (3.128):

dEk

dt
= Ξ2

1 (2m∗)5/2Ek

4πρ�4

[
n(ω1)(Ek + �ω1)1/2

(
2 + �ω1

Ek

)

− {n(ω1) + 1} (Ek − �ω1)1/2
(

2 − �ω1

Ek

)]
.

(3.129)

The momentum relaxation rate is obtained from eqn (3.127) by mul-
tiplying the first integrand by the factor q2/2k2 − �ω1/2Ek and the
second integral by q2/2k2+�ω1/2Ek, each factor being the appropriate
value of (q/k) cos θ . (See discussion p. 99.) The result is

1
τm

= Ξ 2
1 (2m∗)5/2Ek

4πρ�5ω1

[
n(ω1)(Ek + �ω1)1/2

(
8
3

+ 5
3

�ω1

Ek

)

+ {n(ω1) + 1} (Ek − �ω1)1/2
(

8
3

− 5
3

�ω1

Ek

)]
.

(3.130)

(As far as the author is aware expressions for the energy relaxation rate
and the momentum relaxation time have not been given before.)

hωo0

W

emission

absorption

E

FIG. 3.17.
First-order scattering rate for optical
phonon scattering.
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Ferry used W (k) as an approximation for τ−1
m in his analysis of the

mobility in silicon and obtained Ξ1 = 5.6 eV. Using τ−1
m , we obtain

Ξ1 = 4.7 eV. The inter-valley coupling constant for each allowed mode
turns out to be about 5 × 108 eV cm−1 (Ferry 1976; Ridley 1981).

3.5. Polar optical mode scattering

In polar materials the vibrations of oppositely charged atoms give rise
to long-range macroscopic electric fields in addition to deformation
potentials, and the interaction of the electron with these fields pro-
duces additional components of scattering. Polar scattering is indeed
the dominant mechanism of scattering in pure III–V and II–VI com-
pounds. First-order polarization occurs in connection with the con-
trary motion of the two atoms in the primitive unit cell characteristic of
the longitudinally polarized optical mode. Second-order polarization
in connection with acoustic strain is associated with the piezoelectric
effect, and the scattering caused by this effect will be discussed in the
next section. The major scattering mechanism in polar materials at
room temperature is that associated with longitudinal optical modes,
and this has been described by Frohlich (1937) and Callen (1949).

The basic polar interaction energy is

Hep =
∫

ρ(R)φ(R) dR (3.131)

where ρ(R) is the charge density of the electron and φ(R) is the electric
potential associated with polarization in the unit cell at R. If e∗ is the
magnitude of effective charge on the atoms and V0 is the volume of a
unit cell, the polarization P is given by

P(R) = e∗u(R)/V0 (3.132)

where u(R) is the optical displacement in the unit cell at R. Such a
polarization is associated with a bound space-charge density equal to
−div P, and so if u is expanded in terms of plane waves div P is non-zero
for longitudinal modes only.

In order to relate eqns (3.131) and (3.132) we transform the integral
in eqn (3.131) as follows:

Hep =
∫ {

div�(R)
}
φ(R) dR = −

∫
�(R)·gradφ(R) dR

=
∫
�(R) · � (R) dR (3.133)

where �(R) is the electric displacement associated with the electron
and � (R) is the electric field associated with the polarization. Since the
electric displacement associated with the latter is zero,

� (R) = −P(R)/ε0 (3.134)

and thus

Hep = − 1
ε0

∫
�(R) · P(R) dR. (3.135)
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The bare electric displacement at R associated with an electron at r is

�(R) = −grad
(

ē

4π |r − R|
)

(3.136)

where ē is the electronic charge containing its sign. In the presence of
screening caused by the motion of charges which is rapid enough to
respond to lattice vibrations we can assume a Thomas–Fermi potential
and take

�(R) = −grad
{

ē

4π |r − R| exp(−q0 |r − R|)
}

(3.137)

where q0 is the reciprocal Debye screening length (see Appendix,
Chapter 4 and, more fully, Chapter 9 for a discussion of screening).

By substituting

u(R) = 1√
N

∑
q

{
Qqaq exp(iq · R) + c.c.

}
(3.138)

in eqn (3.132) where aq is a unit polarization vector, since u(R) is a
long-wavelength optical displacement, we can integrate eqn (3.135) and
obtain

Hep = − 1√
N

ēe∗

V0ε0

∑
q

q

q2 + q2
0

{
iQq exp(iq · r) + c.c.

}
. (3.139)

The coupling coefficient of eqn (3.15) is therefore

C2
q =

(
ēe∗

V0ε0

)2 q2(
q2 + q2

0

)2 (3.140)

and the scattering rate is given by

W (k) = V0

8π2M̄ω0

(
ēe∗

V0ε0

)2
qZB∫
0

1∫
−1

2q∫
0

q4(
q2 + q2

0

)2 δk±q+k′,0

×
(

n(ω0) + 1
2

∓ 1
2

)
δ(Ek′ − Ek ∓ �ω0) dq d(cos θ ) dφ

(3.141)

where we have put V = NV0. Note that since we are dealing with
optical displacement we retain the reduced mass M̄. Because the coup-
ling coefficient depends upon q and since the magnitude of q varies
with the direction of the final state wavevector, the scattering prob-
ability is directionally dependent and this means we must convert the
integral over final electronic states into one over phonon modes, as we
have done in eqn (3.141), and proceed to integrate following the same
method as was used for acoustic phonons (eqns (3.69) et seq.).
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Integration over the azimuthal angle contributes a factor 2π .
Integration over the polar angle is determined by the delta functions.
Assuming spherical parabolic bands, we obtain for the total rate

W (k) = V0

4πM̄ω0

(
ēe∗

V0ε0

)2 1
�ν

⎡
⎣n(ω0)

qmax∫
qmin

q3(
q2 + q2

0

)2 dq

+ {n(ωo) + 1}
qmax∫

qmin

q3(
q2 + q2

0

)2 dq

⎤
⎦

(3.142)

where qmax and qmin, which are different for the absorption and emis-
sion integrals, are given in eqns (3.30) and (3.31) and in eqns (3.42) and
(3.43). The integrals are straightforward but involve lengthy expres-
sions. Except for highly doped semiconductors screening is not very
important, and we can obtain simpler expressions which are still use-
ful if we neglect screening altogether. Then we obtain for the scattering
rate, with q0 = 0,

W (k) = V0

2πM̄�ω0ν

(
ēe∗

V0ε0

)2
[

n(ω0)sinh−1
(

Ek

�ω0

)1/2

+ {n(ω0) + 1}sinh−1
(

Ek

�ω0
− 1

)1/2
]

(3.143)

and it is understood that the second term in the square brackets is zero
if Ek < �ω0 (Fig. 3.18). (See Chapter 9 for a discussion on screening.)
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3.5.1. The effective charge

The difference between the permittivities at low and high frequencies
in polar materials is related to the effective charge on the ions. At high
frequencies the contribution to the polarization made by ionic motion
vanishes, leaving only the electronic component, whereas in the static
case both contributions are present.

The equation of motion which describes a long-wavelength longitud-
inally polarized optical mode is as follows:

M̄

(
∂2u
∂t2 + ω2

0u

)
= � (3.144)

where � is some applied force. Using eqn (3.132) we can recast this
as an equation for the time dependence of polarization associated with
the ions in the presence of an applied electric displacement

M̄V0

e∗

(
∂2P
∂t2

+ ω2
0P

)
= e∗�

ε0
(3.145)

where ε0 is the permittivity of free space. In the static case we have

P = e∗2�
M̄V0ω

2
0ε0

, (3.146)

but in general the total polarization Ptot(0) is given in the static case by

Ptot(0) = � − ε0� = (1 − ε0/ε)� (3.147)

where � is the electric field, and at high frequencies the total polariza-
tion is given by

Ptot(∞) = (1 − ε0/ε∞)� (3.148)

where ε∞ is the high-frequency permittivity, Thus the polarization
caused by ionic motion is

P = Ptot(0) − Ptot(∞) =
(
ε0

ε∞
− ε0

ε

)
�. (3.149)

Relating eqns (3.149) and (3.146) leads to the expression for the
effective charge we require:

e∗2 = M̄V0ω
2
0ε

2
0

(
1
ε∞

− 1
ε

)
. (3.150)

In the case of III–V compounds M̄V0ω
2
0 is approximately a constant,

independent of material, and so a simple expression for the effective
charge is (

e∗

e

)2

≈ 3
(

1
κ∞

− 1
κ

)
(3.151)

where κ∞ and κ are the high frequency and static dielectric constants
(Keyes 1962; Hilsum 1975; Ridley 1977).
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3.5.2. Energy and momentum relaxation

The scattering rate of eqn (3.143) with e∗ substituted from eqn (3.150) is

W (k) = e2ωo

2π�εpυ

[
n(ω0)sinh−1

(
Ek

�ω0

)1/2

+ {n(ω0) + 1}sinh−1
(

Ek

�ω0
− 1

)1/2
]

(3.152)

where

1/εp = 1/ε∞ − 1/ε. (3.153)

The energy relaxation rate can immediately be written down, following
eqn (3.103), as follows:

dEk

dt
= e2ω2

0

2πεpυ

[
n(ω0)sinh−1

(
Ek

�ω0

)1/2

− {n(ω0) + 1}sinh−1
(

Ek

�ω0
− 1

)1/2
]

. (3.154)

The momentum relaxation rate is more complicated to obtain. We
must return to eqn (3.142) and weigh absorption and emission terms by
the respective changes in momentum. An absorption of a phonon trav-
elling at an angle θ to k contributes a fractional increase of momentum
of (q/k) cos θ in the direction of k. From energy and momentum
conservation cos θ is given by eqn (3.19). The fractional increase in mo-
mentum for emission is −(q/k)cos θ , and cos θ in this case is given by
eqn (3.35). Thus the momentum relaxation rate is given by

1
τm

= e2ω0

4π�εpυ

⎡
⎣n(ω0)

qmax∫
qmin

q3(
q2 + q2

0

)2
(

q2

2k2
− �ω0

2Ek

)
dq

+ {n(ω0) + 1}
qmax∫

qmin

q3(
q2 + q2

0

)2
(

q2

2k2
+ �ω0

2Ek

)
dq

⎤
⎦ .

(3.155)

Neglecting q0 again, we obtain

1
τm

= e2ω0

4π�εpυ

(
n(ω0)

(
1 + �ω0

Ek

)1/2

+ {n(ω0) + 1}
(

1 − �ω0

Ek

)1/2

+�ω0

Ek

[
−n(ω0)sinh−1

(
Ek

�ω0

)1/2

+ {n(ω0) + 1}sinh−1
(

Ek

�ω0
− 1

)1/2
])

,

(3.156)

a result first derived by Callen (1949).†

† When �ω/kBT is large, it is often more
accurate to use solely the absorption rate.
See eqn (12.29) and subsequent discus-
sion.
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Taking into account non-parabolicity in a spherical band leads to an
energy relaxation rate given by

dEk

dt
= e2(2m∗)1/2ω2

0

4πεpγ 1/2(Ek)
I2(k, k′)

[
n(ω0)

{
dγ (Ek)

dEk

}
Ek+�ω0

coth−1 γ
1/2(Ek + �ω0)
γ 1/2(Ek)

− {n(ω0) + 1}
{

dγ (Ek)
dEk

}
Ek−�ω0

tanh−1

{
γ 1/2(Ek − �ω0)

γ 1/2(Ek)

}]

(3.157)

and a momentum relaxation rate given by

1
τm

= e2(2m∗)1/2ω0I2(k, k′)
8πεp�γ 1/2(Ek)[

n(ω0)
{

dγ (Ek)
dEk

}
Ek+�ω0

γ 1/2(Ek + �ω0)
γ 1/2(Ek)

+ {n(ω0) + 1}
{

dγ (Ek)
dEk

}
Ek−�ω0

γ 1/2(Ek − �ω0)
γ 1/2(Ek)

−n(ω0)
{

dγ (Ek)
dEk

}
Ek+�ω0

×
{
γ (Ek + �ω0) − γ (Ek)

γ (Ek)

}

× coth−1

{
γ 1/2(Ek + �ω0)

γ 1/2(Ek)

}
+ {n(ω0) + 1}

×
{

dγ (Ek)
dEk

}
Ek−�ω0

{
γ (Ek) − γ (Ek − �ω0)

γ (Ek)

}

× tanh−1

{
γ 1/2(Ek − �ω0)

γ 1/2(Ek)

}]
. (3.158)

These expressions were obtained by Conwell and Vassell (1968)
(Fig. 3.19).
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It is worth noting that the energy-independent parameters which
compose the term multiplying the curved brackets in eqn (3.156) can
be subsumed into a dimensionless coupling constant αep given by

αep = e2/4πεp

�

(
m∗

2�ω0

)1/2

(3.159)

which is the expression already given in eqn (2.109) in connection with
polarons (see also Section 3.7).
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3.6. Piezoelectric scattering

In crystals whose lattice lacks inversion symmetry, such as those semi-
conductors with sphalerite or wurtzite structure (but not those with
rocksalt structure), elastic strain may be accompanied by macroscopic
electric fields. This piezoelectric effect provides an additional coup-
ling between the electron and acoustic vibrations whose interaction
energy is exactly the electrostatic energy derived in the previous sec-
tion (eqn (3.131)). However, the electric polarization P(R) is now
proportional to acoustic strain and not to optical displacement, and
can be obtained from the following phenomenological equation relat-
ing electric displacement to electric field and strain in a piezoelectric
crystal:

Di =
∑

i

εijEj +
∑
k,l

eiklSkl (3.160)

where � and � are the electric displacement and field, S is the strain,
ε is the permittivity tensor, and e is the piezoelectric constant tensor.
By definition the polarization is given by the equation

Di = ε0Ei + Pi (3.161)

The bare lattice polarization can be obtained from these equations by
putting � = 0. For simplicity we shall assume that the dielectric is
isotropic. Consequently

Pi = 1
κ

∑
k,l

eiklSkl (3.162)

where κ is the dielectric constant, and the interaction energy is given by

Hep = − 1
ε0

∫
�(R)P(R)dR (3.163)

where �(R) is given by eqn (3.137) and R is the position coordinate of
the unit cell. It is important to include the effect of electrical screening,
which is why eqn (3.137) rather than eqn (3.136) is used for �(R).

In the case of zinc blende crystals there is only one piezoelectric
constant. In reduced notation eikl → eim, where m runs from 1 to 6
(Nye 1957). For zinc blende e14 = e25 = e36 and all other components
are zero. For wurzite e24 = e15, e31 = e32, e33 is non-zero, and all the
rest are zero. We now follow the calculation for zinc blende. Only the
shear strain components give rise to electric fields.

By expanding the displacement in plane waves we obtain

P1 =
∑

q

e14/κ√
N

{
i(a2q3 + a3q2)Qq exp(iq · R) + c.c.

}
(3.164)

where a is a unit polarization vector and Qq is the normal coordinate
associated with the acoustic mode with wavevector q. The components
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P2 and P3 are of similar form. Performing the integration in eqn (3.163)
gives

Hep = − ēe14/ε√
N

∑
q

q2

q2 + q2
0

× {2i(a1βγ + a2γα + a3αβ)Qq exp(iq · r) + c.c.
}

(3.165)

where α, β, and γ are the direction cosines with respect to the crystal
axis of the direction of propagation of the wave. The coupling constant
of eqn (3.15) for a given mode is therefore

C2
q =

(
ēe14

ε

)2 q4(
q2 + q2

0

)2 4(a1βγ + a2γα + a3αβ)2. (3.166)

Piezoelectric coupling has a complicated directional dependence as
eqn (3.166) shows. The coupling is zero for modes travelling along
a principal crystal axis, whatever the polarization of the mode. Only
transversely polarized modes couple when the direction lies in a cube
face (e.g. α 	= 0, β 	= 0, γ = 0). Longitudinally polarized waves
couple when travelling along a cube diagonal (α = β = γ ), but
transverse modes do not because of the cancellation of polarization
vector components. Some average over direction is clearly desirable.
Meyer and Polder (1953) in their treatment of piezoelectric scattering
took averages over 〈100〉, 〈110〉, and 〈111〉 directions of propagation
and included in their averaging the anisotropy of the elastic constants
since these enter the final result. Harrison (1956) calculated the scat-
tering rates in these directions and then took a weighted average.
Hutson (1961) took a spherical average of the piezoelectric constants
separately for longitudinal and transverse modes, and this approach
was generalized and applied to ellipsoidal bands by Zook (1964). We
shall adopt the latter approach and make separate spherical averages
of piezoelectric and elastic constants in the case of spherical bands.

For longitudinal waves eqn (3.166) is simply

C2
q,1 =

(
ēe14

ε

)2 q4(
q2 + q2

0

)2 4(3αβγ )2. (3.167)

Since the spherical average of (αβγ )2 can readily be shown to be 1/105,
we obtain 〈

C2
q,1

〉
= 12

35

(
ēe14

ε

)2 q4(
q2 + q2

0

)2 . (3.168)

For transverse waves, eqn (3.166) becomes

C2
q,t =

(
ēe14

ε

)2 q4(
q2 + q2

0

)2 4
{
α2β2 + β2γ 2 + γ 2α2 − (3αβγ )2

}
(3.169)

whence 〈
C2

q,t

〉
= 16

35

(
ēe14

ε

)2 q4(
q2 + q2

0

)2 . (3.170)
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Taking the overlap factor I(k, k′) to be unity and assuming equipar-
tition, we obtain the scattering rate for absorption or emission:

Wl,t(k) = kBT

8π2ρῡ2
sl,t�

∫ 〈
C2

q l,t

〉
q2

δk±q−k′,0δ(Ek′−Ek∓�ωql,t) dk′ (3.171)

where ῡ2
s is the square of the spherical average velocity. For longitudinal

modes ρῡ2
sl = cL and for transverse modes ρῡ2

st = cT, where cL and cT
are the spherical average elastic constants (see Appendix):

cL = c12 + 2c44 + 3
5

c∗ (3.172)

cT = c44 + 1
5

c∗ (3.173)

c∗ = c11 − c12 − 2c44. (3.174)

The quantity c∗ is a measure of elastic anisotropy and is zero for an
isotropic crystal. We can lump longitudinal and transverse modes to-
gether by defining an average electromechanical coupling coefficient
Kav such that

K2
av = e2

14

ε

(
12

35cL
+ 16

35cT

)
. (3.175)

Thus

W(k) = e−2K2
avkBT

8π2ε�

∫
q2(

q2 + q2
0

)2 δk±q−k′,0δ(Ek′ − Ek ∓ �ωq) dk′

(3.176)
provided that the difference between longitudinal and transverse
phonon energies can be neglected. Note that the q dependence of
the integrand is exactly the same as for polar optical mode scatter-
ing (eqn 3.142). The integration can be carried out along the lines of
eqns (3.68)–(3.73) for acoustic mode scattering. After integrating over
direction we obtain for a parabolic spherical band

W (k) = (e2/4πε)K2
avkBT

�2υ

2k∫
0

q3(
q2 + q2

0

)2 dq (3.177)

where υ is the group velocity of the electron. Integrating over q leads to

W (k) =
(
e2/4πε

)
K2

avkBT

2�2υ

{
log

(
1 + 8m∗Ek

�2q2
0

)
− 1

1 + �2q2
0/8m∗Ek

}
.

(3.178)

The scattering rate remains finite at small energies only because the
reciprocal screening length q0 is non-zero. By multiplying by 2 to ob-
tain the total scattering rate for absorption and emission we obtain
(Fig. 3.20)
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W (k) = (e2/4πε)K2
avkBT

�2υ

{
log

(
1 + 8m∗Ek

�2q2
0

)
− 1

1 + �2q2
0/8m∗Ek

}
.

(3.179)

(As far as the author is aware, this and the following expressions have
not been given before.)

The momentum relaxation rate can easily be obtained, following
eqns (3.100) and (3.101), by multiplying the integrand of eqn (3.177)
by q2/2k2. After multiplying by 2 to take account of absorption and
emission, we obtain

1
τm

= 2(e2/4πε)K2
avKBT

�2υ

×
{

1 + 1

1 + 8m∗Ek/�
2q2

0

− �
2q2

0

4m∗Ek
log

(
1 + 8m∗Ek

�2q2
0

)}
.

(3.180)

The term multiplying the square bracket is identical in form to the rate
given by Meyer and Polder (1953) and Hutson (1961) who neglected
screening altogether.

The energy relaxation rate can be obtained from the scattering rate
following eqn (3.103). Thus, treating longitudinal and transverse modes
separately and combining to give a total energy relaxation rate, we
obtain

dEk

dt
= 4

(
e2/4πε

) (
e2

14/ε
)

(2m∗)3/2E
1/2
k

5ρ�2

[
kBT/Ek(

1 + �2q2
0/8m∗Ek

)2 − 1

− 1

1 + 8m∗Ek/�
2q2

0

+ �
2q2

0

4m∗Ek
log

(
1 + 8m∗Ek

�2q2
0

)]
. (3.181)
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Like polar optical mode scattering, piezoelectric scattering weakens
with increasing electron energy, except at very low energies where the
trend reverses because of screening. At low temperatures in pure piezo-
electric semiconductors it becomes the dominant scattering mechanism
for thermal electrons, but warm electrons will tend to be scattered more
via the deformation potential interaction. Since zero-point scattering
finds its main application for warm and hot electrons at low temper-
atures, we have little incentive to extend our description to the case
when the assumption of equipartition fails, and we shall not therefore
consider this situation although it presents no difficulties. The fact that
piezoelectric scattering is important for low energies makes a parabolic
approximation a good one.

The foregoing calculation has relied heavily on there being electrical
screening. In the absence of screening (q0 = 0) the scattering rate (eqn
(3.179)) diverges logarithmically but momentum and energy relaxation
rates remain finite. It is because the momentum relaxation rate remains
finite that previous calculations of mobility neglecting screening were
successful. Nevertheless, problems arise when screening is very weak.
In this respect piezoelectric scattering is similar to charged impurity
scattering (see Chapter 4).

Although we have limited discussion explicitly to the case of sphaler-
ite lattices, the approach is readily applicable to wurtzite where a more
complicated averaging of the piezoelectric constants is necessary. Thus
for longitudinal waves

〈
e2

1
〉 = 1

7
e2

33 + 4
35

e33(e31 + 2e15) + 8
105

(e31 + 2e15)2 (3.182)

and for transverse waves

〈
e2

t

〉 = 2
35

(e33 − e31 − e15)2+ 16
105

e15(e33 − e31 − e15)+ 16
35

e2
15 (3.183)

so that in the isotropic model (Hutson 1961)

K2
av =

〈
e2

l

〉
εcL

+
〈
e2

t
〉

εcT
. (3.184)

Values of the piezoelectric coupling constants for some semiconductors
are given in Tables 3.4 and 3.5.

TABLE 3.4. Piezoelectric coupling coefficients for III–V compounds.

e14(C m−2)a κ (static) ρ (g cm−3) 〈υs〉av (km s−1) K2
av

GaAs 0.160 13.18 5.36 4.03 0.00252
GaSb 0.126 15.69 5.66 3.35 0.00180
InP 0.035 12.35 4.83 3.85 0.000156
InAs 0.045 14.55 5.71 3.17 0.000274
InSb 0.071 17.72 5.82 2.78 0.000714

aFrom Rode 1970a.
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TABLE 3.5. Piezoelectric coupling coefficients for II–VI compounds.a

Sphalerite e14 (C m−2) κ cL(1010 N m−2) cT K2
av

ZnS 0.17 8.32 12.89 3.60 0.0060
ZnTe 0.027 9.67 8.41 2.48 0.00019
ZnSe 0.045 8.33 10.34 3.29 0.00047
CdTe 0.034 9.65 6.97 1.55 0.00047

Wurtzite e33 e31 (C m−2) e15 κ cL cT K2 b
av

CdS 0.49 −0.25 −0.21 9.7 8.8 1.54 0.035
CdSe 0.32 −0.13 −0.15 9.4 7.4 1.72 0.014
ZnO 1.1 −0.16 −0.31 8.2 14.1 2.47 0.074

aValues derived from Zook (1964) and Rode (1970b).
bValues for CdS and ZnO from Hutson (1961); the value for CdSe was calculated from Hutson’s

formulae.

3.7. Scattering-induced electron mass

The electron–phonon interaction, besides causing transitions between
Bloch states in a band, mixes those states and produces energy shifts.
The effect can be described using second-order perturbation theory.
The perturbed energy of a Bloch state |k〉 is as follows

Ek = Ek0 +
∑

q

(
M2

q em

Ek − Ek−q − �ωq
+

M2
q abs

Ek − Ek+q + �ωq

)
(3.185)

where Mq em and Mq abs are the matrix elements for the emission and
absorption respectively of a single phonon. Crystal momentum is con-
served, and so a state |k〉 is coupled via the electron–phonon interaction
involving a mode of wavevector q to a state |k ± q〉. Since the second-
order process returns the electron to its original state, conservation of
energy does not impose any condition in which the state is coupled. In
the notation of Section 3.1 we have (see eqn (3.14))

M2
q = �

2NM ′
C2

qI2(k, k′)
ωq

{
n(ωq) + 1

n(ωq)

}
. (3.186)

Thus energy shifts are induced which are in general temperature de-
pendent. Such temperature effects have already been mentioned in
Chapter 1, Section 1.12. These shifts are also dependent on electron
energy and, as such, they can be described in terms of an addition to
the effective mass of the carrier. Scattering-induced mass of this sort is
associated with the electron being ‘dressed’ continually with a cloud of
virtual phonons. The lattice in the vicinity of the electron is distorted,
and the movement of the electron entails the movement of this lattice
distortion with a consequential increase in inertia.

We shall estimate this effect at the absolute zero of temperature only.
The results will serve to provide a comparison of the intrinsic strengths
of the four interactions we have been considering, namely acoustic
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TABLE 3.6. Zero-point isotropic electron–phonon squared matrix elements M2
q em.

Acoustic Optical Polar Piezoelectric

Ξ2
�q

2NMῡs

D2
0�

2NMωo

e2
�ωo

2NV0εpq2

e2〈e2
14
〉
av�

2NMε2ῡsq

phonon, optical phonon, polar mode, and piezoelectric. The calcula-
tion with polar modes, leading to the concept of the polaron, is perhaps
most familiar. In the cases of the other types of interaction we arrive at
similar concepts, which we might name as the acouston, the opticon,
and the piezon.

At T = 0 only spontaneous emission is possible; thus we need only
M2

q em for n(ωq) = 0. For simplicity, we shall take the overlap factor
I(k, k′) to be unity and take spherical averages of Cq and ωq. The
squared matrix elements are given in Table 3.6.

The sum in eqn (3.185) can be converted to integral form by taking
a spherical approximation for the Brillouin zone:

Ek = Ek0 − 1
Ek0

qD∫
0

+1∫
−1

2π∫
0

M2
q em q2 dq d(cos θ ) dφ

(q/k)2 − 2(q/k) cos θ + �ωq/Ek0

V

8π3

(3.187)

where the limit qD = (6π2N/V )1/3 is chosen such that the number of
modes in the sphere is equal to N. In eqn (3.187) we have used the
conservation of momentum and the parabolic approximation to trans-
form the denominator into a function of q. Since the density of phonon
modes is high towards large q, it is convenient to simplify by expand-
ing the reciprocal of the denominator in powers of cos θ and to retain
terms up to and including the quadratic. Thus, after integrating over
the solid angle we obtain

Ek = Ek0 − V

2π2Ek0

qD∫
0

M2
q emq2

(q/k)2 + �ωq/Ek0

×
[

1+ 4(q/k)2

3{(q/k)2 + �ωq/Ek0}2

]
dq (3.188)

This takes the form

Ek = �Eep + Ek0(1 − αep/6) (3.189)

where �Eep is an energy shift and αep is a dimensionless coupling
strength which causes an increase in effective mass:

1
m∗ = 1

m∗
0

(
1 − αep

6

)
(3.190)

The results are given in Table 3.7.
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TABLE 3.7. Energy shifts and electron–phonon coupling strengths.

Acoustic Optical Polar Piezoelectric

�Eep −Ξ2m∗qD

4π2�ρῡs
− D2

0m∗qD

2π2�ρω0
− e2(m∗

�ω0)1/2

25/2πεp�
−

e2
〈
e2

14

〉
m∗

2π2ε2�ρῡs
log

(
�qD

2m∗ῡs

)

αep
8Ξ2m∗2

π2�3ρῡs
log
(

�qD
2m∗ῡs

)
D2

0(2m∗)3/2

π�ρ(�ω0)3/2
e2m∗1/2

25/2πεp�(�ω0)1/2
e2K2

av
π2ε�ῡs

Note: qD = (6π2N/V )1/3.

Since �Eep merely shifts all the energy states it is not of much in-
terest. The quantities of most interest are the coupling strengths. For
perturbation theory to be applicable αep must be less than unity. Taking
typical values for the deformation potential parameters (Ξ ≈ 10 eV,
Do ≈ 5 × 108 eV cm−1, m∗ ≈ 0.2 m) and polar parameters typical
of III–V compounds, we obtain αep(ac) ≈ 0.03, αep(op) ≈ 0.03,
αep(pol) ≈ 0.1, and αep(piez) ≈ 0.1. These values are small enough to
justify the use of perturbation theory in the electron–phonon interac-
tion. For highly polar materials αep exceeds unity. In these materials the
electron is virtually trapped in the potential hole it has dug for itself and
perturbation theory is no longer valid. In non-polar and weakly polar
semiconductors the total coupling constant lies roughly between 0.1
and 0.3, which corresponds to a contribution to the electron effective
mass of a few per cent.

3.8. Mobilities

The scattering rate for an electron with a well-defined energy is scarcely
ever directly observable. In almost all situations in practice, what
is within the reach of experiment are phenomenological quantities
such as mobility, diffusion coefficient, and the various galvanomag-
netic coefficients which are properties of a population of electrons
rather than of a single electron and which are only indirectly related
to the scattering rate. To infer a scattering rate from one of these
phenomenological quantities requires a knowledge of how the elec-
trons are distributed in energy. In the case where there are weak fields
this distribution can be taken to be substantially that at equilibrium,
but slightly perturbed, and the Boltzmann equation can be solved in
a straightforward way to obtain the required relation. Where fields are
strong, as occurs in hot-electron experiments, the distribution function
is quite difficult to compute. Such experiments are useful for provid-
ing information about energy relaxation and about scattering processes
at high energies. It would take us too far from our discussion of ba-
sic processes to go into such cases, and we shall limit our account
to the low-field case and further limit it to a summary of low-field
mobilities.
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The basic statistical relation between mobility μ and the momentum
relaxation time τm is given by elementary transport theory in the case
of a spherical band:

μ = ē

m∗
〈Ekτm〉
〈Ek〉 (3.191)

where, for thermal equilibrium non-degenerate statistics and parabolic
bands,

〈Ekτm〉
〈Ek〉 =

∞∫
0

E
3/2
k exp(−Ek/kBT)τm dEk

∞∫
0

E
3/2
k exp(−Ek/kBT) dEk

. (3.192)

For an ellipsoidal band three tensor components of mobility occur:

μi = ē

m∗
i

〈Ekτmi〉
〈Ek〉 (3.193)

with 〈Ekτmi〉 defined as in eqn (3.192). In Table 3.8 we summarize the
momentum relaxation times associated with lattice scattering in simple
bands. The complicated energy dependences in these expressions lead
to some impressive-looking integrals for the mobility, but some of them
can be reduced to standard functions.

TABLE 3.8. Momentum relaxation times in a simple band.

Scattering mechanism Momentum relaxation times τm

Acoustic phonon (equipartition)
π�

4cL

21/2Ξ2m∗3/2kBTE
1/2
k

Zero-order optical phonon
21/2π�

3ω0ρ

D2
0m∗3/2

[
n(ω0)(Ek + �ω0)1/2 + {

n(ω0) + 1
}

(Ek − �ω0)1/2
]−1

First-order optical phonon
π�

5ω1ρ

21/2Ξ2
1 m∗5/2Ek

[
n(ω1)(Ek + �ω1)1/2

(
8
3

+ 5
3

�ω1
Ek

)

+ {n(ω1) + 1} (Ek − �ω1)1/2
(

8
3

− 5
3

�ω1
Ek

)]−1

Polar optical phonon
25/2π�εpE

1/2
k

e2ω0m∗1/2

(
n(ω0)

(
1 + �ω0

Ek

)1/2

+ {
n(ω0) + 1

}(
1 − �ω0

Ek

)1/2

+�ω0
Ek

[{
n(ω0) + 1

}
sinh−1

(
Ek

�ω0
− 1

)1/2
− n(ω0)sinh−1

(
Ek

�ω0

)1/2
])−1

Piezoelectric (equipartition)
23/2π�

2εE
1/2
k

K2
ave2m∗1/2kBT

{
1 + 1

1 + 8m∗Ek/�
2q2

0

− �
2q2

0
4m∗Ek

log

(
1 + 8m∗Ek

�2q2
0

)}−1
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Mobility of electrons in silicon. (a) The solid curve is the experimental result; the points are the theoretical results for mixed acoustic,
inter-valley zero-order (630 K), and first-order (190 K) phonon scattering. The experimental curve is from Long (1960). (b) Individual
contributions to scattering. (After Ferry 1976.)
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Electron mobility in GaP. (a) Solid curve theory; points experimental results. (b) Individual
contributions. (After Rode 1972.)

Some calculations and observations of mobility in the Group IV
semiconductors germanium and silicon and in the group III–V semi-
conductors GaP, InSb, GaAs, InAs, InP, and GaSb are shown in
Figs. 3.21–3.28.

The degree of agreement between theory and experiment is generally
satisfactory in pure materials.
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Electron mobility in InSb: solid curve,
non-parabolic band; broken curve,
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Morin, Geballe, and Wheatley (1955).
(After Ehrenreich 1957.)
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Electron mobility in GaAs: solid curve, theory; points, experimental data. (After
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3.9. Appendix: Acoustic waves in the diamond lattice

The six independent strain components can be denoted by Si

(i = 1, . . . , 6) in reduced notation, the six independent stress compon-
ents by Tj ( j = 1, . . . , 6). Cubic symmetry restricts the number of elastic
stiffness constants to three, namely c11 (= c22 = c33), c12 (= cij, i 	= j,
i, j = 1, 2, 3) and c44 (= c55 = c66). The relations between stresses and
strains are

T1 = c11S1 + c12(S2 + S3)

T2 = c11S2 + c12(S3 + S1)

T3 = c11S3 + c12(S1 + S2)

T4 = c44S4

T5 = c44S5

T6 = c44S6.

(3.194)
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The strain components are related to the displacement u at R by

Si = ∂ui

∂xi
i = 1, 2, 3

S4 = ∂u2

∂x3
+ ∂u3

∂x2

S5 = ∂u3

∂x1
+ ∂u1

∂x3

S6 = ∂u1

∂x2
+ ∂u2

∂x1
.

(3.195)

The equation of motion for one crystallographic axis is

ρ
∂2u1

∂t2 = ∂T1

∂x1
+ ∂T6

∂x2
+ ∂T5

∂x3

= c11
∂S1

∂x1
+ c12

∂

∂x1
(S2 + S3) + c44

∂S6

∂x2
+ c44

∂S5

∂x3

= c44

(
∂2u1

∂x2
1

+ ∂2u1

∂x2
2

+ ∂2u1

∂x2
3

)

+ (c12 + c44)
∂

∂x1

(
∂u1

∂x1
+ ∂u2

∂x2
+ ∂u3

∂x3

)

+ (c11 − c12 − 2c44)
∂2u1

∂x2
1

(3.196)

where ρ is the density. The general equation of motion is therefore

ρ
∂2u
∂t2

= c44∇2u + (c12 + c44)∇(∇ · u)

+ c∗
(

i1
∂2u1

∂x2
1

+ i2
∂2u2

∂x2
2

+ i3
∂2u3

∂x2
3

)
(3.197)

where i1, i2, and i3 are unit vectors along the axes and c∗=c11−c12−2c44
is a measure of the anisotropy of the solid. By substituting the wave
solution

u = a exp{i(q · R − ωt)} (3.198)

we obtain

ρω2a = c44q2a + (c12 + c44)q(q · a) + c∗(i1a1q2
1 + i2a2q2

2 + i3a3q2
3).

(3.199)

For acoustic waves the velocity υs of the wave is given by

ω = υsq. (3.200)

Equation (3.199) can then be written as three simultaneous equations
from which we can obtain the values of a and υs for any direction
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of propagation. The equations are, in terms of the direction cosines
(α, β, γ ) for q,

a1

{
c44 + α2(c12 + c44 + c∗) − ρυ2

s

}
+ a2(c12 + c44)αβ + a3(c12 + c44)αγ = 0

a1(c12 + c44)αβ + a2

{
c44 + β2(c12 + c44 + c∗) − ρυ2

s

}
+ a3(c12 + c44)βγ = 0

a1(c12 + c44)αγ + a2(c12 + c44)βγ + a3

{
c44 + γ 2(c12 + c44 + c∗) − ρυ2

s

}
= 0

(3.201)

There are solutions provided the determinant of the coefficients of a1,
a2, and a3 vanishes. This condition leads to three values for υ2

s . Each
value of υ2

s corresponds to two waves travelling in opposite directions.
Consider propagation in the 〈100〉 direction, i.e. α = 1, β = γ = 0.

The equation for υ2
s is∣∣∣∣∣∣

c12 + 2c44 + c∗ − ρυ2
s 0 0

0 c44 − ρυ2
s 0

0 0 c44 − ρυ2
s

∣∣∣∣∣∣ = 0 (3.202)

Labelling the solutions υ2
1 , υ2

2 , and υ2
3 we have

ρυ2
1 = c12 + 2c44 + c∗

ρυ2
2 = ρυ2

3 + c44.
(3.203)

If we put υ2
1 back into eqn (3.201) we obtain a2 = a3 = 0 and a1 un-

determined. Consequently this case corresponds to a pure longitudinal
wave. Performing the same operation with υ2

2 and υ2
3 we see that these

solutions correspond to pure transverse waves.
For propagation along the 〈110〉 direction we again obtain pure lon-

gitudinal and transverse waves. Labelling the solutions υ2
1 , υ2

2 , and
υ2

3 we have

ρυ2
1 = c12 + 2c44 + 1

2
c∗ 〈110〉

ρυ2
2 = c44 〈001〉 (3.204)

ρυ2
3 = c44 〈110〉

where the directions are the directions of polarization.
The corresponding values for the 〈111〉 direction, in which we again

obtain pure longitudinal and transverse waves, are

ρυ2
1 = c12 + 2c44 + 1

3
c∗ 〈111〉

ρυ2
2 = c44 + 1

3
c∗ 〈110〉 (3.205)

ρυ2
3 = c44 + 1

3
c∗ 〈112〉.
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Generally, for other directions of propagation each mode is a mixture
of longitudinal and transverse components.

For the purpose of calculating scattering rates the angular depend-
ence of υsL and υsT can be neglected and the following average quantit-
ies for the elastic constants can be used to define 〈υsL〉 = 〈cL/ρ)1/2 and
(υsT) = (cT/ρ)1/2, namely

cL = c12 + 2c44 + 3
5

c∗

cT = c44

(
c44 + 1

3 c∗
)

c44 + 1
8 c∗ ≈ c44 + 1

5c∗
(3.206)
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Impurity scattering4
4.1. General features

The scattering of electrons by the change in potential introduced by
an impurity into the lattice differs from lattice scattering in a number
of ways. In our simple idealized picture of a semiconductor an elec-
tron state and a vibrational state both spread uniformly over the crystal
volume. The interaction between them takes place in all unit cells and
there is no picture of them being in any degree localized in the the-
ory that we have outlined in the previous chapter. When an impurity is
introduced into the lattice its interaction with the electron possesses a
more local character, and scattering will occur with appreciable prob-
ability only in the vicinity of the impurity site. The same is true of other
defects such as vacancies, and we shall use the term impurity to cover
all such defects provided that, like an impurity atom, they occupy only
one isolated lattice site. This local character means that we must envis-
age the incoming electron as a wavepacket, at least partially localized in
the vicinity of the scattering centre. This aspect of localization means,
among other things, that it is possible to speak of a scattering cross-
section for the collision as well as a rate. Such a geometric attribute
cannot usefully be invented for scattering by phonons.

However, the scattering of a Bloch-wave electron by an impurity
is never a truly localized event. The scattering potential of an indi-
vidual impurity has infinite range and, moreover, there are always many
impurity sites present in the crystal. Strictly speaking, we ought to con-
sider the electron as being continually scattered; in other words we must
consider the electron to have dynamic properties different from those
of the Bloch wave particle—different effective mass for instance. If the
impurities were regularly arrayed in a superlattice, we could describe
a superband structure with energy gaps at the superzone boundaries
and associated negative-mass behaviour—a conduction band struc-
ture associated with the impurity band of bound electrons (Chapter 2,
Section 2.12). A random array of impurities also possesses a superband
structure, albeit with blurred gaps and edges. Whatever the impurity
distribution, nonlocal characteristics of this sort will be present in addi-
tion to close-encounter scattering events and a full description requires
quantum transport theory.

The analogue in classical physics is the motion of a body in a random
array of field sources, such as a star moving and gravitationally inter-
acting with other stars or an electrical particle moving in a plasma.
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The variation of gravitational or electric fields which the particle ex-
periences is described by the Holtsmark distribution (Holtsmark 1919;
Chandresekhar 1943), and in many situations it is possible to describe
the motion of the particle satisfactorily in terms of the tail of the
distribution which corresponds to high fields. Since this tail is very
largely determined by two-body collisions involving relatively short-
range interactions we are led to the division of all collisions into two
categories: infrequent strong two-body interactions and very frequent
weak many-body interactions. In a simple quantum-mechanical pic-
ture a time-average of the very frequent weak collisions determines
a set of time-independent states, and transitions between these states
are induced by infrequent strong two-body collisions. We shall adopt
this model for the electron in the conduction band of a semiconductor,
and we shall adopt the further simplification that the impurity density
is so low that the time-independent states are satisfactorily described
by Bloch waves. As we shall see, a rigorous distinction between two-
body and three-or-more-body collisions is necessary for dealing with
coulombic centres.

The close approach of an electron to an impurity site often implies
large perturbations of the electron’s motion which renders the usual
approach based upon first-order time-dependent perturbation theory
rather inaccurate. Consequently it is generally necessary to solve the
time-independent Schrödinger equation and find solutions of the form
of a Bloch plane wave plus a scattered wave, using the concept of the
phase shifts of partial waves (e.g. Schiff 1955). The simpler Born ap-
proximation can only be adopted for fast electrons. A criterion based
on some characteristic radius rT associated with the impurity centre
is that for the Born approximation to be applicable we must have
k2r2

T � 1. When k2r2
T 
 1 the method of phase shifts produces rather

simple results. For coulombic centres, for example, rT = a∗
H where a∗

H is
the effective Bohr radius, whereas for neutral centres rT is not likely to
be much greater than the order of a unit cell dimension. Since impurity
scattering is usually strongest at low temperatures where the electrons
have low thermal energy, it is not usually practical to make the Born
approximation.

It is useful to have a quantitative idea of the magnitude of the
electron wavevector. In a parabolic band

k = (2m∗Ek)
1/2

�
= 5.123 × 109

(
m∗

m

)1/2

E
1/2
k m−1 (4.1)

with Ek in eV. Thus for m∗/m = 0.1 and Ek = 0.01 eV we obtain
k = 1.620 × 108 m−1 which corresponds to a wavelength of 388 Å. For
an impurity core of radius 10 Å, (krT)2 ≈ 0.026, and so the phase-shift
method is the only alternative for neutral centres and for calculating the
effects of the core in a charged centre. However, the coulombic com-
ponent of scattering by a charged centre can be described by either the
Born approximation or the phase-shift method.

The general solution of the Schrödinger equation describing positive
energy states in a spherically symmetrical potential is (e.g. Schiff 1955)
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ψ(r) = A

kr

∞∑
l=0

{Fl(kr) cos δl + Gl(kr)sin δl} Pl(cos θ) (4.2)

where A is a normalizing constant, l the angular momentum quantum
number, Fl(kr) is the regular and Gl(kr) the irregular radial wavefunc-
tion, Pl(cos θ) is the Legendre spherical harmonic, and δl is the phase
shift determined by fitting ψ(r) to the internal solution in the core
r � rT in both value and slope. This form encompasses both neutral
and charged centres.

The asymptotic form of eqn (4.2) is, for a non-coulombic potential,

ψ(r) −−−→
r→∞ A

{
exp(ik · r) + f (θ)

r
exp(ikr)

}
(4.3)

whence it follows that the differential cross-section for scattering into
the solid angle defined by the polar angle θ is given by

σ (θ) = | f (θ)|2. (4.4)

Since

exp(ik · r) =
∞∑

l=0

(2l + 1)il jl(kr)Pl(cos θ) (4.5)

where jl(kr) is the regular spherical Bessel function, and since Fl(kr)
and Gl(kr) can be expressed in terms of regular and irregular spherical
Bessel functions, it can be shown that

f (θ) = 1
k

∞∑
l=0

(2l + 1)exp(iδl)sin δlPl(cos θ ). (4.6)

A coulomb potential presents well-known difficulties since its effect
is felt even in the asymptotic solution, which never becomes a plane
wave. Nor can the incident wave be other than an asymptotic coulomb
wave in form. Given an incident coulomb wave one obtains

fc(θ) = − μ(Ek)

2k sin2(θ/2)
exp

(
i
[
μ(Ek)log

{
sin2(θ/2)

}
+ π + 2η0

])
(4.7)

η0 = arg
 {1 − iμ(Ek)} μ(Ek) = Z
(
R∗

H/Ek

)1/2 (4.8)

where R∗
H is the effective Rydberg energy, whence

σ (θ) = μ2

4k2 sin4(θ/2)
(4.9)

which diverges as θ → 0. This problem will be discussed in detail in the
next section.

When the coulomb potential does not continue inwards to r = 0, and
this is the case in a semiconductor where core deviations always occur,
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the scattering wave becomes a mixture of coulomb and core scattering,
and one obtains

f (θ) = fc(θ) + 1
k

∞∑
l=0

(2l + 1)exp{i (δl + 2ηl)}sin δlPl(cos θ) (4.10)

ηl = arg
(l + 1 − iμ) (4.11)

where fc(θ) is the pure coulomb term given in eqn (4.7), and the sum is
the contribution from the core which is eqn (4.6) with an extra phase
shift 2ηl. In this case the functions Fl(kr) and Gl(kr) in eqn (4.2) are
the regular and irregular coulomb wavefunctions (Abramowitz and
Stegun 1972). Equation (4.10) with eqn (4.4) is a useful general form for
describing two-body impurity scattering by either charged or neutral
centres to which we shall have recourse when we consider central-cell
modifications of charged-impurity scattering in Section 4.4.

When the constant-energy surfaces of the band containing the scat-
tering particle are not spherical the theory of impurity scattering
becomes rather difficult. In what follows we shall generally assume
that spherical energy surfaces prevail. Where the mass is anisotropic
it is possible to use the fact that small-angle scattering dominates
charged-impurity scattering to define diagonalized tensor components
of the scattering rate (Ham 1955), and a similar result can be ob-
tained for neutral-impurity scattering, this time by virtue of its isotropy
(Brooks 1955), with the effective Bohr radius given by the theory of
shallow impurity levels (Kohn 1957).

Inter-valley scattering may conceivably occur by a capture–emission
process involving effective-mass impurity states in which an electron is
captured from one valley and emitted into another (Weinreich, Sanders,
and White 1959). Otherwise, the large change in crystal momentum
involved makes direct inter-valley scattering by impurities an extremely
weak process. In what follows we shall always assume that impurity
scattering is intra-valley scattering.

4.2. Charged-impurity scattering

A purely coulombic potential, i.e. one which is inversely proportional
to r, distorts a plane electron wave at all distances, and consequently
the scattering cross-section is effectively infinite. There are four ways
to overcome this problem and these are associated with the follow-
ing names and terms: (1) Conwell–Weisskopf, (2) Brooks–Herring,
(3) uncertainty broadening, and (4) third-body exclusion.

4.2.1. Conwell–Weisskopf approximation

The approach adopted by Conwell and Weisskopf (1950) was based on
the classical picture of Rutherford scattering in that the electron was re-
garded as a reasonably well-localized wave packet whose path could be
described by a classical orbit with a well-defined impact parameter b.
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FIG. 4.1.
Rutherford scattering.

From classical theory the relation between impact parameter and
scattering angle θ is (Fig. 4.1)

b = μ

k
cot
(
θ

2

)
(4.12)

where k is the electron wavevector and μ is defined in eqn (4.8). The
Conwell–Weisskopf approximation consists of limiting the impact
parameter to half the average separation distance of the impurities:

bmax = 1
2

N
−1/3
I (4.13)

where NI is the impurity concentration. Though this is an arbitrary pre-
scription, it is in the spirit of regarding scattering as essentially a two-
body process: in this case the electron and the nearest impurity centre.

As a consequence of eqn (4.12) a minimum angle of scattering is
defined:

θmin = 2 cot−1

(
k

2μN
1/3
I

)
. (4.14)

The total cross-section is then

σ = 2π

π∫
θmin

σ (θ)sin θ dθ . (4.15)

Substituting σ (θ) from eqn (4.9) we obtain, not surprisingly,

σ = πb2
max. (4.16)

Usually, we are interested in momentum and energy relaxation. Since
the mass of the impurity embedded in the lattice greatly exceeds that
of the electron, the collisions are very close to being elastic. There
is therefore no energy relaxation associated with impurity scattering.
A momentum relaxation cross-section can be defined as follows:
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σm = 2π

π∫
θmin

σ (θ)(1 − cos θ)sin θ dθ

= −4π
(μ

k

)2
log

{
sin
(
θmin

2

)}
(4.17)

= 2π
(μ

k

)2
log

{
1 + b2

max

(
k

μ

)2
}

(4.18)

where μ = Z
(
R∗

H/Ek

)1/2.
This cross-section remains finite for small energies of incidence, and

approaches 2πb2
max as k approaches zero. In this limit σm = 2σ .

However, in most applications b2
max(k/μ)2 � 1, and the cross-section

decreases rapidly with increasing energy. Writing σm as an explicit
function of electron energy, we obtain

σm = π

2

(
Ze2

4πεEk

)2

log

⎧⎨
⎩1 +

(
4πεEk

N
1/3
I Ze2

)2
⎫⎬
⎭ . (4.19)

4.2.2. Brooks–Herring approach

Since electrons in the bands of semiconductors, and even in localized
states given sufficient time, may move in response to electric fields,
screening of the coulomb field may occur and this has the effect of
causing the potential experienced by an electron in the band to drop
off more rapidly with r. The simplest form which contains the effect of
screening is the potential

V (r) = Ze

4πε|r − R| exp(−q0|r − R|) (4.20)

where q0 is the reciprocal screening length (see Appendix). (See
Debye and Hückel (1923) for electrolytes, Mott (1936) for metals, and
Dingle (1955) and Mansfield (1956) for semiconductors.)

The effect of screening on scattering can be calculated simply in the
Born approximation. The scattering rate is given by

W (k) =
∫

2π
�

∣∣〈k′ ∣∣ēV (r)
∣∣ k〉∣∣2 δ(Ek′ − Ek) dk′ V

8π3
(4.21)

where k and k′ are the initial and final state wavevectors and V is
the volume of the cavity. The matrix element is, taking the origin of
coordinates at the impurity centre,

〈
k′ ∣∣ēV (r)

∣∣ k〉 = 1
V

∫
exp(−ik′ · r)

Ze2

4πεr
exp(−q0r)exp(ik · r) dr (4.22)

=
(
Ze2/εV

)
∣∣k′ − k

∣∣2 + q2
0

.
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Conservation of crystal momentum.

Since conservation of energy ensures that k′ = k, we have (Fig. 4.2)∣∣k′ − k
∣∣2 = 2k2(1 − cos θ ) = 4k2 sin2(θ/2). (4.23)

The scattering rate is thus

W (k) = 2πZ2e4

�ε2V2

∫
δ(Ek′ − Ek){

4k2 sin2(θ/2) + q2
0

}2
k′2dk′ sin θ dθ dφ

V

8π3
.

(4.24)

Replacing k′2dk′/8π3 by {N(Ek′)/4π} dEk′ , where N(Ek′) is the density
of final states per unit energy, we obtain the scattering rate per unit
solid angle as follows:

W (θ) = Z2e4N(Ek)

2�ε2V

1{
4k2 sin2(θ/2) + q2

0

}2
. (4.25)

The relation between rate and cross-section is simply

W (θ) = υ

V
σ (θ) (4.26)

where υ is the group velocity of the electron. Consequently

σ (θ) = Z2e4N(Ek)

32�ε2υk4

1{
sin2(θ/2) + (q0/2k)2

}2 (4.27)

= μ2

4k2

1{
sin2(θ/2) + (q0/2k)2

}2
. (4.28)

(We are assuming that the band is parabolic.) The divergence at θ = 0
has been removed by the screening.

The total cross-section is now

σ = 4π(μ/q0)
2

1 + (q0/2k)2
(4.29)

and the momentum relaxation cross-section is

σm = 2π
(μ

k

)2
[

log

{
1 +

(
2k

q0

)2
}

− 1

1 + (q0/2k)2

]
(4.30)
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or, as a function of energy (Brooks 1951),

σm = π

2

(
Ze2

4πεEk

)2 {
log

(
1 + 8m∗Ek

�2q2
0

)
− 1

1 + �2q2
0/8m∗Ek

}
. (4.31)

Though this formulation solves the problem of infinite cross-sections
in a less arbitrary way than the Conwell–Weisskopf approximation,
it does so not by going to the heart of the matter but by mixing in
a separate and distinct physical process, namely electrical screening.
There is no necessity in a real situation for screening to be present or
sufficiently strong to limit the cross-section to plausible magnitudes.
Once screening is too weak to limit the cross-section to the geomet-
ric value determined by the average separation of impurities (which
is the Conwell–Weisskopf cross-section), it is not possible to consider
the scattering process as a simple two-body collision and the whole
approach breaks down.

However, where screening is appreciable the Brooks–Herring result is
useful, and there have been several treatments of the screening problem
which illuminate the screening process and introduce more sophistic-
ated models (e.g. Takimoto 1959; Hall 1962; Moore 1967; Falicov and
Cuevas 1967; Csavinsky 1976). The Thomas–Fermi potential, on which
the Brooks–Herring treatment is based, is calculated in a self-consistent
way (see Appendix), but its validity in a scattering event relies on the
assumption that the approaching electron does not perturb the field by
its presence. During the scattering event an electron can repel screening
electrons and attract screening holes, and so the amount of screening
can vary throughout the process. Such effects can occur only if the
screening charges can interact rapidly enough. The characteristic re-
sponse time for screening is the dielectric relaxation time τε = ερ, where
ε is the permittivity and ρ the resistivity. Modifications to the screened
potential will occur only if

W 2τ 2
ε 
 1 (4.32)

where W is the scattering rate. In such a situation screening becomes
a complicated many-body process involving electron correlation ef-
fects and plasma collective motion. Takimoto (1959) modified the
Thomas–Fermi potential by including correlation, and obtained essen-
tially the same result as that which he obtained using the many-body
treatment of Nakajima (1954) and that which he obtained using the
collective motion approach of Bohm and Pines (1951, 1952, 1953). For
non-degenerate semiconductors Takimoto showed that q2

0 should be
replaced by q2

0F(y), where F(y) � 1 and is given by (Fig. 4.3):

1.0

1.0

f(y)

2.0y
0

FIG. 4.3.
Screening function. The broken line
represents a step-like approximation.
(After Takimoto 1959.)

F(y) = 1
y
√
π

∞∫
0

x exp(−x2)log

∣∣∣∣x + y

x − y

∣∣∣∣ dx (4.33)

y = �
∣∣k′ − k

∣∣
2(2m∗kBT)1/2 . (4.34)
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McIrvine (1960) showed that when F(y) is small (y large) the corres-
ponding potential has spatial oscillations of the form

V (r) = Ze

4πεr
exp(−αr)cosαr (4.35)

where

α = �q2
0

2(2m∗kBT)1/2
. (4.36)

Takimoto’s result lies near that of the Brooks–Herring approxima-
tion at low to moderate carrier concentrations (n À 1017 cm−3) but
falls between the predictions of the Brooks–Herring and Conwell–
Weisskopf approximations towards higher concentrations (see also
Hall 1962).

Another problem connected with scattering by a screened potential
is the failure of the Born approximation towards low incident energies.
Blatt (1957) performed a numerical phase-shift analysis and showed
that the Born approximation overestimated the cross-section at low en-
ergies and that differences between negatively and positively charged
centres became discernible. We shall pursue the phase-shift approach
in Section 4.4.

4.2.3. Uncertainty broadening

In quantum mechanics energy levels are never precisely defined. The
transition between two states involving photons, as is well known, takes
place over a range of photon energies given by the natural line width
Lorentzian

F(E) = 1
π

�


(E − E0)2 + �2
2
(4.37)

where E is the emitted energy, E0 is the energy separation of the two
states, and 
 is the transition rate. The uncertainty in the energy of the
transition is �
 which corresponds to a lifetime of 
−1. Since∫

F(E) dE = 1
π

tan−1
(

E − E0

�


)
(4.38)

it is permissible when 
 is very small to make the replacement

F(E) −−−→

→0

δ(E − E0) (4.39)

and in fact this is usually done in scattering theory. Fujita, Ko, and
Chi (1976) have made the useful point that uncertainty broaden-
ing removes the divergence in pure coulombic scattering as regards
momentum transfer. (That uncertainty broadening also softens the
transition between the emission of phonons being forbidden to be-
ing allowed was noted by Morgan (1963).) Thus an extension of the
theory of charged impurity scattering to include uncertainty broaden-
ing removes the necessity for screening to be present, at any rate for
momentum transfer.
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The scattering rate is the expression of eqn (4.21) with the energy-
conserving delta function replaced by F(E), namely

W (k) =
∫

2
∣∣〈k′ ∣∣ eV (r)

∣∣k〉∣∣2 

(Ek′ − Ek)2 + �2
2

V

8π3
dk′. (4.40)

For a pure coulombic potential

W (k) = 2

(
Ze2

εV

)2
V

8π3

∫

{

(Ek′ − Ek)
2 + �2
2

} ∣∣k′ − k
∣∣4 dk′ (4.41)

which still diverges for small-angle scattering. The total momentum
relaxation rate for NI impurity centres per unit volume is

1
τm

= 2

(
Ze2

ε

)2
N1

8π3

∫

(1 − cos θ){

(Ek′ − Ek)2 + �2
2
} ∣∣k′ − k

∣∣4 dk′. (4.42)


 can be identified with 1/τm, and the term Ek′ −Ek in the denomin-
ator can be neglected since the integrand still peaks sharply at k′ = k.
We obtain, after changing variables to q,χ , and φ, where (see Fig. 4.2)

q = ∣∣k′ − k
∣∣ cos θ = k + q cos χ(

k2 + q2 + 2kq cos χ
)1/2

, (4.43)

and allowing q to range from 0 to ∞,

1
τ 2

m
=
(

Ze2

ε

)2
NI

4π3�2

×
∞∫

0

1∫
−1

2π∫
0

1
q2

{
1 − K + q cos χ

(k2 + q2 + 2kq cos χ)1/2

}
dq d(cos χ) dφ

=
(

Ze2

ε

)2
NI

π2�2

⎧⎨
⎩

k∫
0

dq

3k2
+

∞∫
k

1
q2

(
1 − 2

3
k

q

)
dq

⎫⎬
⎭

=
(

Ze2

ε

)2
NI

π2�2k
. (4.44)

Thus

1
τm

= Ze2N
1/2
I

πε�1/2(2m∗Ek)1/4
. (4.45)

This expression was first given by Fujita et al. (1976). For com-
parison, the momentum relaxation rate in the Conwell–Weisskopf
approximation is υσmNI, i.e.

1
τm

=
(

Ze2

4πε

)2
πNI

(2m∗E3
k)1/2

log

⎧⎨
⎩1 +

(
4πεEk

N
1/3
I Ze2

)2
⎫⎬
⎭ . (4.46)
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The rate with uncertainty broadening (eqn (4.45)) exceeds that pre-
dicted by the Conwell–Weisskopf formula and differs significantly in
its dependence on energy and impurity concentration.

The fact that the uncertainty broadening rate exceeds the Conwell–
Weisskopf rate means that the effective cross-section is so large that,
as in the case of the Brooks–Herring approach with weak screening,
the simple two-body collision process envisaged by the theory breaks
down. Moreover, the inclusion of uncertainty broadening removes the
divergence only for momentum relaxation—the scattering rate itself
is still infinite. Thus, this approach, although self-consistent, does not
solve the basic problem associated with the coulomb potential.

4.2.4. Statistical screening

A reconciliation of the Conwell–Weisskopf and Brooks–Herring ap-
proaches can be effected by the simple device of weighting the scatter-
ing event with the probability of its being a truly two-body nearest-
scatterer process (Ridley 1977). If a consistent one-centre scattering
approximation is to be adopted, as has been the case in all treatments
of this problem in semiconductors, then it is logically necessary to ex-
clude the possibility of there being a second scattering centre closer to
the particle being scattered. If only the closest impurity scatters and the
interaction with all others averages to zero, such a procedure is called
for and entailed by the demands of consistency.

The weighting factor we require can be obtained by using the idea of
a classical trajectory for which the impact parameter is b (Fig. 4.1). If
p denotes the probability of there being no second scattering centre for
which the impact parameter would lie between b and b + db, then

p = 1 − 2πNIab db (4.47)

where NI is the density of impurities and a is their average separation
distance, and this follows because 2πNIab db is the probability that such
a centre exists. If P(b) is the probability that no scattering centre exists
with an impact parameter less than b, and if P(b+db) is the probability
that no scattering centre exists with an impact parameter less than b +
db, it follows that

P(b + db) = P(b)p. (4.48)

Consequently

P(b) = C exp
(−πNIab2) (4.49)

and since P(0) = 1 it follows that C = 1, and therefore

P(b) = exp
(−πNIab2). (4.50)

The impact parameter is related to the differential cross-section σ (θ) as
follows:

σ (θ) d� = −2πb db (4.51)
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where θ is the scattering angle, d� is the element of solid angle, and
b = 0 when θ = π . Thus the probability P(b) of there being no third
body can be related to the two-body cross-section. The latter must then
be weighted by P(b) in order to include in the overall scattering pro-
cess only two-body processes. P(b) can be referred to as the third-body
exclusion factor or, in an obvious analogy, the third-body screening
factor. This exclusion factor has to be applied to all two-body scat-
tering processes in which the bodies are localized. It is applicable to
all impurity scattering in principle, by neutral as well as by charged
centres.

Its application to charged-impurity scattering removes the diver-
gence inherent in coulomb scattering simply by building into the theory
the decreasing probability of there being two-body scattering events
with scattering angles tending to zero. From the Brooks–Herring ex-
pression for the differential cross-section (eqn (4.28)) and from eqn
(4.51) we have

b2 = (μ/k)2 cos2(θ/2){
sin2(θ/2) + (q0/2k)2

} {
1 + (q0/2k)2

} (4.52)

whence the weighted differential cross-section becomes

σ (θ) = (μ/2k)2{
sin2(θ/2) + (q0/2k)2

}2

× exp

⎧⎨
⎩− πNIa(μ/k)2 cos2(θ/2){

sin2(θ/2) + (q0/2k)2
} {

1 + (q0/2k)2
}
⎫⎬
⎭ . (4.53)

Even when screening is weak this cross-section no longer diverges at
small angles. Thus the total cross-section is

σ = 2π

π∫
0

σ (θ)sin θ dθ = 1
NIa

[
1 − exp

{
−4πNIa (μ/q0)

2

1 + (q0/2k)2

}]

(4.54)

which tends to (NIa)−1 in the limit of weak screening (q0 → 0). This is
exactly the Conwell–Weisskopf result provided that we take the average
separation to be given by

a = 4N
−1/3
I /π . (4.55)

(According to Chandresekhar (1943) the average separation should be
taken to be (2πNI)−1/3; see Appendix 4.10.) The Brooks–Herring result
(eqn (4.29)) is obtained in the limit NI → 0 (Fig. 4.4).

The momentum relaxation cross-section is given by

σm = 2π
(μ

k

)2
L(Ek) (4.56)
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FIG. 4.4.
Cross-over from Brooks–Herring (B–H)
to Conwell–Weisskopf (C–W) scattering
with decreased screening based on
third-body exclusion. L(E) is given by
eqn (4.57) and η by eqn (4.61). The
parameter defining C–W scattering is
πNIa(μ/k)2. (After Ridley 1977.)

where

L(Ek) = ez
(
E1(z) − E1(y)

)− 1
y

[
1 − exp

{
− y

1 + (q0/2k)2

}]
(4.57)

z = πNIa(μ/k)2

1 + (q0/2k)2
y = 4πNIa

(
μ

q0

)2

.

Here E1(x) is the exponential integral:

E1(x) =
∞∫

x

e−t

t
dt. (4.58)

In the limit NI → 0, L(Ek) goes to the Brooks–Herring value:

L(Ek) → log

{
1 +

(
2k

q0

)2
}

− 1

1 + (q0/2k)2
. (4.59)

In the limit of weak screening

L(Ek) → exp
{
πNIa

(μ
k

)2
}

E1

{
πNIa

(μ
k

)2
}

(4.60)

which replaces the logarithm in the Conwell–Weisskopf expression
(eqn (4.18)) and gives the same cross-section in the limit of small
electron energy.

This theory of statistical screening (so-called) successfully reconciles
the two approaches and provides a criterion for deciding when screen-
ing is decisive and when it is not. If we define a dimensionless quantity
η such that

η = 16N
2/3
I

(
μ

q0

)2

=
(

4ZN
1/3
I

q0

)2
R∗

H

Ek
(4.61)

it is evident that the following criteria apply for the use of the two
formulae (Fig. 4.4):

η 
 1 Brooks–Herring
η � 1 Conwell–Weisskopf. (4.62)
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Although statistical screening is useful in making an analytic bridge
between the two most useful formulae, it is only another step forward in
providing a clear conceptual picture of the physical reality of charged-
impurity scattering which is essentially a many-body phenomenon.
Quantum transport theories which explicitly treat such many-body
phenomena as coherent scattering from pairs of centres and dress-
ing effects of impurities have tended to be too opaque to have found
general application in describing semiconductor phenomena, and they
have predicted corrections whose magnitudes are not much larger than
those introduced by uncertainties in the assessments of impurity con-
centration and the strength of accompanying scattering mechanisms
and have been consequently regarded with reservation. However, even
when such theories convincingly and clearly describe physically dis-
tinguishable elements beyond the screened two-body interaction, the
Conwell–Weisskopf and Brooks–Herring formulae and their recon-
ciliation through third-body exclusion continue to provide a useful
quantitative conceptual framework for the experimentalist.

4.3. Neutral-impurity scattering
4.3.1. Hydrogenic models

Non-ionized shallow donors and acceptors at low temperatures provide
an important class of neutral impurities. It is not surprising that scatter-
ing by these centres was the first to be treated theoretically, especially as
these impurities resemble neutral hydrogen in their electronic structure.
Pearson and Bardeen (1949) were the first to point out that the cross-
sections of neutral hydogenic impurities and of ionized centres are
comparable for slow electrons. The theory of slow collisions with neut-
ral hydrogen was developed by Massey and Moisewitsch (1950) and
their results were applied to the analogous situation in semiconductors
by Erginsoy (1950).

Since slow electrons are involved the basic approach has been via the
phase-shift method. For very slow electrons such that k2a∗2

H 
 1, where
a∗

H is the effective Bohr radius, only the zero-order phase shift (l = 0)
is appreciable and the scattering is spherically symmetrical. From eqns
(4.4) and (4.6) we have

σ (θ) = sin2δ0/k2 (4.63)

and since there is spherical symmetry the total cross-section is

σ = 4π sin2δ0/k2 (4.64)

where δ0 is the l = 0 phase shift. The calculation of δ0 is quite difficult
since it must include the effect of the static field of hydrogen and also
the dynamic effects of electron exchange and the polarization of the
atom by the incident electron. All these components were included in
the calculation of Massey and Moisewitch, and Erginsoy pointed out
that for energies such that ka∗

H � 0.5 their results could be expressed in
the simple analytic form

σ = 20a∗
H/k. (4.65)
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Even at the upper end of the range of applicable energies
(
ka∗

H = 0.5
)

this cross-section is about ten times the cross-sectional area of the
Bohr orbit, i.e. typically of the order 10−12 cm2. Note that because of
the spherical nature of the scattering this cross-section is also that for
describing momentum transfer.

Erginsoy’s formula has always had rivals. Mattis and Sinha (1970)
applied the results of an elaborate calculation for hydrogen and found
a cross-section that was a factor of 2 smaller than Erginsoy’s. However,
quite different dependences on energy were predicted by Anselm (1953)
and Sclar (1956) who based their approaches on scattering by a spher-
ically symmetrical square-well potential. Sclar’s approach illuminated
the role of the weakly bound negative-ion state, and we shall discuss
this in Section 4.3.2. More recently, McGill and Baron (1975), basing
their approach on the results of the polarized-orbital calculation of
Temkin and Lamkin (1961), obtained numerical results more akin to
those predicted by Sclar than by Erginsoy (Fig. 4.5).

Evidently the problem of scattering by hydrogenic impurities is still
an open one, though a measure of agreement as to magnitude does
exist within a factor of 2 or so between the various models for energies
between 0.01 and 1.00 times the ionization energy.

4.3.2. Square-well models

Scattering from spherically symmetrical square-well potentials can be
treated analytically, and the results ought to be applicable to deep-
level impurities as well as to core scattering by charged impurities.
Their application to scattering by neutral hydrogenic impurities has
already been mentioned. Thus the square-well model for neutral im-
purity scattering offers a useful description which illuminates a great
many practical situations (El-Ghanem and Ridley, 1980).

We shall assume that only l = 0 scattering is important and compute
the phase shift of the l = 0 wave from the internal (0 � r � rT) and
external (rT � r) wavefunctions ψint(r) and ψext(r). For a square-well
these wavefunctions are as follows:

ψint(r) = Aj0(αr)
ψext(r) = B { j0(kr)cos δ0 − n0(kr)sin δ0} (4.66)

where j0(ρ) is the spherical Bessel function and n0(ρ) is the spherical
Neumann function, namely

j0(ρ) = sin ρ
ρ

n0(ρ) = −cos ρ
ρ

(4.67)

and α is given by

α =
{

2m∗
T (E + V0)

�2

}1/2

(4.68)

where m∗
T is the effective mass within the square well and V0 is the

depth of the well. Fitting the slope and the value at r = rT leads to
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FIG. 4.5.
(a) Relaxation time versus energy for neutral-impurity scattering based on hydrogenic models: solid curve, McGill and Baron 1975;
broken line, Erginsoy 1950. Time is in units of 8πεR∗

Hm∗/NI�e2. (b) Mobility versus temperature: solid curve, McGill and Baron 1975;
broken line, Erginsoy 1950; chain line, Sclar 1956. (c) Ratio of Hall to drift mobility versus temperature. (After McGill and Baron 1975.)

sin δ0 = k cot(krT) − α cot(αrT){
k2 + α2 cot2(αrT)

}1/2 {1 + cot2(krT)
}1/2 . (4.69)

In the limit of small energies such that cot krT ≈ (krT)
−1 we obtain

sin δ0 ≈ k {1 − αrT cot(αrT)}{
k2 + α2 cot2(αrT)

}1/2
. (4.70)

All the characteristics of the potential are contained in the terms α and
rT. Phase shifts for partial waves with angular momentum (l 	= 0) are
much smaller when k2r2

T 
 1 except in those cases where resonances
exist. We shall assume in what follows that resonances associated with
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l > 0 do not exist and continue to explore only scattering with zero
angular momentum.

Three principal cases can be identified. The first is defined by the
condition

|αrT cot(αrT)| � 1 (4.71)

whence (since k2r2
T 
 1)

sin δ0 ≈ ±krT (4.72)

and

σ ≈ 4πr2
T. (4.73)

This case corresponds to scattering by a sphere, and is often referred to
as hard-sphere scattering. Since rT for neutral centres will be of order
of the unit cell dimension, i.e. two or three ångströms, the cross-section
will not much exceed 10−14 cm2, which is small compared with other
electron scattering cross-sections. Consequently, there exists a class of
neutral impurities, for which the condition of eqn (4.71) is satisfied,
which do not scatter electrons appreciably.

The second case is the special one defined by

αrT cot(αrT) = 1 (4.74)

which gives a zero cross-section. This corresponds to the Ramsauer–
Townsend effect for slow electrons and defines a second class of neutral
impurities which do not scatter electrons appreciably.

The third case is one in which

|αrT cot(αrT)| À krT(
 1) (4.75)

whence

sin δ0 ≈ k(
k2 + α2 cot2(αrT)

)1/2
σ ≈ 4π

k2 + α2 cot2(αrT)
. (4.76)

The cross-section can be particularly large in this circumstance. This
case is referred to as resonant scattering because it depends upon
αrT cot(αrT) ≈ 0 which is the condition for the appearance of a
bound state. The neutral impurity potential is such that it can ac-
tually bind an electron to form a negatively charged ion, or it can
nearly do so. The first alternative forms the basis of the Sclar formula,
and the second forms the basis of resonant scattering analogous to
Breit–Wigner scattering in nuclear physics.

4.3.3. Sclar’s formula

Let us suppose that the square-well potential of the neutral impurity
can bind an electron into a state ET below the conduction band. This
means that (Schiff 1955)

αT cot(αTrT) = −βT (4.77)
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where

αT =
{

2m∗
T(V0 − ET)

�2

}1/2

β =
(

2m∗
TET

�2

)1/2

. (4.78)

If ET is assumed to be very small compared with the depth of the well,
we can replace α in eqn (4.76) by αT without much error. Moreover,
if ET is small, it is plausible to adopt an effective-mass approximation
and replace m∗

T by the conduction band mass. We then arrive at Sclar’s
result:

sin δ0 = E
1/2
k

(Ek + ET)
1/2

(4.79)

σ = 4π
(
�

2/2m∗)
Ek + ET

. (4.80)

Sclar applied this to the hydrogenic centre and took ET as the observed
binding energy for a second electron on hydrogen reduced by a factor
(m∗/m)(ε/ε0)−2 (the factor scaling the Rydberg energy):

ET = 0.75
m∗

m

(ε0

ε

)2
eV (4.81)

which is approximately 5 × 10−4 eV in germanium and 2 × 10−3 eV
in silicon. This formula gives a cross-section similar in magnitude to
that of Erginsoy (1950) but different in energy dependence, the latter
being more akin to the dependence found by McGill and Baron (1975)
(Fig. 4.5).

If we apply Sclar’s formula (eqn (4.80)) to any neutral impurity
which can capture an electron, it is clear that small scattering cross-
sections will be obtained unless ET is small. Thus neutral impurities
which can bind an electron into a deep level will not act as strong
scattering centres.

4.3.4. Resonance scattering

Returning to eqn (4.76), we see that if the potential is such that at an
energy Ek = Er

αrrT cot(αrrT) = 0 (4.82)

we obtain a resonant form of scattering. This will occur when the im-
purity potential is just not strong enough to bind an electron. Let us
put �E = Ek − Er and expand αrT cot(αrT) about the resonance:

αrT cot(αrT) ≈ αrrT cot(αrrT)+ �E

2 V0

{
αrrT cot(αrrT)

− (αrrT)
2 cosec2(αrrT)

}
. (4.83)

Taking αrrT = π/2 at resonance, we obtain

αrT cot(αrT) ≈ −π2�E

8 V0
(4.84)
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whence

sin δ0 = 
(
�E2 + 
2

)1/2 (4.85)

σ = 4π
k2


2

�E2 + 
2
(4.86)

where


 = 8V0

π2 krT = (E0Ek)
1/2 . (4.87)

This has the form of a resonance with a width 
 which is energy de-
pendent. It is proportional to the density of states per unit energy
in a parabolic band, and if 
2 = E0Ek, E0 can be regarded as a
characteristic energy for the scattering process.

Resonance scattering will be readily detectable only if the width is
not so small that it spans very little of the thermal distribution of elec-
trons in the band, for then only a few electrons will have the right energy
(Fig. 4.6). Even so, its effect is likely to be evident in transport proper-
ties, mainly in the Hall factor because of its comparatively rapid energy
dependence.

In non-degenerate material the resonance energy must lie no more
than a few tens of millielectronvolts above the band edge for it to influ-
ence thermal electrons. The resonant level in a multi-valley conduction
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Resonance scattering of electrons in
n-type GaAs: (a) cross-section σc for
Breit–Wigner resonance versus energy
and its dependence on the width E0 of
the resonant level (Er = 5 meV);
(b) mobility times Nr versus
temperature and its dependence on
E0 (Er = 5 meV); (c) Hall scattering
factor rH versus temperature T and its
dependence on E0 (Er = 5 meV) (After
El-Ghanem and Ridley 1980.)
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band structure may lie lower than one or more sets of minima. For
example, a resonant level 10 meV above the bottom of the conduction
band in GaAs would lie well below both the L and X sets of minima. In
such a case the impurity potential relative to the upper valleys may be
deep enough to produce metastable bound states associated with these
upper minima at energies which overlap the lower 
 band. Such states
will act as resonant scattering states. (The simplest examples of these
are effective-mass states characteristic of particular minima, the higher
lying of which are degenerate with band states though such states are
not usually associated with neutral centres.) Resonant scattering states
can thus arise from the many-valley band structure of semiconduct-
ors as well as from properties of the impurity potential, and of course
they may be associated with partial waves with l greater than zero.
However, whatever their origin, they must lie close to the band edge in
non-degenerate material to be effective scatterers. Although high-lying
resonant states may influence hot electrons, the effect is not likely to be
great because the typically large breadth of the electron distribution in
the band will provide few carriers at the resonant energy.

In that Sclar’s solution can be regarded as an approximate zero-
energy resonance, we can conclude that neutral-impurity scattering
is important in non-degenerate material only for resonance or quasi-
resonance scattering, and then only if the impurity potential provides a
resonant level Er which satisfies the rough criterion

−R∗
H À Er À 50 meV, (4.88)

the lower limit being an order of magnitude deeper than the negat-
ive hydrogen ion centre (binding energy about 0.06R∗

H) and the upper
limit being roughly the average thermal energy of electrons at room
temperature.

4.3.5. Statistical screening

Viewing neutral-impurity scattering as a strictly two-body process
means multiplying by the statistical screening factor P(b) of eqn (4.50).
Since σ (θ) for neutral-impurity scattering is independent of the angle,
eqn (4.51) yields

b2 = 2σ (θ)(1 + cos θ ) (4.89)

whence

P(b) = exp{−2πNIaσ (θ)(1 + cos θ)}. (4.90)

The two-body differential cross-section is now angle dependent with
the consequence that the total cross-section now differs from the
momentum transfer cross-section. Thus

σ = 4πσ (θ)
1 − e−2y

2y
(4.91)

where

y = 2πNIaσ (θ) (4.92)
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Neutral impurity scattering; μNI versus
temperature T and its dependence on
the neutral impurity concentration NI
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third-body screening (NI = 1017 cm−3);
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and for the momentum relaxation cross-section

σm = 4πσ (θ)
2y + e−2y − 1

2y2
. (4.93)

For low concentrations and small intrinsic differential cross-sections
we have

σ ≈ σm ≈ 4πσ (θ) y 
 1, (4.94)

whereas for high concentrations and large intrinsic differential cross-
sections we have

σ ≈ 1/NIa σm = 2/NIa (4.95)

and a ≈ N
−1/3
I . The cross-sections of eqn (4.95) are purely geometric

limits independent of the scattering process.
The effect of the third-body exclusion in n-type GaAs is depicted in

Fig. 4.7 for both the Sclar and the Erginsoy mobilities. The effect be-
comes significant at concentrations of 1016 cm−3 and above for neutral
hydrogenic models.

4.4. Central-cell contribution to charged-impurity
scattering

Neither the screened nor the pure coulomb potential surrounding
a charged impurity extends to the core. The permittivity, which is
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determined by the polarization of the surrounding lattice, does not re-
main constant with radius, and electronegativity and size differences
between the host atoms and the impurity lead to short-range deviations
in potential which can be very marked. Core, or central-cell, effects of
this sort are responsible for chemical shifts in the ground-state ener-
gies of shallow donors and acceptors, and for the existence of deep
levels (Section 2.9). They also introduce additional features into the
scattering of electrons by charged impurities.

The simplest model (Fig. 4.8) is to assume the existence of a square-
well at 0 � r � rT which adds to the scattering of a Conwell–Weisskopf
impurity. Thus in eqn (4.4) we take

f (θ) = fc(θ) + fN(θ) (4.96)

where fc(θ) is the coulomb term (eqn (4.7)) and fN(θ) is the ‘neutral’
term arising from the square-well. Retaining only the l = 0 contri-
bution we obtain for the differential cross-section

σ (θ) = μ2

4k2 sin4(θ/2)
+ sin2 δ0

k2

+ μ sin δ0

k2 sin2(θ/2)
· cos

[
μ log

{
sin2

(
θ

2

)}
+ δ0

]
. (4.97)
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r

–

+

V0 rT

FIG. 4.8.
The model potential.
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The first term is the pure coulomb result (eqn (4.9)), the second is the
result for a short-range spherically symmetric potential, and the third
is an interference term. The momentum transfer cross-section derived
from this expression has been given by El-Ghanem and Ridley (1980).

The phase shift for the l = 0 wave can, as usual, be obtained by
matching the internal and external solutions at r = rT. The internal
solution is

ψint(r) = Aj0(αr) (4.98)

where j0(αr) is the zero-order spherical Bessel function. The external
solution is

ψext(r) = B

kr
{F0(kr)cos δ0 + G0(kr)sin δ0} (4.99)

where F0(kr) is the regular and G0(kr) is the irregular l = 0 coulomb
wave. When differentiation with respect to r is denoted with a prime we
obtain

tan δ0 =
(

F0

G0

)
rT

(
F ′

0/F0
)

rT
− α cotαrT

α cotαrT − (
G′

0/G0
)

rT

. (4.100)

In the case of a small radius core such that 2 |μ| � krT and krT → 0

rT
(
F ′

0/F0
)

rT
≈ 1 rT

(
G′

0/G0
)

rT
≈ 0 (F0/G0)rT

≈ C0krT (4.101)

where the coulomb factor C0 is

C0 = 2πμ
1 − e−2πμ

. (4.102)

The condition 2|μ| � krT is also a condition on the energy of the
incident electron, namely for a parabolic band

Ek 
 2|Z|R∗
H

(
a∗

H/rT
)

(4.103)

where R∗
H is the effective Rydberg energy and a∗

H is the effective Bohr
radius. Since rT 
 a∗

H the condition holds for Ek À R∗
H. The phase

shift is given by

sin δ0 = C0krT {1 − αrT cot(αrT)}[
(C0krT)

2{1 − αrT cot(αrT)}2 + {αrT cot(αrT)}2
]1/2

.

(4.104)

As in the neutral-impurity case, three specially simple cases can be
recognized:

1. hard-sphere core: |αrT cot(αrT)| � 1

sin δ0 ≈ ±C0krT (4.105)
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2. Ramsauer–Townsend: αrT cot(αrT) = 1

sin δ0 = 0 (4.106)

3. resonant case: |αrT cot(αrT)| 
 1

sin δ0 = C0krT[{
(C0krT)

2 + (αrT cot(αrT))
}2
]1/2

. (4.107)

Resonance occurs when αrT cotαrT = 0.
These expressions are just generalizations of the neutral-impurity

results which are recovered by putting μ = 0, whence C0 = 1. As for
neutral impurities, core scattering is important only in the third case
where a bound state or a nearly bound state exists near the band edge.

Equations (4.97) and (4.107), which describe the effective central-cell
contribution, show that negatively charged centres scatter less strongly
than positively charged centres. The latter enhance the electron charge
density at r = 0 by the coulomb factor C0, which for positive centres
and low energies is approximately equal to 2πμ, and this allows more
core scattering to take place. Negatively charged centres repel the in-
coming electron and diminish its charge density at r = 0 by the
coulomb factor, which is now approximately −2πμ exp(2πμ), i.e. very
small; thus little core scattering is possible. If core scattering is weak,
i.e. sin δ0 ≈ 0, then the distinction between opposite charges is cor-
respondingly weak. If core scattering is strong, then it will enhance
the scattering from positive centres but only weakly affect scattering
from negative centres. Negatively charged centres will therefore tend
to scatter as pure (or screened) coulombic without any central-cell
correction.

Positively charged centres, however, always possess a bound state
near the band edge, and therefore the central-cell contribution is po-
tentially important. Provided that the bound state is not too deep
it is possible to model the resonant case by using a quantum-defect
wavefunction for the localized state:

ψT(r) = A
(
r/νa∗

H

)μT−1 exp
(−r/νa∗

H

)
(4.108)

ν = (
R∗

H/ET
)1/2

μT = Zv

where R∗
H is the effective Rydberg energy, a∗

H is the effective Bohr radius
and A is a normalizing constant. Following the argument which led to
the Sclar formula, we can write the condition for a bound state to be

αTrT cotαTrT = μT − (
rT/νa∗

H
)

(4.109)

αT =
{

2m∗(V0 − ET)

�2

}1/2

(4.110)

where V0 is the depth of the well. Equation (4.109) reduces to eqn (4.77)
for the neutral case when μ = 0. When rT = 0 there is no central well
and the solution of eqn (4.109) is μT = 1, i.e. ET = Z2R∗

H, which
is the pure coulombic solution. Provided (Ek + ET)/V0 
 1, α in
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eqn (4.104) can be replaced by αT, whence the phase shift for positively
charged centres is given by

sin δ0 = C0krT
{
1 − μT + (

rT/va∗
H

)}
[
(C0krT)

2{1 − μT + (
rT/va∗

H

)}2 + {
μT − (

rT/va∗
H

)}2
]1/2

.

(4.111)

Since C0krT is small by hypothesis, a resonance occurs when
μT ≈ rT/va∗

H or equivalently

ET = ZR∗
H
(
a∗

H/rT
)

. (4.112)

This condition corresponds to a bound-state energy exactly equal to
the effective Rydberg energy of a ground state of Bohr radius rT in-
stead of a∗

H. Typically a∗
H/rT ≈ 10, so a strong central-cell contribution

might be expected for single positively charged centres which can bind
an electron into a state some 10R∗

H from the band edge. As far as the
author is aware such an effect has not been observed to date.

The phase shift in eqn (4.111) reduces to Sclar’s result (eqn (4.79))
for neutral centres (C0 = 1, μT = 0) with narrow wells

(
rT/va∗

H 
 1
)
.

The momentum relaxation cross-section for a deep-level charged im-
purity is shown in Fig. 4.9(a), and the corresponding mobility and
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FIG. 4.9.
Charged-impurity scattering of electrons
by deep-level impurities in GaAs.
(a) Scattering cross-section σc(E) versus
energy E and its dependence on the
charge at the centre for v = 0.1 and
r0/a∗

H = 0.05: broken curves, repulsive
centre, Z = −1, −2, −3; solid curves,
attractive centre, Z = +1, +2, +3. σc for
Z = 0 is also shown. (b) Mobility times
NI versus temperature and its
dependence on the charge Z. (c) Hall
scattering factor rH versus temperature
and its dependence on the charge at the
centre: broken curves, repulsive centre,
Z = −1, −2, −3; solid curves, attractive
centre, Z = +1, +2, +3. (After
El-Ghanem and Ridley 1980.)
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Hall factor are shown in Figs. 4.9(b) and 4.9(c). In the case of neg-
atively charged centres there is little contribution from the core. The
cross-section approaches the limiting value set by the cut-off radius a
at low energies, whereas for positively charged centres it continues to
rise because of enhanced core scattering. The latter effect suggests that
third-body exclusion ought to be taken into account at low energies
in the case of positively charged impurities, and this would diminish
the difference between the two polarities. Towards high energies the
effect of core scattering is evident, manifesting itself in the disparity
between cross-sections for opposite polarity. In this example the dis-
parity is of moderate proportions. Large differences are expected only
for near-resonant core scattering.

Equation (4.111) and eqn (4.97) are useful model expressions which
describe in simple analytic form all the principal features of charged-
and neutral-impurity scattering. A more sophisticated approach to
central-cell corrections using Green’s functions has been made by
Ralph, Simpson, and Elliott (1975) and applied to the case of silicon
and germanium at 300 K (Fig. 4.10).
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FIG. 4.10.
Calculated drift mobility of electrons in (a) silicon and (b) germanium versus temperature for an impurity density of 1018 cm−3. The
upper solid curve C is for the coulomb potential; the other curves are for the following donor species: ——, bismuth; – – –, phosphorus;
− · −, arsenic; − · · · −, antimony. (After Ralph et al. 1975.)
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4.5. Dipole scattering

Oppositely charged impurities in compensated (or just plainly impure)
semiconductors may associate themselves into pairs and these will scat-
ter electrons like dipoles. In practice one may expect there to be a
distribution of dipole moments depending on the separation of the
atoms and the charges they bear. If the electric dipole moment is M
then the scattering potential is

V (r) = M · r
4πεr3

. (4.113)

In the Born approximation, the matrix element is

〈k′|ēV (r)|k〉 = 1
V

∫
exp

(−ik′ · r
)
ē

M · r
4πεr3

exp(ik · r) dr (4.114)

= iēM · (k′ − k
)

εV
∣∣k′ − k

∣∣2 . (4.115)

Conserving energy ensures that k′ = k and |k′ − k|2 = 4k2 sin2(θ/2),
where θ is the angle through which the electron is scattered. For a
random distribution of dipole orientation we can make the replacement

∣∣M · (k′ − k
)∣∣2 = 1

3
M2

∣∣k′ − k
∣∣2 . (4.116)

The scattering rate is then (eqn (4.21))

W (k) =
∫

2π
�

e2M2δ(Ek′ − Ek)

12ε2V2k2 sin2(θ/2)
k′2 dk′ sin θ dθ dφ

V

8π3
. (4.117)

When k′2 dk′/8π3 is replaced by N(Ek′) dEk′/4π , where N(Ek′) is the
density of final states, we obtain the scattering rate for a single dipole
per unit solid angle:

W (θ) = e2M2N(Ek)

24ε2V�

1

k2 sin2(θ/2)
(4.118)

corresponding to a differential cross-section

σ (θ) = e2M2N(Ek)

24ε2�υk2 sin2(θ/2)
= μ2r2

0

3 sin2(θ/2)
(4.119)

which diverges towards small scattering angles. In this expression μ2 =
R∗

H/Ek and M = ēr0. The ratio of this cross-section to that for
coulombic scattering is

σd(θ)
σc(θ)

= 4
3

k2r2
0 sin2

(
θ

2

)
= 〈(

k′ − k
) · r0

〉
(4.120)

Since r0 is of order of the nearest-neighbour distance, this ratio is very
small in most situations.

The divergence towards small angles disappears when screening and
third-body exclusion are taken into account. The latter has not been
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treated. Screening was taken into account by Stratton (1962) who used
a screened potential of the form

V (r) = M · r
4πεr2 (1 + q0r)exp(−q0r) (4.121)

where q0 is the reciprocal Debye length. Fortunately, the momentum
relaxation cross-section does not diverge, and so we shall limit further
discussion of this scattering mechanism to quoting that result. Thus

σm =
∫

σ (θ)(1 − cos θ) d� = 8πμ2r2
0

3
= 8πR∗

Hr2
0

3Ek
. (4.122)

Stratton’s calculation of mobility in compensated germanium is shown
in Fig. 4.11.
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FIG. 4.11.
Dipole scattering contribution to the
electron drift mobility in compensated
germanium: curves A, acoustic phonon
plus point charge scattering; curves B,
with dipole scattering. Compensation
ratio (ND − NA)/(ND + NA) = 0.01.
(After Stratton 1962.)

4.6. Electron–hole scattering

A scattering mechanism closely related in essence to charged-impurity
scattering is that between an electron in the conduction band and a hole
in the valence band. Electron–hole scattering can be a significant factor
in determining the resistivity of narrow-gap intrinsic semiconductors,
such as InSb at room temperature.

We can approximate the interaction by a screened coulombic force
between two point particles and obtain the rate in the Born approxima-
tion as in the Brooks–Herring approach (eqns (4.20) and (4.21)). The
matrix element which determines the rate of transition when particle
1, wavevector k1, collides with particle 2, wavevector k2, and ends the
collision with wavevector k′

1 with particle 2 having a wavevector k′
2

(Fig. 4.12) is

〈k′
1k′

2|ēV (r)|k1k2〉 = I
(
k1, k′

1

)
I
(
k2, k′

2

) 1
V2

×
∫∫

exp
{−i

(
k′

1 · r1 + k′
2 · r2

)}
×e2 exp(−q0 |r1 − r2|)

4πε |r1 − r2|
× exp{i(k1 · r1 + k2 · r2)} dr1 dr2 (4.123)

where I
(
k1, k′

1

)
, I
(
k2, k′

2

)
are the overlap integrals over the unit cell

involving the cell-periodic parts of the Bloch functions:

I
(
k1, k′

1

)
I
(
k2, k′

2

) =
∫

cell

u∗
k′

1
(r1)uk1(r1) dr1

∫
cell

u∗
k′

2
(r2)uk2(r2) dr2.

(4.124)

Both normal and umklapp processes are theoretically possible, but for
semiconductors only the former are normally of interest. For scattering
events in which all wavevectors lie close to the band edges the integrals
in eqn (4.124) are usually assumed to be unity. In general, they are less
than unity.
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k1

k2

k2′

k1′

FIG. 4.12.
Collision between two particles.

The interaction depends only on the separation distance of the
particles, so it is convenient to transform to a frame of reference in
which the centre of mass of the two particles is at rest. The trans-
formation (non-relativistic) to the centre-of-mass frame is effected by
converting k to K where

K = k − kcm kcm = (k1 + k2)/2 (4.125)

whence

k1 = kcm + K12 k2 = kcm − K12 K12 = 1
2
(k1 − k2) . (4.126)

The corresponding transformation of spatial coordinates is

R = r − rcm, rcm = m∗
1r1 + m∗

2r2

m∗
1 + m∗

2
(4.127)

whence

r1 = rcm + m∗
2

m∗
1 + m∗

2
r12 r2 = rcm − m∗

1

m∗
1 + m∗

2
r12 r12 = r1 − r2.

(4.128)

The integral in eqn (4.123) splits into a product of two integrals, one
over rcm and the other over r12. The former gives unity and entails the
conservation of momentum, and the latter is

〈K′
12 |ēV(r12)| K12〉 = 1

V

∫
exp

(−iK′
12 · r12

) e2 exp(−q0r12)

4πεr12

× exp(iK12 · r12) dr12

= e2/εV∣∣K′
12 − K12

∣∣2 + q2
0

. (4.129)
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The problem is exactly analogous to the collision of a particle of
mass m̄∗, equal to the reduced mass of the two particles, with a fixed
centre. Conservation of energy and momentum in normal processes
entails that

k1 + k2 = k′
1 + k′

2∣∣K′
12 − K12

∣∣ = 2K12 sin(θ/2) (4.130)

where θ is the angle between K12 and K′
12. The relative momentum re-

laxation cross-section analogous to eqn (4.31) is therefore, when the
overlap integrals are unity,

σm = π

2

(
e2

4πεE12

)2 {
log

(
1 + 8m̄∗E12

�2q2
0

)
− 1

1 + �2q2
0/(8m̄∗E12)

}

(4.131)

where

E12 = �
2K2

12

2m̄∗ = �
2(k1 − kcm)

2

2m∗
1

+ �
2(k2 − kcm)

2

2m∗
2

. (4.132)

All the discussion of Section 4.2 related to small-angle scattering,
third-body exclusion, etc. in the case of charged-impurity scattering
applies to electron–hole scattering. However, if electron–hole scatter-
ing cannot be neglected in a given situation it is likely that electrical
screening by free carriers cannot be neglected either, and so eqn (4.131)
is a reasonably good formula.

The step from relative to absolute momentum relaxation is usu-
ally facilitated in practice by the disparity between electron and hole
masses. In many cases the hole mass exceeds the electron mass sig-
nificantly, and consequently the hole can be considered to be at rest.
Equation (4.131) then describes the absolute momentum relaxation
cross-section for electrons with m̄∗ = m∗

e and E12 = Ek, where Ek

is the electron energy, as in the Brooks–Herring formula (Ehrenreich
1957; see Fig. 3.24). If m∗

h � m∗
e the conversion from the centre-of-

mass frame to the laboratory frame has to be carried out in detail
(Schiff 1955; Chapman and Cowling 1958). In most cases, fortunately,
m∗

h � m∗
e and the problem of electron–hole scattering reduces to that

for charged-impurity scattering.

4.7. Electron–electron scattering

Electrons and holes are distinguishable particles. The matrix element
in eqn (4.129), which we label M12, implies that particle 1 and particle
2 are distinguishable. In electron–electron collisions the particles are
identical and no observable effect would occur if the particle emerging
with wavevector k′

1 were exchanged for one emerging with k′
2. In this

case the matrix element would be M21, identical to M12 except that
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K′
12 would be replaced by K′

21 = (
k′

2 − k′
1

)
/2, whence for normal pro-

cesses (umklapp processes are usually expected to make insignificant
contributions) ∣∣K′

21 − K12
∣∣ = 2K12 cos(θ/2). (4.133)

If the two electrons have identical spins the two processes, which occur
with amplitudes M12 and M21, interfere and the squared matrix ele-
ment is |M12 − M21|2, whereas if the spins are of opposite sign they do
not interfere and the squared matrix element is M2

12 + M2
21. The net

squared matrix element describing the collision rate of an electron is
therefore

M2 = 1
2

(
M2

12 + M2
21 + |M12 − M21|2

)
= M2

12 + M2
21 − M12M21. (4.134)

The factor 1
2 arises because in half of the collisions the spins are aligned

and in the other half they are opposed. The minus sign arises because
the total electron wavefunction changes sign on the interchange of two
particles.

Following the argument in the Brooks–Herring approach (Section
4.2.2) we can obtain the net differential cross-section in the centre-of-
mass frame (taking the overlap integrals I(k, k′) to be unity):

σ (θ) =
(

e2

16πεE12

)2
⎡
⎢⎣ 1{

sin2(θ/2) + (q0/2K12)
2
}2

+ 1{
cos2(θ/2) + (q0/2K12)

2
}2

− 1{
sin2(θ/2) + (q0/2K12)

2
} {

cos2(θ/2) + (q0/2K12)
2
}
⎤
⎦

(4.135)

where θ is the angle between K12 and K′
12, K12 = (k1 − k2)/2, and

E12 = �
2K2

12/2m̄∗ (m̄∗ = m∗/2 in this case). This is the Mott for-
mula for proton–proton scattering suitably modified by screening (see
Messiah 1966, p. 608).

The total cross-section derived from eqn (4.135) is

σ =
(

e2

16πεE12

)2

8π

⎡
⎣ 1

(q0/2K12)
2
{

1 + (q0/2K12)
2
}

+ 1

1 + 2(q0/2K12)
2 log

{
(q0/2K12)

2

1 + (q0/2K12)
2

}]
. (4.136)
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Since we have integrated over all directions, this expression is also the
total cross-section in the laboratory frame.

A relative momentum relaxation rate can be calculated by multiply-
ing the first term in eqn (4.135) by 1 − cos θ , the second by 1 + cos θ ,
and the third by {(1 + cos θ)(1 − cos θ)}1/2, and one obtains

1
τm

= e4

8πε2V(2m̄∗)1/2 E
3/2
12

[
log

(
1 + 8m̄∗E12

�2q2
0

)
− 1

1 + �2q2
0/8m̄∗E12

−π

2

{
1 −

(
�

2q2
0/2m̄∗E12

) (
1 + �

2q2
0/8m̄∗E12

)
1 + (

�2q2
0/2m̄∗E12

) (
1 + �2q2

0/8m̄∗E12
)
}]

. (4.137)

This rate measures the rapidity with which relative momentum attenu-
ates when there is one electron in the cavity of volume V . The total rate
is obtained by summing over all electrons, but this requires a know-
ledge of the distribution of electrons over the initial states. In the case
of a fast incident electron such that K12 ≈ k1/2 the energy E12 associ-
ated with the relative motion is insensitive to the electron distribution,
and hence we can simply replace 1/V in eqn (4.137) by the electron
density n. Moreover, for a stationary target E12 = Ek/2, where Ek is
the energy of the incident electron. Thus for a fast electron eqn (4.137)
becomes

1
τm

= ne4

23/2πε2m∗1/2E3/2
L(Ek, q0) (4.138)

where L(Ek, q0) stands for the square bracket in eqn (4.137).
The total momentum is of course conserved, and so electron–

electron collisions cannot relax the momentum gained from external
fields or incident fast particles. However, they do randomize mo-
mentum and attempt to eliminate relative motion at a rate given
approximately by eqn (4.138).

The energy relaxation rate is most easily obtained in the case where
particle 2 is stationary and the masses of the two particles are equal. In
such a case it is easy to show that the angle between k′

1 and k′
2 is a right

angle and

k′
2 = 2K12 sin(θ/2) = K12{2(1 − cos θ )}1/2 . (4.139)

The energy lost by particle 1 is �
2k′2

2 /2m∗ associated with M2
12 and

�
2k

′2
1 /2m∗ associated with M2

21. The energy relaxation rate is therefore
obtained from eqn (4.135) by using exactly the same weighting factors
as were used to calculate the relative momentum relaxation rate. The
result is, for n electrons per unit volume,

dEk

dt
= − ne4

4πε2 (2m∗Ek)
1/2 L(Ek, q0) = −E12

τm
= −Ek/2

τm
(4.140)

which is the result due to Pines (1953).
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The physically significant rate for electron–electron scattering is
therefore that for relaxing relative momentum. For fast incident elec-
trons it can be calculated from eqn (4.138). If we take L(Ek, q0) as unity
and Ek = 0.1 eV we obtain, roughly,

1/τm ≈ 10−5n (4.141)

with n in units of cm−3. Thus for τm to be a picosecond or less, and
therefore competing equally with typical scattering times, the carrier
density must be of order 1017 cm3 or more. Typical mean free paths in
metals are in the range 400–1000 Å corresponding to scattering times
of order 10−13 s. In non-degenerate semiconductors electron–electron
scattering rates are usually negligible.

Equation (4.138) is based upon the Born approximation for a fast
incident electron. As such it overestimates the electron–electron scat-
tering rate in populations at thermal equilibrium by a factor of about 4,
as compared with the rate derived numerically on the basis of a phase-
shift analysis (Abrahams 1954). Taking Ek = 0.1 eV rather than 3

2 kBT
to obtain the estimate of eqn (4.141) was an attempt to compensate for
this effect.

4.8. Mobilities

The phenomenological quantity most closely associated with scatter-
ing rate is the drift mobility, which is obtained from the momentum
relaxation time by averaging over the electron distribution as dis-
cussed in Chapter 3, Section 3.8. The momentum relaxation times
are summarized in Table 4.1. Many of these contain logarithmic or
more complicated dependences on energy and numerical methods are
necessary to evaluate the corresponding mobilities. All refer to non-
degenerate semiconductors. In degenerate material, as well as the
necessity for using Fermi–Dirac statistics, there are considerable com-
plications associated with electrical screening and other many-body
effects which are beyond the scope of this book. Generally speaking, in
non-degenerate material agreement between theory and experimentally
determined mobility is not as convincing as it is for lattice scattering.
This is partly because drift mobility is not easy to measure, and many
investigations have depended on a measurement of the Hall mobility
which is greater than the drift mobility by the well-known scattering
factor rH. El-Ghanem and Ridley (1980) have recently shown that in
the presence of a small amount of resonance scattering rH can be sur-
prisingly high (Fig. 4.13), and this effect has not been considered in
previous work. Other complications such as the non-uniform distribu-
tion of impurities, impurity pairing and complexing, and the effects of
band-tailing at low temperatures no doubt also account for the diffi-
culty of achieving the sort of agreement we have in the case of pure
lattice scattering.

Figure 4.14, which shows the variation of the Hall mobility with the
reciprocal Hall constant for silicon, is a typical representation of the
variation of mobility with impurity concentration in semiconductors.
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TABLE 4.1. Momentum relaxation times for impurity scattering in non-degenerate material.

Scattering mechanism Momentum relaxation time

Charged impurity scattering

(1) Conwell–Weisskopf
29/2πε2m∗1/2E

3/2
k

Z2 e4NI

{
log

(
1 + 4πεEk

Ze2 N
1/3
I

)}−1

(2) Brooks–Herring
29/2πε2m∗1/2E

3/2
k

Z2 e4NI

{
log

(
1 + 8m∗Ek

�2 q2
0

)
− 1

1+�2 q2
0/8m∗Ek

}−1

(3) Takimoto
29/2πε2m∗1/2E

3/2
k

Z2e4NI

{
log

(
1+ 8m∗Ek

�2 q2
0F(y)

)
− 1

1 + �2 q2
0F(y)/8m∗Ek

}−1

(4) Uncertainty broadening
21/4πε�1/2m∗1/4E

1/4
k

Ze2N
1/2
I

(5) Third-body exclusion
29/2πε2m∗1/2E

3/2
k

Z2e4NI
L−1(Ek

) (
L
(
Ek

)
given in eqn (2.57)

)
(6) Central-cell contribution See Section 4.4

Neutral impurity scattering

(1) Erginsoy e2m∗2

80πε�3 NI

(2) Sclar m∗3/2

23/2π�2NI

(
Ek +ET

E
1/2
k

)

(3) Resonance m∗3/2

23/2π�2NI

(
Er−Ek

)2+E0Ek

E0E
1/2
k

(4) Third-body exclusion Multiply above by 2y2

2y + e−2y −1
, y = 2πNIaσ (θ )

Dipole scattering
3×23/2πε2

�
2E

1/2
k

e4m∗1/2 r2
0Ndip

Equally typical, this time of the form of variation of mobility with
temperature, are the curves of Fig. 4.15 which show the electron drift
mobility in GaAs nominally containing oxygen.

4.9. Appendix: Debye screening length

At thermodynamic equilibrium the density of electrons occupying an
energy level Ei when the solid is neutral is given by

ni(0) = Ni f (Ei) (4.142)

where Ni is the density of levels and f (Ei) is the occupation probability.
When an electrical potential V (r) is present the density of occupied
levels changes to

ni(V ) = Ni f {Ei + ēV (r)} (4.143)

where the symbol ē, as usual, contains the sign of the charge. As a result
there exists a space charge density

ρi(r) = ēNi [ f {Ei + ēV (r)} − f (Ei)] . (4.144)
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FIG. 4.13.
The Hall scattering factor rH versus
temperature for mixed scattering
between Erginsoy and Breit–Wigner
types of resonance and its dependence
on the width E0 of the resonance level in
n-type GaAs: Nr = 9 × 1016 cm−3;
Nn = 3 × 1015 cm−3; Er = 0.01 eV.
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The Hall mobility of electrons at 300 K
versus the reciprocal of the Hall
coefficient for uncompensated silicon.
The upper curve represents the
combined effects of phonon and
coulomb scattering in anisotropic
bands. The lower curve includes the
central cell scattering calculated for
phosphorus. The experimental points
and curves are as follows: �, arsenic
(Morin and Maita 1954); �, phosphorus
(Brinson and Dunstan 1970);
�, antimony (Brinson and
Dunstan 1970); �, arsenic (Brinson and
Dunstan 1970); �, phosphorus
(Gränacher and Czaja 1967);
∇, antimony (Wolfstirn 1960);
∇, arsenic (Wolfstirn 1960); •,
phosphorus (B. J. Goldsmith and F.
Berz, unpublished); broken curve,
antimony (Furukawa 1961); chain curve,
arsenic (Furukawa 1961). (After Ralph
et al. 1975.)
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Poisson’s equation describes the spatial variation of potential

∇2V(r) = −ρ/ε (4.145)

= − ē

ε

∑
i

Ni [ f {Ei + ēV (r)} − f (Ei)]. (4.146)

As long as ēV (r) is small compared with Ei, the right-hand side can be
approximated by a truncated Taylor series and we obtain

∇2V (r) = −e2

ε
V (r)

∑
i

Ni
df (Ei)

dEi
(4.147)

We can now define a reciprocal screening length q0 as follows:

q2
0 = −e2

ε

∑
i

Ni
df (Ei)

dEi
. (4.148)

If the occupation probability of a level with degeneracy gi is assumed
to be

f (Ei) = 1

1 + g−1
i exp{(Ei − F)/kBT} , (4.149)

where F is the Fermi level, we can put

df (Ei)

dEi
= − f (Ei) {1 − f (Ei)}

kBT
(4.150)

whence

q2
0 = e2

εkBT

∑
i

nipi

Ni
(4.151)

where ni and pi are the densities of filled and empty levels respectively
in neutral material. Note that only partially filled levels contribute and
that the sum includes localized states as well as band states.
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In the case of spherical symmetry eqn (4.147) with eqn (4.148)
becomes

1
r

d2

dr2
{rV (r)} = q2

0V (r) (4.152)

the solution of which for V (r) → 0, r → ∞ and V (r) → Ze2/4πεr,
r → 0 is

V (r) = Ze2

4πεr
exp(−q0r). (4.153)

Two examples of screening are (1) by free electrons in the conduction
band, present in non-degenerate density n (
 Nc), when

q2
0 = e2n

εkBT
(4.154)

and (2) by a combination of free electrons obeying non-degenerate stat-
istics and electrons trapped in a compensated donor level, density Np,
when

q2
0 = e2

εkBT

{
n + (ND − NA − n)(NA + n)

ND

}
(4.155)

where NA is the density of acceptors.

4.10. Appendix: Average separation of impurities

Let the probability of there being a nearest neighbour situated between
radii r and r + dr be Q(r) dr. Then if P(r) is the probability of there
being no neighbour closer than r it follows that

Q(r) dr = P(r)4πr2 drN, (4.156)

where N is the average density of impurities. The quantities Q(r) and
P(r) are also related, through their definitions, as follows

P(r) = 1 −
∫ r

0
Q(r) dr. (4.157)

Substituting P(r) from eqn (4.156) and differentiating, we obtain

d
dr

(
Q(r)

4πr2N

)
= −Q(r), (4.158)

from which, after integration,

Q(r) = 4πr2N exp

(
−4πr3

3
N

)
(4.159)

(with Q(r) = 0 when r = 0 as boundary condition). The mean distance
apart is then

〈r〉 =
∫ ∞

0
rQ(r) dr =

(
3

4πN

)1/3




(
4
3

)
. (4.160)
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The numerical factor multiplying N−1/3 is 0.55396, which is close to
(2π)−1/3(= 0.54193), so for convenience we take

〈r〉 ≈ (2πN)−1/3. (4.161)

4.11. Appendix: Alloy scattering

The band structure of an alloy of the form AxB1−xC is described
using the virtual-crystal approximation, in which an average of the
component pseudo-potentials is assumed, corresponding to a uniform
distribution of A and B over the cation lattice sites. Fluctuations from
uniformity are then seen to give rise to local changes in the potential
experienced on average by the electron, and hence to scattering. This
perturbing potential can be written:

V (r) =
∑

q

Vq exp(iqr). (4.162)

The Fourier amplitude is taken to be the root mean square deviation
from the average energy and the same for all q. If Va and Vb are the
potentials associated with cations A and B respectively the average is

V0 = Vax + Vb(1 − x). (4.163)

In a region where the fractional occupancy of A is x′ the deviation is

V ′ − V0 = (Va − Vb)
(
x′ − x

)
, (4.164)

and the rms deviation is standard for a binomial distribution, namely:

∣∣〈V ′ − V0〉
∣∣ = |Va − Vb|

[
x(1 − x)

Nc

]1/2

, (4.165)

where Nc is the number of cation sites, equal to the number of unit cells.
The matrix element for scattering is then

〈k′|H|k〉 = |Va − Vb|
[

x(1 − x)
Nc

]1/2

δk±q−k′,0, (4.166)

and the scattering rate becomes

W (k) = 2π
�

(Va − Vb)
2 �0x(1 − x)N(E), (4.167)

where N(E) is the density of states for a given spin:

N(E) = (2m∗)3/2 E(k)1/2

4π2�3
(4.168)

and �0 is the unit cell volume. The collisions are elastic.
The interaction potential Va − Vb has been variously interpreted as

the difference of psuedo potentials, the difference of band edge energies
in the two component binary compounds, and the difference of electron
affinities. However, elastic strain will also add a deformation-potential
component, so it is probably prudent to regard Va − Vb as a quantity
to be determined empirically, though this is not easy to do.
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Alloy scattering can also be treated as scattering from spheric-
ally symmetrical islands of deviant potential. If the spheres are re-
garded as ‘hard’ then the energy dependence is entirely determined
by the velocity of the particle, which gives the same dependence as
eqns (4.167) and (4.168).
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Radiative transitions 5
5.1. Transition rate

The disturbance of an electron by an electromagnetic field with a
Lorentz-gauge vector potential A and a scalar potential equal to zero
can usually be treated as a small perturbation which induces transitions
between unperturbed states at a rate given by first-order perturbation
theory:

W =
∫
f

2π
�

|〈 f| Hν |i 〉|2 δ(Ef − Ei) dSf (5.1)

where (see eqn (2.72))

Hν = − e

m
A · p. (5.2)

The relation between the vector potential and the photon number nν
in a monochromatic wave can be derived as follows. We now take

A = A0a cos(qν · r − ωνt) (5.3)

where a is a unit vector parallel to A and note that A is related to the
electric field � and magnetic field� as follows:

� = −∂A
∂t

= −ωνA0a sin(qν · r − ων t) (5.4)

� = 1
μ

∇ × A = − 1
μ

A0(qν × a) sin(qν · r − ωνt) (5.5)

where μ is the permeability. We can now derive the Poynting vector S
thus:

S = � ×� = ωνA2
0

μ

{
a × (qν × a)

}
sin2(qν · r − ωνt)

= ωνA2
0

μ
qν sin2(qν · r − ωνt) (5.6)

The time-average vector is therefore

〈S〉 = A2
0

2μ
ωνqν = A2

0q2
ν

2μ
vν (5.7)

with ων = vν · qν where vν is the phase velocity.
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Provided that we have a physical situation in which there is little ab-
sorption of energy and the group velocity and phase velocity of the
wave can be identified with each other, which is the usual case, we can
express the energy density 〈Eν〉 of the radiation as follows:

〈Eν〉 = 〈S〉
vν

= A2
0q2

ν

2μ
. (5.8)

In terms of photons the energy density is just nν�ωv/V , where V is the
volume of the crystal and nν is the number of photons. Furthermore,
the magnitude of the velocity is (μεν)−1/2 where εν is the optical
permittivity. Consequently we can write

A2
0 = 2�nν

Vενων

(5.9)

which is the desired relationship.
When we rewrite eqn (5.3) as

A = A0a
2

[
exp

{
i(qν · r − ων t)

}+ exp
{−i(qν · r − ωνt)

}]
(5.10)

and investigate the time dependence of the transition probability in the
usual way, we find that the second term in eqn (5.10) induces stimulated
emission of photons and only the first term induces absorption. Thus
for absorption

Hν abs = − e

m

(
�nν

2Vενων

)1/2

exp(iqν · r)a · p (5.11)

and for emission, including spontaneous emission,

Hν em = − e

m

{
�(nν + 1)
2Vενων

}1/2

exp(−iqν · r)a · p (5.12)

where the time dependence is considered to have been absorbed in the
delta function of eqn (5.1) which expresses conservation of energy.

It is well known that a transition rate can be defined only if there
is a spread of states in energy or, where the transition is between dis-
crete states, there is a finite bandwidth of incident radiation. Usually in
semiconductors we are interested in transitions to and from conduction
bands, and we shall assume that in the case of absorption a spread of
final states always exist (Fig. 5.1).

It is usually possible to ignore the momentum associated with the
photon since �qν is small for visible and infrared light. As a con-
sequence the delta function conserving energy can be regarded as
independent of direction, and the sum over final states, regarding these
as band states of given spin with density between E and E + dE given
by N(E), can be replaced by an integral:

W = 2π
�

∫
|〈 f| Hν |i 〉|2 δ(Ef − Ei)VN(E) dE

= 2π
�

|〈 f| Hν |i 〉|2 VN(Ef) (5.13)
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Electron states

Initial state
of  electronPhoton

Photon states

EmissionAbsorption

FIG. 5.1.
Scheme of radiative transitions: (a)
absorption; (b) emission.

where V is the volume of the periodic crystal. By expressing the rate in
terms of the fine-structure constant α, the Rydberg energy RH and the
Bohr radius aH

†
† α = e2/4πε0

�c
; RH = e2/4πε0

2aH
;

aH = �
2/m

e2/4πε0

we obtain for the photoionization rate,

Wabs = 16π2αa2
H

(
RH

�ων

)(
cε0

εν

)
nν

|a · pif|2
2m

N(Ef) (5.14)

where, taking qν ≈ 0,

pif = 〈 f| p |i 〉. (5.15)

In the reverse transition an electron in a definite band state is radiat-
ively captured by a definite final state (Fig. 5.1). In this case a spread of
final states does not exist and we must sum over a bandwidth of emit-
ted radiation. If the density of photon states lying between �ων and
�ων + d(�ων) is ρν(�ων), then

Wem = 16π2αa2
H

(
RH

�ων

)(
cε0

εν

)
(nν + 1)

∣∣a · pif
∣∣2

2m
ρν (�ων ). (5.16)

By counting the modes of one type of polarization in our periodic
crystal cavity we obtain

ρν(�ων) d(�ων) = 4πq2
ν dqν

8π3
= ω2

ν

2π2�υ3
ν

d(�ων) (5.17)

so that

ρν (�ων ) = ω2
ν

2π2�υ3
ν

(5.18)

where υν is the velocity of light in the crystal. Unless light of high
intensity is present it is usually permissible to take nν 
 1 in eqn (5.16).

Where absorption of a photon causes a transition between two
well-defined states, the rate is obtained by summing over the energy
spectrum of the incident radiation. The number of radiation modes
of a given polarization with wavevectors in a solid angle d� and with
magnitudes between qν and qν + dqν is

V

8π3 q2
ν dqν d� = Vρν(�ων)

d�
4π

dE (5.19)
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and so

Wabs = 16π2αa2
H

(
RH

�ων

)(
cε0

εν

) ∣∣a · pif
∣∣2

2m
ρν(�ων)

∫
nν

d�
4π

(5.20)

where ρν(hων)
∫

nν d�/4π is just the spectral density of photons in the
beam with frequency ων = (Ef − Ei)/�.

5.1.1. Local field correction

In deriving the foregoing rates in terms of photon number, we have
tacitly assumed that it is directly related to the incident intensity of
the beam through eqns (5.7) and (5.9). This assumption will be valid
provided that the centre absorbing or emitting photons experiences the
electromagnetic wave present in the rest of the cavity. However, this will
not be so if the centre scatters light. Scattering will occur whenever the
polarizability at and near the centre differs from the rest of the medium,
and so in general the field experienced in the absorption and emission
process differs from the average value. This effect is usually introduced
into all the above expressions by means of a rate multiplication factor
(�eff/�0)2 where �eff is the effective electric field at the centre and �0
is the average field. We can expect this factor to be near unity for all
transitions in which both the initial and final electronic states are ex-
tended appreciably over many unit cells. In contrast, for tightly bound
electrons the ratio may be appreciably greater than unity. In the simple
case of a centre entirely within a spherical cavity the local field is given
by the Lorentz relationship (see Dexter 1958):

�eff

�0
= 1 + η2

r − 1
3

(5.21)

where ηr is the refractive index. In semiconductors this ratio would be
about 5 and hence the local field correction would amount to a factor
of 25! More realistically, a weighting should be introduced to reflect
the extent of the initial electron state sampling the average field. For
example, if VT is the volume of the state and VA is the volume of an
atom in the lattice, then one can take

�eff

�0
= 1 + VA

VT

η2
r − 1

3
(5.22)

to be a plausible ratio. Even for deep-level states the ratio VA/VT is
likely to be no greater than 10−2, and hence (�eff/�0)2 À 2.

In what follows we shall assume the ratio to be unity and not include
it explicitly in the formulae.

5.1.2. Photon drag

In all optical transitions the small momentum of the photon is given up
to or contributed by the charged particle which interacts with the light.
As we have mentioned this can usually be ignored in calculations, but
where mobile carriers are involved the momentum of the photon may
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manifest itself in charge motion which is detectable by the production
of either an electric current or a voltage. This effect is known as photon
drag, and it has received considerable attention in connection with the
fast detection of laser light (see Gibson and Kimmitt 1980). The size
and sign of the effect depends upon the band structure and on the de-
tails of conduction processes and their energy dependence. Only in the
simplest cases is it found that photon drag behaves classically as the res-
ult of radiation pressure. One important conclusion which has emerged
from the study of photon drag is that the momentum of a photon in a
dielectric medium of refractive index ηr is indeed the Minkowski (1910)
expression

pν = ηr�q0 = �qν (5.23)

where q0 is the wavevector in free space and qν is the wavevector in the
dielectric. The wavevector conservation law which appears in optical
processes involving electrons in bands is thus equivalent to momentum
conservation.

5.2. Photo-ionization and radiative capture
cross-sections

Transition rates involving photons depend upon ambient light intens-
ity. To obtain a measure of the radiative processes which is independent
of light intensity it is convenient to define a cross-section for the
process.

Let us suppose that in our volume V there is a density of centres
nT which can absorb a photon and lose an electron to a band, and
that each centre presents an effective area σν , which we shall call
the photo-ionization cross-section, to the photon flux. The number of
photons absorbed per second is therefore the photon flux nνvν/V times
the total area nTVσν presented by the centres. Since this rate is the
photo-ionization rate for nTV centres, the rate for one centre is

Wabs = nνυνσν/V . (5.24)

Thus, from eqn (5.14), we obtain for the photo-ionization cross-section

σν = 16π2αa2
H

(
RH

�ων

)
1
ηr

∣∣a · pif
∣∣

2m

2

VN(Ef) (5.25)

where ηr is the refractive index which is equal to (εν/ε0)1/2 provided
that the crystal is transparent.

In the case of radiative capture we can define a capture cross-section
such that

Wem = υkσk/V (5.26)

where υk is the group velocity associated with the band state |k〉.
Assuming spontaneous emission only, we obtain

σk = 16π2αa2
H

(
RH

�ων

)(
c

η2
rυk

) ∣∣a · pif
∣∣2

2m
Vρν(�ων). (5.27)
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In general we have

N(Ek) dEk = 4πk2 dk

8π3 = k2

2π2�υk
dEk (5.28)

and, from eqn (5.18),

ρν(�ων) = q2
ν

2π2�υν
(5.29)

whence we obtain the simple relationship

σk
/
σν = q2

ν

/
k2. (5.30)

For a transition energy of about 0.6 eV, ων is about 1015 s−1 and hence
qv is roughly 105 cm−1. States near the band edge are associated with
values of k around 107 cm−1, and so the ratio q2

ν

/
k2 is of order 10−4.

It turns out that typical values of σν range around 10−17 cm2, and thus
we can predict that radiative capture cross-sections are only of order
10−21 cm2.

It is often useful to work with the capture rate per unit density ck,
which is alternatively called the volume capture rate. From eqn (5.26)

ck = WemV = υkσk. (5.31)

5.3. Wavefunctions

In order to evaluate the matrix element we need to know the form of
the wavefunctions of the initial and final states. In a photo-ionization
process the final state is in general a superposition of a Bloch wave of
the band and a spherical scattered wave:

ψnk(r) = V−1/2
{

unk(r)exp(ik · r) + φsk(θ ,φ)
exp(ikr)

r

}∣∣∣∣
r→∞

. (5.32)

This is also the appropriate form for electron–hole generation across
the gap, since the electron and hole scatter off one another. Where the
scattering potential is slowly varying over a unit cell, as it is at long
range from a charged centre, the wavefunction contains no appreciable
components from other bands; thus

ψnk(r) = V−1/2unk(r)
{

exp(ik · r) + φk(θ ,φ)
exp(ikr)

r

}∣∣∣∣
r→∞

(5.33)

or alternatively

ψnk(r) = V−1/2unk(r)Sk(r) (5.34)

where Sk(r) is an envelope function associated with k, e.g. a coulomb
wavefunction. Near an impurity centre the potential may vary rapidly
and there could be strong core effects. Such core effects would influence
the wavefunction in the band only if the scattering were strong—a tau-
tological remark meant to emphasize that modifications of the Bloch
function are associated with scattering strength. Since cores are short
range by nature they present a small collision cross-section to electrons
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unless there exists a resonance. In the absence of resonant scattering
the envelope function is determined primarily by coulomb scattering.
Where resonances exist the effect of the core is felt far from the centre,
and it adds to any coulombic effects. However, whether resonances exist
or not, the short-range effect of the core is a difficult problem to solve
and in working out matrix elements implicit reliance is usually placed
on the greater weight thrown on the region of space outside of the core
by the three-dimensional integration, and the wavefunction outside the
core is considered to be an adequate form to take for the purposes of
computing the transition rate. We intend to follow this approximation.
Thus we take the form given in eqn (5.34) where, in general, Sk(r) is
determined by coulomb and resonant scattering.

For the case of spherical scattering

Sk(r) = (kr)−1
∞∑

l=0

(2l + 1) exp(iφl){Fl(kr) cos δl + Gl(kr) sin δl}Pl(cos θ )

(5.35)

where φl is a phase factor, Fl(kr) is the regular and Gl(kr) the irregular
coulomb function, δl is the phase shift of the lth wave induced by the
core, and Pl(cos θ) is a Legendre polynomial of order l. Strictly, Sk(r)
never achieves the form of a pure plane wave at large distances because
of the long-range character of the coulomb field, but this is highly arti-
ficial. Many other influences enter at large distances and randomize the
phase of the wave, so at sufficiently large distances from the scattering
centre it is reasonable to assume that Sk(r) → exp(ik · r).

The principal spatial domain of the matrix element is governed by
the overlap of the initial and final wavefunctions. If the domain is large,
as it is in the case of electron–hole pair production or even in the case
of excitation from an effective-mass centre with its large ground-state
orbit, it is a reasonable approximation over most of the final energy
range to neglect scattering effects and take

Sk(r) = exp(ik · r). (5.36)

However, if the domain is small, as it is in the case of a deep-level impur-
ity with its tightly bound ground state, it is simplest, if somewhat crude,
to take the form of the wavefunction at r = 0. This implies selecting
only the l = 0 term in eqn (5.35) (kr 
 1):

Sk(r) ≈ (kr)−1 {F0(kr) cos δ0 + G0(kr) sin δ0} . (5.37)

If 2|μ| � kr,

Sk(r) ≈ C
1/2
0

(
cos δ0 + 1

C0kr
sin δ0

)
(5.38)

where

C0 = 2πμ
1 − exp(−2πμ)

(5.39)
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and

μ = Z(RH/Ek)1/2. (5.40)

If 2 |μ| � kr, |μ| is so small that the centre acts as a neutral centre
(C0 = 1 in eqn (5.38)) Sk(r) denotes the enhancement of the electron
wavefunction at positively charged (Z > 0) sites, or the attenuation at
negatively charged (Z < 0) sites. For neutral sites the coulomb factor
C0 is unity.

Whether or not one takes scattering into account therefore depends
upon the extent of the domain in which overlap occurs. However, it also
depends upon electron energy in the final state. In the absence of core
resonance at energies above zero, scattering is appreciable only for low-
energy electrons, specifically for electrons with kr < 1. If the effective
radius of the overlap is rT then scattering effects will be important when
the final state wavevector obeys 0 < krT < 1. Thus even in the case of
electron–hole production or the photo-ionization of a hydrogenic state,
scattering effects will be important very close to threshold. Indeed, cou-
lomb scattering affects the final wavefunction when ka∗

H À 1, where a∗
H

is the effective Bohr radius, equivalent to Ek À R∗
H where R∗

H is the
effective Rydberg energy. If the core is considered to scatter resonantly,
the phase shift can be written in the form

tan δ0 = 
(Ek)
Ek − Er

(5.41)

where Er is an energy for resonance (which may be negative corres-
ponding to a bound state) and 
(Ek) is the bandwidth of the resonance.
For non-resonant scattering δ0 ≈ 0. Equation (5.41) is a useful form for
all core scattering.

In general, the wavefunction of a localized state can be expressed in
terms of a sum of Bloch functions φpk(r):

ψT(r) =
∑
p,k

cp kφpk(r) (5.42)

where the sum is over all bands and all k in the first Brillouin zone.
Shallow states can be regarded as being composed of Bloch functions
drawn from the nearest band only. Thus

ψT (r) ≈ V1/2
∑

k

ckuk(r) exp(ik · r). (5.43)

However, if the level is deep we may expect many bands and many k
states to contribute. Consequently the general expansion in terms of
Bloch functions must be retained. If we consider the effective radius of
the state to be rT, inside which we have a sum of cell-periodic Bloch
functions, the spread of k involved is roughly

0 < k À r−1
T (5.44)

and so for these states

cpk ≈
(

VT

V

)1/2

cp0 (5.45)
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where VT is the volume of the state. Thus an approximate ‘billiard-ball’
model wavefunction for a deep-level ground state can be written

ψT(r) ≈
(

VT

V

)1/2∑
p

r−1
T∑

k=0

cp0upk(r). (5.46)

In this way we separate the effect of band mixing produced by the im-
purity potential which determines the coefficients cp0 from the effect of
the spatial extent of the state as measured by the effective volume VT.

We can now proceed to calculate the momentum matrix elements
and the rates and cross-sections for the following transitions:

(a) valence band to conduction band;
(b) shallow acceptor to conduction band;
(c) shallow donor to conduction band;
(d) deep level to conduction band.

5.4. Direct interband transitions

Since both the initial and the final states are extended it will be sufficient
to ignore scattering corrections for Ek Á R∗

H and take Bloch functions.
Thus for the conduction band state

ψckc (r) = V−1/2uckc (r)exp(ikc · r) (5.47)

and for the valence band state

ψvkv(r) = V−1/2uvkv(r)exp(ikv · r) (5.48)

where the subscripts c and v refer to conduction and valence states.
Since p is an operator with odd parity and the cell-periodic components
of the Bloch functions are |s〉 like and |p〉 like, the momentum matrix
element is non-zero and largely independent of k near k = 0. The sum
over unit cells in the matrix element as usual leads to the conservation
of crystal momentum, i.e. (neglecting the photon momentum) (Fig. 5.2)

kc = kv. (5.49)

Thus there is no spread of final states, but we can still use eqn (5.13)
with VN(Ef) replaced by dE−1 and eventually sum over initial states.
Also pif = pcv where pcv is the momentum matrix element between con-
duction and valence band at the zone centre (see k · p approximation).
A sum over initial states with wavevector magnitude kv gives the total
photo-ionization cross-section from a given energy, corresponding to
the expression in eqn (5.25). Since pcv is, to a first approximation, in-
dependent of energy, the rate is simply proportional to the density of
states determined by the exciton reduced mass.

E

ky kx

FIG. 5.2.
Vertical transitions between bands.

If the bands are parabolic N(Ef) is proportional to (�ων − Ecv)1/2. If
we put x = �ων/Ecv we obtain the spectral dependence of the photo-
ionization cross-section of the form

σν ∝ (x − 1)1/2/x (5.50)
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which maximizes at x = 2. Long before this energy is reached, the
bands become highly non-parabolic, and the true maximum will be
largely determined by points in the zone where the density of states
maximizes. This transition is termed ‘allowed’ because pcv is non-zero
at threshold.

Near threshold we must include the effects of coulomb scattering.
Effectively, that means enhancing the matrix element by the coulomb
factor C0 for the exciton. By putting Z = +1 in eqn (5.40) and taking
Ek < Eex, where Eex is the binding energy of the exciton, we can write

C0ex ≈ 2π(Eex
/

Ek)1/2 (5.51)

whence

σν ∝ 1/x. (5.52)

The enhancement of the wavefunction caused by the coulombic attrac-
tion between electron and hole exactly balances the diminution of the
density of states towards zero energy. There is thus a sudden onset of
photo-ionization at threshold (Fig. 5.3). Figure 5.4 shows the effect of
excitonic absorption in GaAs.

συ

0 1 2 x

FIG. 5.3.
Photo-ionization cross-section for
direct-gap electron–hole pair
production. The dotted portion of the
curve represents the plane-wave final
state.

The expression for the photo-ionization cross-section for direct
interband transitions not too near threshold is, for unpolarized light,

σν = 8
3
αa2

H

(
RH

�ων

)
1
ηr

p2
cv

2m

(
2m∗

r

�2

)3/2

E
1/2
k V (5.53)

where we have used

∣∣a · pcv

∣∣2 = 1
3

p2
cv (5.54)

and we have assumed that the bands are parabolic such that

�ων = Eg + �k2

2

(
1

m∗
e

+ 1
m∗

h

)

whence

Ncv(Ek) = 2(2m∗
r /�

2)3/2E
1/2
k

4π2
(5.55)

whence m∗
r is the reduced effective mass of electrons and holes and we

have included spin degeneracy.
The appearance of the arbitary volume V in eqn (5.53) indicates that

when both initial and final states are non-localized plane-wave states,
the concept of a cross-section has limited application. The physically
meaningful quantity in this case is the photo-ionization rate, and so
using eqn (5.24) (or returning to eqn (5.14)), we have

Wabs = 8
3
αa2

H

(
RH

�ων

)(
cnν

η2
r

)
p2

cv

2m

(
2m∗

r

�2

)3/2

E
1/2
k . (5.56)
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FIG. 5.4.
Exciton absorption in GaAs: (a) ©,
294 K; �, 186 K; �, 90 K; •, 21 K.
(After Sturge 1962.) (b) Fine detail in
epitaxial material at 1.2 K. The n = 1
peak is limited by luminescence. Also
shown are impurity lines (D0X) from
excitons bound to some 1015 cm−3

donors. (After Weisbuch 1977.)

Alternatively, we can convert the rate into an absorption constant
Kν . The one-dimensional continuity equation for photons is

∂nν

∂t
=
(
∂nν

∂t

)
vol

− ∂(υνnν)
∂x

. (5.57)

If nν = nv0 exp(−Kνx) in the steady state, then(
∂nν

∂t

)
vol

= Wabs = −Kνυνnν (5.58)
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whence

Kν = 8
3
αa2

H

(
RH

�ων

)
1
ηr

p2
cv

2m

(
2m∗

r

�2

)3/2

E
1/2
k . (5.59)

(Strictly, we should subtract the contribution from stimulated emission
(see Section 5.12).)

The reverse process is the radiative recombination of an electron and
a hole. The rate associated with spontaneous emission is given by eqns
(5.16) and (5.54):

Wem = 8
3
αa2

H

(
RH

�ων

)
p2

cv

2m

ηrω
2
ν

�c2
. (5.60)

As regards magnitudes, αa2
H = 2.044 × 10−19 cm2, RH/�ων is ap-

proximately 10 when �ων is about 1 eV, p2
cv/2m is Eg/2, and N(Ek) is

typically 1019 eV−1 cm−3 at Ek ≈ 0.01 eV. The refractive index is about
4, and so from eqn (5.56) the rate of photo-ionization per photon is
about 2 × 1012 s−1, corresponding via eqn (5.59) to an absorption con-
stant of 4 × 102 cm−1. The rate and absorption constant are very large
as a consequence of the high density of states and strong matrix ele-
ment. The capture rate per hole from eqn (5.60) is about 2 × 107 s−1.
This is a substantial rate, but it assumes that the final state is unoc-
cupied. When the statistical average rate is computed, Wem has to be
weighted with the probability of a hole occupying the state. Statistical
factors of this sort will generally be ignored for the present. For the
purposes of comparison a volume capture rate associated with the cap-
ture of an electron by a valence band state can be defined by dividing
Wem by the effective density of states Nv in the valence band which is
typically of order 1018 cm−3. Thus cn ≈ 10−11 cm3 s−1 for interband
radiative capture.

5.4.1. Excitonic absorption

Sharp absorption peaks on the long-wavelength side of the functional
absorption edge are observed at low temperatures (Fig. 5.4) and are
associated with the formation of excitons. In the effective-mass approx-
imation the final state wavefunction (Chapter 2, Section 2.6) for the
electron is

ψex(r) = 1
V1/2

uc0(r)Fex(r) exp(ikex · R) (5.61)

where for simple bands the ground-state |s〉 function is given by

Fex(r) = (πa∗3
ex )−1/2 exp(−reh/a∗

ex) (5.62)

where a∗
ex is the effective Bohr radius of the exciton, R is the centre-of-

mass coordinate and reh is the separation of the electron and the hole.
The energy of the exciton is

E = Eex + �
2k2

ex

2(m∗
e + m∗

h)
. (5.63)
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It is necessary that kex ≈ 0 (neglecting the photon’s momentum), and
that the electron and hole be created on the same atom. The probability
of this, using eqn (5.62), is V0/πa∗3

ex , where V0 is the volume of a unit
cell so that, from eqn (5.25),

σν = 16π2αa2
H

(
RH

�ω

)
1
ηr

∣∣a · pcv
∣∣2

2m

V0

πa∗3
ex

.VN(Ef) (5.64)

where

V0VN(Ef) ≈ Vδ(Ef − Eex) (5.65)

giving an infinitely sharp absorption line. In reality the line is
broadened by collisions and the delta function replaced by

F(Ep) = 1
π

�


(Ef − Eex)2 + �2
2
, (5.66)

where 
 is the scattering rate. The exciton is created with zero spin and
so to accommodate the angular momentum of the photon it ends up in
the triplet state. Radiative annihilation entails the same conditions.

A full treatment of excitonic absorption has been given by
Elliot (1957) in which forbidden as well as allowed transitions are con-
sidered, and the influence of anisotropic masses has been discussed by
Altarelli and Lipari (1976).

5.5. Photo-deionization of a hydrogenic acceptor

The excitation to the conduction band of an electron from the valence
band in the vicinity of a hydrogenic acceptor is exactly equivalent to the
excitation of a hole from the conduction band to one of the localized
effective-mass states of the acceptor centre. In the process the negative
charge on the acceptor is lost, and so the process is one of deionization.

As in Section 5.4 the conduction band state is assumed to be a Bloch
function but, unlike the previous case, there is no coulombic scattering
to be taken into account since the acceptor is neutral when the electron
is in the conduction band. (Really, we are assuming that the acceptor
remains neutral for times which are long compared with the period
associated with the transition under consideration. This assumption
would break down if thermal ionization were too rapid.)

The localized state is described by the effective-mass wavefunction

ψT(r) = uv(r)FT(r) (5.67)

where uv(r) is the cell-periodic part of the valence-band Bloch function
and FT(r) is the envelope function. If there is no resonant scattering of
the electron by the neutral acceptor, the momentum matrix element is,
in the long-wavelength limit,

pif = pcvV−1/2
∫

exp(−ik · r)FT(r) dr (5.68)

where pcv, as before, is the interband momentum matrix element which
is assumed to be insensitive to k for the final states of interest. For the
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ground state we shall ignore the degeneracy of the valence band and
take the simple-band form

FT(r) = (πa∗3
H )−1/2 exp(−r/a∗

H) (5.69)

whence

pif = pcv
8
i

(
πa∗3

H

V

)1/2
1

(1 + k2a∗2
H )2

. (5.70)

In the case of a parabolic conduction band and unpolarized light we
obtain for the photo-deionization cross-section from eqn (5.25)

σν = 256
3

αa2
H

(
RH

�ων

)
1
ηr

p2
cv

2m

πa∗3
H{

1 + (Ek/R∗
H)
}4

(
2m∗

�2

)3/2

E
1/2
k . (5.71)

This function peaks sharply at Ek = R∗
H/7 (Fig. 5.5). The magnitude is

determined by the effective volume of the state, characterized by a∗3
H .

The reverse process—radiative trapping of an electron by a neutral
acceptor—is described by the cross-section σk related to σν via eqn
(5.30) with qν given by

qν ≈ Ecv − R∗
H

�(c/ηr)
(5.72)

where R∗
H is the hydrogenic ground-state binding energy for the valence

band. Thus

σk = 256
3

αa2
H

(
RH

�ων

)
1
ηr

p2
cv

2m

πa∗3
H{

1 + (Ek/R∗
H)
}4

(2m∗/�2)1/2

�2(c/ηr)2

(Ecv − R∗
H)2

E
1/2
k

(5.73)

or, in terms of volume capture rate (eqn (5.31)),

ck = 256
3

αa2
H

(
RH

�ων

)
1
ηr

p2
cv

2m

πa∗3
H{

1 + (Ek/R∗
H)
}4

2(Ecv − R∗
H)2

�3(c/ηr)2
. (5.74)

The capture cross-section becomes very large as Ek approaches zero,
but since the velocity of the electron approaches zero the capture rate
remains finite as eqn (5.74) shows (see also Dumke 1963).

Near the maximum σν is typically of order 10−15 cm2 and, since qν
is about 105 cm−1, the radiative capture cross-section is only some 102

times smaller, i.e. 10−17 cm2, and ck is about 10−10 cm3 s−1. The latter is
of the same order of magnitude as that associated with direct interband
transitions.

E

x

CB

σν

VB
Acceptor

ωνh
FIG. 5.5.
Photo-deionization of an acceptor.
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5.6. Photo-ionization of a hydrogenic donor

In the photo-excitation of an electron from the ground state of a hy-
drogenic donor to a scattering state in the conduction band the initial
state wavefunction is

ψT(r) = uco(r)FT(r) (5.75)

where FT(r) is the radial hydrogenic function (eqn (5.69)) and the final
state wavefunction is a Bloch function except near the threshold. In the
latter case coulombic scattering enhances the wavefunction by the cou-
lomb factor. Let us first take the final state to be adequately described
by a Bloch function.

In the long-wavelength limit the momentum matrix element is
given by

pif = V−1/2
∫

u∗
ck(r) exp(−ik · r)p {uco(r)FT(r)} dr (5.76)

or equivalently

p∗
if = V−1/2

∫
u∗

co(r)F∗
T(r)p∗ {uck(r) exp(ik · r)} dr. (5.77)

In the spirit of the effective-mass approximation we can neglect the
variation of the envelope function over a unit cell and, provided that k
for the final state is small compared with a reciprocal lattice vector, the
variation of the wave factor over a unit cell can also be neglected. The
cell-periodic part of the Bloch function varies slightly with k accord-
ing to k · p perturbation theory as functions from other bands become
mixed with uco(r), but to a good approximation this variation can be
neglected if it is not too large. Thus

p∗
if ≈ p∗

ckV−1/2
∫

F∗
T(r) exp(ik · r) dr (5.78)

where

p∗
ck = V−1

∫
u∗

ck(r) exp(−ik · r)p∗ {uck(r) exp(ik · r)} dr.

Thus p∗
ck is the expectation value for the momentum of a Bloch state in

the conduction band. This is simply given by

p∗
ck = mvk (5.79)

where vk is the group velocity, and in this formulation it includes all the
effects of k · p mixing. This approximation is equivalent to that applied
in the case of photo-deionization of an acceptor as a comparison of
eqns (5.78) and (5.68) shows: pcv has been replaced by pck. However,
unlike that case pck is zero when k = 0, whereas pcv is independent
of k. The inter-band momentum is non-zero and optical transitions
are allowed, but in the present case the intra-band momentum is zero
at k = 0 and the optical transition at threshold is forbidden. In that
respect the photo-ionization of a donor differs significantly from the
photo-ionization of a free hydrogen atom, which does have an allowed
transition at k = 0 even when the final state is taken to be a plane
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wave. Calculating the transition momentum to a higher order of ap-
proximation adds terms of order m∗/m and restores this property to
the hydrogenic donor, but since m∗/m is typically of order 0.1 we can
neglect this effect in most cases.

Therefore after integration eqn (5.78) becomes

p∗
if = mvk8i

(
πa∗3

H

V

)1/2
1(

1 + k2a∗2
H

)2 (5.80)

and hence the photo-ionization cross-section from eqn (5.25) for
unpolarized light and a parabolic band is

σν = 256
3

αa2
H

(
RH

�ων

)
1
ηr

m

m∗
πa∗3

H

{1 + (
Ek/R∗

H

)}4

(
2m∗

�2

)3/2

E
3/2
k . (5.81)

The magnitude is determined by the effective volume of the state which
is proportional to a∗3

H . By putting Ek = �ων − R∗
H we can easily show

that σν peaks at �ων = 10R∗
H/7.

Near threshold we must include the coulomb factor:

C0 ≈ 2π
(
R∗

H/Ek
)1/2 . (5.82)

Multiplying the right-hand side of eqn (5.81) by C0 shifts the peak to
�ων = 10R∗

H/9 which is only R∗
H/9 from threshold. Thus the inclusion

of C0 is justified for estimating the position of the peak (Fig. 5.6).
According to eqn (5.30) the radiative capture cross-section is given

by σν multiplied by (qν/k)2:

σk = σν
(Ek + R∗

H)2

2m∗ (c/ηr)
2 Ek

. (5.83)

Because of the small photon energies involved qν is small. Roughly,
2m∗(c/ηr)2 ≈ 104 eV, so with Ek ≈ R∗

H/10 and R∗
H ≈ 0.01 eV the factor

is 10−5. Since σν near the maximum is of order 10−15 cm3, we obtain
a capture cross-section of order 10−20 cm2. This is quite negligible in
comparison with non-radiative processes.

It is of interest to compare the strength of this transition, which is
forbidden at threshold, with that associated with de-ionization of an
acceptor, which is allowed. The ratio of the interaction energies is

mυk/2
p2

cv/2m
= (m/m∗

c )Ek

p2
cv/2m

.
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ωνh
FIG. 5.6.
Photo-ionization of a donor.
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From k · p theory (eqn (1.90)) for simple bands

p2
cv

2m
= Eg

4

(
1 + m

m∗
v

)
. (5.84)

Hence

m

m∗
c

Ek

(p2
cv/2m)

∼= 4Ek

Ecv(m∗
c/m + m∗

c/m∗
v)

. (5.85)

Thus forbidden transitions have smaller intrinsic strengths than those
of allowed transitions, but the difference is not large except very near
threshold (Ek ≈ 0). This small difference is because the k ·p interaction
has already mixed |p〉-like states into the conduction band.

5.7. Photo-ionization of quantum-defect impurities

When core effects increase the depth of a donor state, or are the
reason for binding into a shallow state associated with a neutral centre,
we have to deal with quantum-defect centres as distinct from hydro-
genic centres. We still assume the effective-mass approximation and we
take the quantum-defect form of the ground-state wavefunction (see
Section 2.9) (Bebb and Chapman 1971):

ψT(r) = uc0(r)FT(r) (5.86)

FT(r) = A

(
2r

νTa∗
H

)μ−1

exp
(

− r

νTa∗
H

)
(5.87)

νT = (R∗
H/ET)1/2 μ = ZνT (5.88)

A =
{

4π(νTa∗
H/2)3
(2μ + 1)

}−1/2
. (5.89)

The normalizing constant A has been obtained by normalizing to
unity, even though this procedure, by neglecting the change in form
of the wavefunction near and in the core, underestimates the amp-
litude outside the core. The effect in most cases turns out to be less
than 10 per cent for positively charged or neutral centres, but for negat-
ively charged centres (Z < 0) the error is too large to be neglected. We
therefore restrict attention for the moment to relatively shallow levels
associated with neutral or positively charged centres. When Z = 1,
μ = vT, and when further vT = 1, the quantum-defect wavefunction
transforms to the hydrogenic form. When Z = 0, and consequently
μ = 0, the quantum-defect wavefunction transforms to that assumed
by Lucovsky (1965). The latter model has been commonly used to
describe experimental results even for deep-level impurities (Fig. 5.7).

The momentum matrix element with the final state described by a
Bloch function is

pif = mvk2μ+1i

{
2π(νTa∗

H)3
2(μ + 1)

V
(2μ + 1)

}1/2
sin
{
(μ + 1) tan−1 kνTa∗

H

}
kνTa∗

H(1 + k2ν2
Ta∗2

H )(μ+1)/2

(5.90)
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Photo-ionization cross-sections
associated with the deep levels in GaAs
containing oxygen at 100 K. The solid
curves are theoretical and are based on
the Lucovsky model. (After Grimmeiss
and Ledebo 1975.)

which correctly reduces to eqn (5.80) when μ = νT = 1. For unpo-
larized light and a parabolic band the photo-ionization cross-section
becomes

σν = 16 × 22μ

3
αa2

H

(
RH

�ων

)
1
ηr

m

m∗
2π(νTa∗

H)3
2(μ + 1)


(2μ + 1)

× sin
{
(μ + 1) tan−1(Ek/ET)1/2

}
(Ek/ET){1 + (Ek/ET)}μ+1

(
2m∗

�2

)3/2

E
3/2
k . (5.91)

The capture cross-section can be obtained from σν in the usual way by
using eqn (5.30). Near threshold, and this is particularly germane to the
capture process, the right-hand side of eqn (5.91) should be multiplied
by the coulomb factor if the centre is charged. We are tacitly assuming
that core-resonant scattering is absent.

The peak of σν for a hydrogenic centre is at �ων ≈ 10R∗
H/9. As the

level deepens the maximum moves further away from threshold and in
the limit reaches �ων = 2ET. This is most exactly seen by noting that
μ diminishes as the level deepens, and the difference between charged
and neutral centres becomes smaller. If μ is neglected relative to unity
we obtain the cross-section for a neutral centre:

σν = 16
3
αa2

H

(
RH

�ων

)
1
ηr

m

m∗
2π
(
vTa∗

H

)3 (2m∗/
�

2
)3/2

E
3/2
k

{1 + (Ek
/

ET)}2
. (5.92)

This is essentially the expression first derived by Lucovsky (1965),
though he meant it to apply to deep-level centres. The maximum of
the response for a neutral centre, whatever its depth, is at �ων = 2ET.
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FIG. 5.8.
Photo-ionization of quantum-defect
centres.

The quantity (vTa∗
H)3 measures the elective volume of the localized

state. The effective-mass approximation invariably relates tighter orbits
with deeper levels, and since the overlap integral involving plane-wave
states peaks near kνTa∗

H = 1 the maximum is thrown towards excitation
into shorter wavelength states as the level deepens (Fig. 5.8).
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The case of photo-ionization of centres with multiple negative
charges, i.e. centres whose photo-excited electron finds itself in a long-
range repulsive potential, cannot be satisfactorily treated by assuming
a quantum-defect wavefunction normalized to unity and neglecting the
form at the core. However, if the level is shallow, an effective-mass ap-
proach using a model potential can be used along the lines described in
Section 2.9 and as discussed for example by Amato and Ridley (1980).
When μ > −1

2 the spectral dependence is given reasonably well by the
quantum-defect wavefunction but the magnitude of the cross-section
is not, for the reason mentioned previously. Normalization of the
quantum-defect wavefunction to unity is not possible when μ ≤ −1

2 ,
and consequently the core cannot be neglected for shallow levels.
Figure 5.9 shows the electron charge density for a model potential and
the ratio of the charge in the core to that in the tail for various charges.
This ratio is small in the case of neutral and positively charged centres
with shallow levels, but it is always significant in the case of a negatively
charged centre.

Shallow negatively charged centres therefore form a special sub-
class of shallow-level impurities. To treat the photo-ionization of such
centres within the effective-mass approximation it is necessary to adopt
models for both core and tail, fit them appropriately, and normalize
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the total wavefunction. When this is carried out the spectral depend-
ence turns out to have a maximum beyond �ων = 2ET with a trend
towards �ων � 2ET as the level becomes shallower. The shift of the
maximum away from the neutral value is to be expected, as the dis-
cussion of deep-level impurities in the next section will show, as the
wavefunction concentrates at the core to avoid the repulsive potential.
The spectral dependence of the photo-ionization cross-section of shal-
low negatively charged impurities is therefore expected to be similar to
that for deep-level impurities. It should also be noted that the action
of the coulomb factor is to lower the cross-section near the threshold
and to push the maximum towards higher energies or to eliminate it en-
tirely. The net appearance is to make the photo-ionization cross-section
approach saturation towards high energies (Fig. 5.10).

5.8. Photo-ionization of deep-level impurities

The effective-mass approximation breaks down entirely for deep-level
impurities. In this situation the impurity potential is strong enough to
bind deeply into a ground state whose wavefunction is highly local-
ized. An expansion of this wavefunction in terms of Bloch functions is
in general not very useful since many bands contribute. Nevertheless,
since the final state is one of the bands, a formal expansion of the im-
purity wavefunction in Bloch functions is useful in order to clarify the
qualitative features of the transition. The final state will also in gen-
eral involve the Bloch functions of other bands but provided that no
long-lived resonant positive-energy state is involved, i.e. if there is no
resonant scattering, it will be sufficient to describe the final state by
the single Bloch function belonging to the band with a slowly varying
coulombic envelope at low energies if the excited centre is charged.

In the case of a neutral centre let us express the initial state as

ψT(r) = V−1/2
∑
n,k′

cnk′unk′(r)exp(ik′ · r) (5.93)

and the final state in the conduction band as

ψk(r) = V−1/2uck(r)exp(ik · r). (5.94)

Then the momentum is

pif = cckmυck +
∑

n

cnkpcnk. (5.95)

The first term on the right is the ‘forbidden’ component associated with
the conduction-band contribution to the localized state wavefunction.
The second term represents the momentum matrix elements between
the conduction band and all other bands at k′ = k (neglecting the
photon momentum). This sum can be split into two sections, one in
which pcnk is zero at k = 0 and another in which pcnk is non-zero at
k = 0. We can rewrite eqn (5.95) as

pif = m
∑

s

cskvsk +
∑

t

ctkpctk (5.96)



Photo-ionization of deep-level impurities 179

where the subscript s denotes forbidden components and the sub-
script t denotes allowed components. Since bands contribute in inverse
proportion to their remoteness in energy, we can adopt a two-band ap-
proximation and retain contributions only from the conduction and
valence bands:

pif ≈ mcckvck + cvkpcvk (5.97)

where the subscripts c and v denote conduction and valence bands
respectively. A deep-level impurity state can then be classified as hav-
ing either |s〉-like or |p〉-like symmetry, and the appropriate term
taken. Though rough, this approach is a useful conceptual step in the
interpretation of spectra.

The coefficients cnk depend on the potential and energy of the state.
In the previous cases we have considered the wavefunction, either hy-
drogenic or quantum defect, was known and the cck could be obtained
as Fourier components. If rT denotes the effective radius of the wave-
function, the form of cck is roughly (VT/V )1/2, where VT is the effective
volume of the state, and is independent of k for k2r2

T 
 1 but falls off
rapidly with k for k2r2

T � 1. For deep-level states rT will be of the or-
der of 10 Å, and therefore k2r2

T 
 1 for excitations not too far above
threshold. When k2r2

T
>∼ 1 the final state is far above the conduction-

band minimum and in a region where the conduction band may be
quite complex. Interpretation of the spectrum in this region is likely to
involve details of band structure which are as problematic as the details
of the deep-level state. If the elucidation of the structure of the impur-
ity state is the prime motivation, the region which is most useful is that
in which the band structure is well known, i.e. when k2r2

T 
 1. Near
the threshold, Ek/ET 
 1 and we can therefore take for an |s〉-like
impurity (Ridley 1980)

Pif ≈ (VT/V )1/2mvk. (5.98)

Taking a parabolic approximation for the band we obtain for the
photo-ionization cross-section for unpolarized light

σν = 4
3
αa2

H

(
RH

�ων

)
1
ηr

m

m∗ VT

(
2m∗

�2

)3/2

E
3/2
k (|s〉 like). (5.99)

For a |p〉-like impurity

pif ≈ (VT/V )1/2pcv (5.100)

and

σν = 4
3
αa2

H

(
RH

�ων

)
1
ηr

VT
P2

cv

2m

(
2m∗

�2

)3/2

E
1/2
k (|p〉 like). (5.101)

When αa2
H ≈ 2 × 10−19 cm2, RH/�ων ≈ 10, ηr ≈ 4, p2

cv/2m ≈ 0.5 eV,

and (2m∗/�2)3/2E
1/2
k ≈ 1021 eV−1 cm−3 at Ek ≈ 0.1 eV, the photo-

ionization cross-section is about 103VT cm2. Since VT is about
10−21 cm3, σν ≈ 10−18 cm2.
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Near threshold σν is about 10−18 cm2 multiplied by the coulomb
factor if the centre is charged. The radiative capture cross-section for
a level about 0.6 eV below the conduction band is therefore only about
10−22 cm2.

Note that it is only near to threshold that a distinction between al-
lowed and forbidden transitions can be made. Far above threshold the
energy dependence of the matrix element blurs that distinction since the
bands become non-parabolic and overlap bands with different parities.
Thus the expressions in eqns (5.99) and (5.101) are applicable in just the
region which provides most information about the centre. Neither ex-
pression predicts a maximum—a consequence of neglecting the tail of
the localized wavefunction. However, since a maximum must occur well
above threshold (if not as far as predicted by effective-mass theory, still
far enough), its position may be significantly affected by the shape of
the density-of-states function at high energies and consequently the in-
terpretation of an observed peak several tenths of an electronvolt above
threshold may be quite difficult to perform.

5.9. Summary of photo-ionization cross-sections

The expressions for the cross-sections derived in the previous sections
have been collected together in Table 5.1.

TABLE 5.1. Summary of photo-ionization cross-sections.a

(1) Direct interbandb 2σ0V

(2) Hydrogenic acceptor
(to conduction band)

σ0
64πa∗3

HV{
1+
(

Ek/R∗
HV

)}4

(3) Hydrogenic donor σ0
Ek(m/m∗)(

p2
cv/2m

) 64πa∗3
HC{

1+
(

Ek/R∗
HC

)}4

(4) Quantum defect σ0
Ek(m/m∗)

p2
cv/2m

8π22μ
(
νTa∗

H

)3
sin2

{
(μ+1) tan−1(Ek/ET)

1/2
}

(Ek/ET){1+(Ek/ET)}μ+1

(5) Deep-levelc (|s〉 like) σ0
Ek
(
m/m∗)(

p2
cv/2m

) VT

(6) Deep-levelc (|p〉 like) σ0VT

σ0 = 4
3
αa2

H

(
RH

�ων

)
1
ηr

p2
cv

2m

(
2m∗
�2

)3/2
E

1/2
k

α = e2/4πε0
�c

RH = e2/4πε0
2aH

aH = �
2/m

e2/4πε0

aNot including scattering or local-field correction. Where a coulomb field exists the above expressions
are multiplied by the coulomb factor C0 for transitions near threshold.

bIncludes spin degeneracy of the initial state.
cIncludes shallow negatively charged centres.
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5.10. Indirect transitions

Because of the small momentum associated with photons whose fre-
quency lies in the visible or infrared regions of the spectrum, transitions
in which both initial and final states are band states are allowed only
if crystal momentum is conserved. Such processes are depicted by ver-
tical lines in the E–k diagram and are termed direct transitions. For
non-vertical transitions to occur momentum has to be supplied from
another source such as an impurity centre or the pervasive phonon gas.
Transitions involving a photon and a phonon or impurity are termed
indirect. Two important examples of indirect radiative transitions are
the interband transition from the top of the valence band to a con-
duction band valley at or near the zone boundary, and the intra-valley
transition responsible for free-carrier absorption (Fig. 5.11). Indirect
transitions involving localized states are also possible, but since the de-
fect centre can accommodate momentum differences without the help
of a phonon such processes are usually in competition with direct pro-
cesses which have a higher probability of occurring. In general, indirect
transitions can occur alongside direct inter-band transitions and may
contribute observable features in the sub-threshold region associated
with the absorption, for example, of a long-wavelength optical phonon.
We shall not discuss in detail all these possibilities but limit ourselves
to describing the transition rate in processes which without the phonon
or impurity would be forbidden. For the sake of brevity we shall treat
explicitly only the phonon case.

The transition rate is given by second-order perturbation theory
(Schiff 1955):

W (k) =
∫
f

2π
�

∣∣∣∣∣
∑

n

〈f ∣∣Hper |n〉〈n|Hper
∣∣ i〉

Ei − En

∣∣∣∣∣
2

δ(Ef − Ei) dSf (5.102)

Hper = Hν + Hep. (5.103)

E

k
FIG. 5.11.
Indirect transitions.
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The optical perturbation Hν (eqns (5.1), (5.11), and (5.12)) induces
a transition from the initial state |i〉 to a virtual intermediate state
|n〉, often conserving crystal momentum but not energy. The phonon
perturbation Hep (Chapter 3) completes the transition by taking the
system from |n〉 to the final state |f〉, conserving momentum and overall
energy. Alternatively, the first step can be accomplished by the phonon
perturbation and the second step by the optical perturbation. Since
we are not concerned with either two-phonon processes (Hep active
in both steps) or two-photon processes (Hν active in both steps), the
two alternatives are the only possible ways of making the transition.
The intermediate state in each case is limited by the conservation of
crystal momentum when all states considered are described by Bloch
functions.

Let the initial state be a Bloch state of band a denoted by |ak〉 and
the final state be a Bloch state of band b denoted by |bk′〉. Consider the
absorption of a photon of energy �ων and of a phonon of energy �ωq
and crystal momentum �q. The initial and final energies are (normal
processes)

Ei = Eak + �ων + �ωq

Ef = Ebk+q.
(5.104)

If the phonon is absorbed first the intermediate energy is given by

(a) En = Eak+q + �ων

(b) En = Ebk+q + �ων ,
(5.105)

and if the photon is absorbed first

(a) En = Ebk + �ωq

(b) En = Eak + �ωq
(5.106)

(neglecting the photon momentum). Processes (a) and (b) are mu-
tually distinct only when the initial and final states are in different
bands. When this is the case the optical transitions for processes (b)
are forbidden, since they depend upon a matrix element of the form
〈ak|Hν |ak〉 or 〈bk + q|Hν |bk + q〉, whereas processes (a) may entail
allowed transitions, and so we need not consider processes (b) further
(Fig. 5.12).

The sum Sn over intermediate states is therefore

Sn = 〈bk + q|Hν |ak + q〉〈ak + q
∣∣Hep

∣∣ak〉
Eak + �ωq − Eak+q

+ 〈bk + q
∣∣Hep

∣∣ bk〉〈bk|Hν|ak〉
Eak + �ων − Ebk

. (5.107)

If Egk is the direct energy gap between bands a and b at k we can use
eqn (5.104) in the first denominator to write the sum thus:
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S2+

S1+

S2–

(b,k′)

S2

S1S1–

(a,k)
(a) (b) (c)

E

k

FIG. 5.12.
Virtual processes in indirect transitions
with the absorption of a photon: (a)
accompanied by the absorption of a
phonon; (b) accompanied by the
emission of a phonon; (c) accompanied
by impurity scattering. The Si± refer to
matrix elements.

Sn = 〈bk + q|Hν |ak + q〉〈ak + q
∣∣Hep

∣∣ak〉
Egk+q − �ων

− 〈bk + q
∣∣Hep

∣∣bk〉〈bk|Hν |ak〉
Egk − �ων

. (5.108)

To obtain the total rate associated with the absorption of a photon we
must add two further terms to the sum, similar in form to those in eqn
(5.108) which describe the emission of a phonon. If the two terms in
eqn (5.108) are labelled respectively S1+ and S2+ and the equivalent
terms associated with phonon emission S1− and S2−, the rate for an
indirect transition is given by

W (k) =
∫
f

2π
�

|S1+ + S2+ + S1− + S2−|2 δ(Ef − Ei) dSf. (5.109)

Second-order perturbation theory leading to eqn (5.109) must be
modified when any of the denominators are zero or when, more gen-
erally, a virtual intermediate state can become a real final state. Direct
transitions then dominate anyway, so we shall assume that the photon
energy is not large enough for this situation to occur.

The above expressions are also valid for impurity scattering if Hep
is interpreted as the appropriate interaction and �q is the crystal
momentum change in the elastic process.

5.11. Indirect interband transitions

In silicon the optical absorption edge is associated with a transition
between the top of the valence band and one of the six � valleys, and
in germanium between the top of the valence band and one of the
four L valleys. Both of these are indirect transitions (Fig. 5.13). The
full calculation of the transition rate is rather long since it involves
eight matrix elements (two for each S). We shall limit ourselves to a
calculation of the partial rate arising from the more important contri-
butions which we assume to be embodied in the terms S2+ and S2−.
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E

k

S2

S1FIG. 5.13.
Virtual transitions to real states in
indirect inter-band absorption. Because
of the larger band gap at the zone
boundary S1 processes are somewhat
weaker than S2 processes.

We choose S2+ and S2− because they have smaller denominators. In
silicon Eg0 = 3.4 eV and in germanium Eg0 = 0.81 eV, whereas in both
materials EgX ≈ EgL ≈ 4 eV. Thus Egk − �ων is typically smaller than
Egk+q − �ων in semiconductors, and in the case of germanium it is ap-
preciably so. Since cross terms between S2− and S2+ do not contribute
to the rate, we can write

W2(k) =
∫
f

2π
�

(|S2+|2 + |S2−|2)δ(Ef − Ei) dSf (5.110)

|S2±|2 = |〈ck ± q| Habs
ep em |ck〉|2 |〈ck| Habs

ν |vk〉|2
(Egk − �ων )2

(5.111)

where c stands for the conduction band and v for the valence band.
The optical matrix element is identical to that for a direct transition.

Thus in the long-wavelength approximation (eqn (5.11))

Habs
ν = − e

m

(
�nν

2Vενων

)1/2

a · p. (5.112)

Hence for non-polarized light, ignoring electron–hole scattering cor-
rections close to threshold and neglecting any k dependence of the
matrix element,

|〈ck| Habs
ν |vk〉|2 = M2

ν = 8π�

3
αa2

H

(
RH

�ων

)(
cε0

εν

)
nν

V

p2
cv

2m
(5.113)

where α is the fine-structure constant, aH is the Bohr radius, RH is the
Rydberg energy, nν is the number of photons in the cavity of volume V ,
and pcv is the interband momentum matrix element.

Compared with the rate for a direct optical transition at the zone
centre, everything else being equal, the indirect transition rate is lower
by a factor equal to the square of the phonon-scattering matrix element



Indirect interband transitions 185

divided by (Eg0 −�ων)2. The phonon matrix element is that for an inter-
valley scattering event in the conduction band, the valleys being non-
equivalent. As such the phonons involved obey group theory selection
rules (Table 3.3, p. 92). For example, in the case of germanium only the
zone edge LO and LA phonons may participate.

According to eqn (3.14) the square of the phonon matrix element for
a given q has the following general form

|〈ck ± q| Habs
ep em |ck〉|2 = M2

q = �

2NM ′
C2

qI(k, k + q)

ωq

{
n(ωq)

n(ωq) + 1

}
.

(5.114)

In the case of inter-valley scattering (generalizing from eqn (3.120))

C2
qI(k, k + q)

M ′ = D2
ij

M1 + M2
(5.115)

where M1+M2 is the total mass in the unit cell and Dij is a deformation
potential constant. Thus

M2
q = �D2

ij

2ρVωij

{
n(ωij)

n(ωij) + 1

}
(5.116)

where ρ is the mass density and ωij is now the angular frequency of the
appropriate phonon. (If more than one type of mode participates we
must add the M2

q .) We assume, as usual, that inter-valley scattering is
isotropic and independent of q.

In the case of direct inter-band transitions only one final state was
coupled to a given initial state by k conservation, and a finite transition
rate existed only for the band of states lying between Er and Er + dEr
with density Ncv(Er) given by eqn (5.55) where Er = �

2k2/2m∗
r and

m∗
r is the reduced electron–hole mass. For indirect transitions the situ-

ation is different. Corresponding to a given initial state |vk〉 there is a
spread of final states in the conduction band brought about by phonon
scattering, and hence a transition rate exists given by

W2(k) = 2π
�

M2
ν

(Eg0 − �ων)2

�D2
ijNval

2ρωij

[
n(ωij)Nc(E1 + �ωij)

+ {n(ωij) + 1
}

Nc(E1 − �ωij)
]

(5.117)

where Nval is the number of equivalent conduction band valleys con-
taining final states, Nc(E) is the density of states for a given spin (the
transition does not flip spin) in a given valley, and

E1 = �ων − Eg − Ek (5.118)

where Eg is the indirect gap and Ek is the hole energy of the initial state
measured from the top of the valence band.

As far as the electron in state |vk〉 is concerned eqn (5.117) is the
probability of making an indirect transition in unit time, and that is the
end of the calculation. (Actually the end of the calculation should be
a photo-ionization cross-section using eqn (5.24) because the square of
the optical matrix element contains the arbitrary volume of the cavity.)
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However, we are usually interested more in the total rate induced by
a given photon energy since this determines the absorption coefficient.
We have therefore to sum all the W2(k) which correspond to allowed
processes, keeping �ων constant. This means summing over all possible
initial states from Ek = 0 to Ek max, where

Ek max = �ων − Eg + �ωij phonon absorption
Ek max = �ων − Eg − �ωij phonon emission.

(5.119)

Thus we multiply W2(k) by 2VNV(Ek) dEk, where NV(Ek) is the density
of states of a given spin per unit energy interval in the valence band and
the factor 2 accommodates spin degeneracy, and integrate between the
appropriate limits. In the case of parabolic bands we note that

Ek max∫
0

E
1/2
k (Ek max − Ek)1/2 dEk = πE2

k max

8
(5.120)

and hence we obtain

W2(�ων) = VM2
νD2

ijNval(m∗
c m∗

v)3/2

8π2(Eg0 − �ων)2�6ρωij

×
[
n(ωij)(�ων − Eg + �ωij)2 + {

n(ωij) + 1
}

(�ων − Eg − �ωij)2
]

.

(5.121)

Note that the cavity volume disappears from the expression (see eqn
(5.113)). The absorption coefficient can then be obtained using eqn
(5.58). Each type of allowed phonon contributes a rate as in eqn (5.121)
with Dij and ωij characteristic of the mode. Further contributions to the
total rate come from the alternative route depicted by S1+ and S1− in
eqn (5.109).

Indirect inter-band absorption differs significantly from direct inter-
band absorption in its dependence on photon energy. Near the
threshold energy Eth, the former varies as (�ων − Eth)2 while the lat-
ter varies as (eqn (5.59)) (�ων − Eth)1/2 (as does excitonic absorption).
A plot of the square root of the absorption coefficient versus photon
energy near the threshold should give a straight line. Experimental res-
ults for silicon and germanium are shown in Figs. 5.15 and 5.16. Sharp
rises which disrupt the general trend of the curves are associated with
excitonic absorption. Indirect transitions to excitonic states have been
discussed by McLean and Loudon (1960).

z

θ

∝

φ

β

x

q

y

k

a

FIG. 5.14.
Vector diagram for free-carrier
absorption.

5.12. Free-carrier absorption

An electron in the conduction band of a semiconductor cannot absorb
a photon and conserve energy and momentum without making a trans-
ition to another band, simultaneously absorbing or emitting a phonon,
or simultaneously scattering off an impurity centre. The first process
is the direct radiative transition already discussed in Section 5.4. The
second and third are indirect processes involving a transition from a
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state |k〉 to a state |k′〉 in the same band, and it is such processes which
are at the heart of the phenomenon of free-carrier absorption.

The transition rate is given by eqn (5.109) which we shall write in the
following form:

W (k) =
∫
f

2π
�

|S+ + S−|2 δ(Ef − Ei) dSf. (5.122)

Since the energy gaps which appear in expressions like eqn (5.108) for
S+ are now zero we have

S± = 1
�ων

(〈k ± q|Hs| k〉〈k∣∣Habs
ν

∣∣k 〉− 〈
k ± q

∣∣Habs
ν

∣∣k ± q
〉

× 〈k ± q|Hs|k〉) (5.123)

where Hs is the scattering interaction.
The optical matrix elements, as we saw in Section 5.6, involve the

total momentum of the Bloch states:

〈k |p| k〉 = mvk (5.124)

where vk is the group velocity. Thus, from eqn (5.11)

S± = 〈k ± q |Hs| k〉
�ων

(
e2

�nν

2Vενων

)1/2

a · (vk±q − vk). (5.125)
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Summing over the final states is equivalent to a sum over q, and so

W±(k) = 2π
�

e2
�

2nν

2Vεν(�ων)3

∫
|〈k ± q |Hs| k〉|2{a · (vk±q − vk)}2

× δ(Ef − Ei) dq
V

8π3 (5.126)

The integrand requires the band structure and the scattering process to
be defined. For simplicity we shall assume that the band is spherical
and parabolic. In this case

vk±q − vk = �

m∗ (k ± q − k) = ± �q
m∗ (5.127)

whence

W±(k) = e2
�

3nν

8π2εν(�ων )3m∗2

∫
|〈k ± q |Hs| k〉|2(a · q)2δ(Ef − Ei) dq.

(5.128)

Let us choose spherical polar coordinates with the polar axis along
k (Fig. 5.14). Then if the angle between a and q is α, the angle between
a and k is β, and the angle between q and k is θ , we have

a · q = q cosα = q(cos θ cosβ + sin θ sinβ sinφ) (5.129)

where φ is the azimuthal angle. Nothing in the integrand other than
(a · q)2 depends upon φ, and so the integration over φ can be carried
out immediately. We obtain
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W±(k) = e2
�

3nν

4πεν (�ων)3m∗2
×

qZB∫
0

1∫
−1

|〈k ± q |Hs| k〉|2q4

×
(

cos2 θ cos2 β + 1
2

sin2 θ sin2 β

)
δ(Ef − Ei) dq d(cos θ).

(5.130)

Limits on q are determined by conservation of energy and momentum.

5.12.1. Energy and momentum

Let the change in momentum �q be accompanied by a change in en-
ergy �ωq. The equations for momentum and energy conservation are
as follows:

|k ± q|2 = k′2 = k2 + q2 ± 2kq cos θ

�
2k

′2

2m∗ = �
2k2

2m∗ + �ων ± �ωq

(5.131)

where the plus sign denotes absorption, and the minus sign emission.
Following the steps of Chapter 3, Section 3.2.1, we obtain

± cos θ = − q

2k
+ m∗(ων ± ωq)

�kq
. (5.132)

Let us assume that ωq is either very much less than ων or, if not
negligible, independent of q. The former case will be a very good
approximation for impurity scattering and generally useful for acoustic
phonon and piezoelectric scattering; the latter case will be applicable to
optical phonon scattering. Therefore both cases

± cos θ ≈ − q

2k
+ m∗ω±

�kq
(5.133)

where

ω± = ων ± ω (5.134)

is independent of q. Solutions exist provided that

qmin ≤ q ≤ qmax

q± min = k

{(
1 + �ω±

Ek

)1/2

− 1

}
ω± ≥ 0 (5.135)

q± max = k

{(
1 + �ω±

Ek

)1/2

+ 1

}
.

The argument of the delta function can be changed as follows:

Ef − Ei = �
2q2

2m∗ ± �
2kq

m∗ cos θ + �ω±. (5.136)

5.12.2. Scattering matrix elements

In general the scattering matrix element depends upon the magnitude
of q and its direction relative to k. However, it is usually possible to take
angular averages of parameters such as deformation potentials, elastic
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constants, and so on, and thereby to confine the angular dependence
of the integral in eqn (5.130) to the effect of optical polarization and to
the delta function. We shall therefore assume that the scattering matrix
element contains no angular dependence.

Integration over cos θ gives

W±(k) = e2
�nν

4πεν(�ων)3m∗k

q± max∫
q± min

|〈k ± q| Hs |k〉|2 q3

×
{(

− q

2k
+ m∗ω±

�kq

)2 (
cos2 β − 1

2
sin2 β

)
+ 1

2
sin2 β

}
dq

(5.137)

and we have used eqns (5.133) and (5.136) together with the identity∫
f (x)δ(ax − b) dx = 1

a
f

(
b

a

)
. (5.138)

In all the cases of phonon scattering (acoustic, optical, polar, and
piezoelectric) and in some approximations of impurity scattering, the
scattering element depends upon q in the form of a simple power law.
We shall limit our discussion to situations where this simplification can
be assumed. Thus we take

|〈k ± q| Hs |k〉|2 = As±qr (5.139)

where As± is a factor characteristic of the scattering process (Table 5.2).
For acoustic phonon (equipartition) and optical phonon (including
inter-valley phonon) scattering r = 0, for polar optical and piezo-
electric (equipartition) scattering r = −2, and for charged-impurity
scattering r = −4. (Scattering by neutral impurities does not appear to
have received much attention in this context.)

TABLE 5.2. Scattering matrix elements.

Scattering process |〈k ± q| Hs |k〉|2 = As±qr

Acoustic phonon (equipartition)
Ξ2kBT

2VcL

Optical phonon
D2

0�

2Vρωo

{
n(ωo)

n(ωo) + 1

}

Inter-valley phonon
D2

i �

2Vρωi

{
n(ωo)

n(ωo) + 1

}

Polar optical phonon (unscreened)
e2

�ωo

2Vεpq2

{
n(ωo)

n(ωo) + 1

}

Piezoelectric (unscreened, equipartition)
e2K2

avkBT

2Vεq2

Charged impurity (unscreened)
Z2e4NI

Vε2q4
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5.12.3. Electron scattering by photons

Integration over q gives

W±(k) = e2
�nνAS±kr+3

32πεν (�ων )3m∗(r + 6)
× {G± max(ω±, Ek,β) − G± min(ω±, Ek,β)

}
(5.140)

where

G±m(ω±, Ek,β) = (3 cos2β − 1)
(qm

k

)r+6 + 4(r + 6)

×
{

1 − cos2β − �ω±
2Ek

(3 cos2 β − 1)
}

×
{

1 − δr,−4

r + 4

(qm

k

)r+4 + δr,−4 log qm

}

+ (r + 6)
(

�ω±
Ek

)2

(3 cos2β − 1)

×
{

1 − δr,−2

r + 2

(qm

k

)r+2 + δr,−2 log qm

}
.

(5.141)

In this expression the subscript m stands for max or min; also δr,x = 1
if r = x and 0 otherwise, and (1−δr,x)/(r−x) = 0 if r = x and 1/(r−x)
otherwise.

If the light is unpolarized or if we average over the direction of the
electron’s motion we can replace cos2β by 1

3 . This simplifies matters
considerably, and we obtain

G±m(ω±, Ek) = 8(r + 6)
3

{
(1 − δr,−4)

r + 4

(qm

k

)r+4 + δr,−4 log qm

}
(5.142)

and hence for the three cases

kr+3

r + 6

{
G± max(ω±, Ek) − G± min(ω±, Ek)

}

= 16
3

k3
(

1 + h̄ω±
Ek

)1/2 (
2 + h̄ω±

Ek

)
r = 0 (5.143)

= 16
3

k

(
1 + h̄ω±

Ek

)1/2

r = −2 (5.144)

= 16
3

1
k

coth−1
(

1 + h̄ω±
Ek

)1/2

r = −4. (5.145)
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The rates are then given by

W±(k) = e2nνAS±(2m∗)1/2

3πεν(�ων)3�2
(Ek + �ω±)1/2(2Ek + �ω±) r = 0

(5.146)

= e2nνAS±
3πεν (�ων )3(2m∗)1/2

(Ek + �ω±)1/2 r = −2

(5.147)

= e2nνAS±�
4

3πεν (�ων )3(2m∗)3/2

1

E
1/2
k

coth−1
(

1 + �ω±
Ek

)1/2

r = −4.

(5.148)

These are the transition rates for an electron in a state |k〉 absorbing a
photon and either absorbing a phonon (+), emitting a phonon (−), or
scattering off an impurity (in which case the ± sign can be dispensed
with). The photon absorbed is one of the nν which inhabit the cavity V .
Since the AS± are proportional to V−1 the rates are conveniently nor-
malized for a radiation energy density nν�ων/V , in which case rates per
unit energy density are inversely proportional to the fourth power of the
frequency. In this property free-carrier absorption is similar to Rayleigh
scattering of light by bound electrons. The two processes are fairly
closely related so it is not surprising that the characteristic dependence
on frequency appears in both cases.

Unless the energy density of radiation is unusually high the above
rates are very small in comparison with ordinary scattering rates associ-
ated with phonons and impurities. For example, in the case of acoustic
phonon scattering (eqn (3.73), Chapter 3) the rate for absorption or
emission is given by

Wac(k) = Ξ2kBT(2m∗)3/2E
1/2
k

4π�3cL
= AS±

(2m∗)3/2E
1/2
k V

2π�4 (5.149)

and hence

W±(k)
Wac(k)

= e2nν�
2

3εν(�ων)3Vm∗

(
1 + �ω±

Ek

)1/2

(2Ek + �ω±)

= 4πα0Eνc

3(εν/ε0)ω3
νm∗

(
1 + �ων

Ek

)1/2 (2Ek

�ων
+ 1

)
(5.150)

where α0 is the fine-structure constant, Eν is the energy density, and
ων is the angular frequency of radiation, and we have neglected the
acoustic phonon energy in relation to the photon energy. Taking typical
values for εν and m∗ and regarding the brackets as contributing a factor
of order unity, we calculate that for ων ≈ 1013 s−1 the ratio is of order
unity only for an energy density about 100 J m−3 which is equivalent
to an intensity of about 10 GW m−2. Therefore in most situations the
presence of light in the semiconductor does not affect the mobility of
electrons. The interesting physical quantity is usually not the rate at
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which electrons are scattered by photons but the rate at which photons
are absorbed.

5.12.4. Absorption coefficients

The rate for all transitions involving the absorption of a photon of en-
ergy �ων is obtained by summing over all initial electron states. Thus,
for non-degenerate statistics

Wν± =
∞∫

0

W±(k)f (Ek)2VN(Ek) dEk (5.151)

where f (Ek) is the occupation probability, N(Ek) is the density of
states in dEk for a given spin, and the factor of 2 reflects the spin
degeneracy. The limits of the integration constitute a reasonable ap-
proximation provided that f (Ek) falls off exponentially with energy. At
thermodynamic equilibrium we can take the expression

f (Ek) = n

Nc
exp

(
− Ek

EBT

)
(5.152)

where Nc is the effective density of states for the non-degenerate gas of
electrons and n is the electron density. Assuming a parabolic band we
can take

N(Ek) = (2m∗)3/2E
1/2
k

4π2�3

Nc = 2(2πm∗kBT)3/2

(2π)3�3
(5.153)

and hence

Wν± = 2nV

π1/2(kBT)3/2

∞∫
0

W±(k)E1/2
k exp

(
− Ek

kBT

)
dEk. (5.154)

For r = 0 the integral over energy is (Gradshteyn and Ryzhik 1965)
∞∫

0

Ek(Ek + �ω±)1/2(2Ek + �ω±) exp
(

− Ek

kBT

)
dEk

= 1
2

kBT(�ω±)2 exp
(

�ω±
2kBT

)
K2

( |�ω±|
2kBT

)
(5.155)

where K2(z) is a modified Bessel function of the second kind. For
r = −2 the integral is (Gradshteyn and Ryzhik 1965)

∞∫
0

E
1/2
k (Ek + �ω±)1/2 exp

(
− Ek

kBT

)
dEk

= 1
2

kBT |�ω±| exp
(

�ω±
2kBT

)
K1

( |�ω±|
2kBT

)
(5.156)
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For r = −4 (Gradshteyn and Ryzhik 1965)

∞∫
0

{
coth−1

(
1 + �ω±

Ek

)1/2
}

exp
(

− Ek

kBT

)
dEk

= 1
2

KBT exp
(

�ω±
2kBT

)
K0

( |�ω±|
2kBT

)
(5.157)

These expressions are valid even if �ω± is negative provided that the
modulus of �ω± is taken as shown.

Finally we take into account the stimulated emission of photons by
changing the sign of �ων in �ω± to obtain the rate W em

ν± . The net ab-
sorption rate is the difference between Wabs

ν± and W em
ν± . By using the

relation between the absorption constant Kν and Wν (eqn (5.58)) we
obtain

Kν± = 1
υνnν

(Wabs
ν± − W em

ν± ). (5.158)

The total absorption coefficient is obtained by summing the effects of
phonon absorption and emission, where phonons are involved.

The results from Table 5.2, eqns (5.146)–(5.148), and eqns (5.154)–
(5.158) are as follows. Although we have not followed the usual path in
deriving these absorption coefficients, we can be gently gratified by the
fact that we obtain the same expressions (cf. Seegar 1973).

Acoustic phonons

Kν = 8α(2m∗kBT)1/2Ξ 2n

3π1/2ηr�2ωνcL
sinh

(
�ων

2kBT

)
K2

(
�ων

2kBT

)
(5.159)

where α is the fine-structure constant and ηr is the refractive index
(εν/ε0)1/2. The classical frequency dependence is obtained by letting
�ων tend to zero. We use the fact that

Kν (z) ≈ 1
2

(ν)

(
1
2

z

)−ν

ν > 0, z → 0 (5.160)

and obtain

Kν = 32α(2m∗)1/2(kBT)3/2Ξ2n

3π1/2ηr�3ω2
νcL

= 128αe�n

9ηrm∗2ω2
νμac

. (5.161)

The absorption coefficient is inversely proportional to the square of the
frequency. It also has the classical dependence on mobility, μac and in-
deed is identical to the classical expression provided that a factor 32/9π ,
which is about 1.13, is equated to unity. The expression is invalid for
very small frequencies since we have assumed that the photon energy
greatly exceeds the phonon energy.
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Optical phonons

Kν = 4α(2m∗)1/2D2
on [n(ωo){n(ωo) + 1}]

3π1/2ηr�
3ω3

νωoρ(kBT)1/2

1/2

sinh
(

�ων

2kBT

)

×
{

(�ω+)2K2

(
�ω+
2kBT

)
+ (�ω−)2K2

( |�ω−|
2kBT

)}
(5.162)

where we have used the relation

n(ωo) + 1 = n(ωo) exp(�ωo/kBT) (5.163)

and ω+ = ων + ωo, ω− = ων − ωo. A similar expression is obtained
for inter-valley phonons.

Polar optical phonon

Kν = 16π1/2ααep�
1/2ω

3/2
o [n(ωo) {n(ωo) + 1}]1/2 n

3ηrm∗(kBT)1/2ω3
ν

sinh
(

�ων

2kBT

)

×
{

�ω+K1

(
�ω+

2kBT

)
+ |�ω−|K1

( |�ω−|
2kBT

)}
(5.164)

where αep is the polar coupling coefficient (see Table 3.7, p. 108) and
ε−1

p = ε−1∞ − ε−1.
Piezoelectric

Kν = 25/2αK2
av(kBT)1/2n

3π1/2ηr�ω2
νm∗1/2ε

sinh
(

�ων

2kBT

)
K1

(
�ων

2kBT

)
. (5.165)

Charged impurity

Kν = 23/2αZ2e4NIn

3π1/2ηrε2ω3
νm∗3/2(kBT)1/2

sinh
(

�ων

2kBT

)
K0

(
�ων

2kBT

)
.

(5.166)

5.13. Free-carrier scattering of light

The Hamiltonian describing interaction of a (non-relativistic) electron
and the electromagnetic field is (see Chapter 2, Section 2.4)

Hν = − e

m
A · p + e2

2m
A2. (5.167)

The first part of the interaction has been used throughout this chapter
to describe absorption processes of one sort or another, while the
second part has been tacitly assumed to be negligible. Without a third
entity being present to conserve momentum, neither term can induce
the absorption of a photon by a free electron. However, both terms are
capable of inducing the scattering of a photon by a free electron, the
first term through a second-order process and the second term through
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a first-order process. It turns out that for free electrons the scattering
rate produced by the A · p interaction is smaller than the scattering rate
produced by the A2 interaction by a factor of order (υ/c)2 where υ is the
group velocity of the electron and c is the velocity of light. Thus, the A2

term is dominant for free electrons. We might expect the effective-mass
approximation to be applicable for electrons in a conduction band, and
that the A2 term, with m replaced by m∗, would be a good approx-
imation to the interaction. This indeed turns out to be the case, but
only for photon energies well below the energy gap between bands. The
A·p term, far from being negligible, is of vital importance in converting
eqn (5.167) to the effective-mass form (see Appendix, Section 5.14):

Hν ≈ e2

2m∗ A2. (5.168)

In discussing the scattering of light by an electron in a conduction band
we shall assume that the photon energy is far removed from any inter-
band separations, and therefore that scattering can be satisfactorily
described by the A2 term in the effective-mass approximation.

The scattering rate is thus

Wν =
∫
f

2π
�

∣∣∣∣∣
〈

k′
∣∣∣∣∣ e2

2m∗ A2

∣∣∣∣∣ k
〉∣∣∣∣∣

2

δ(Ef − Ei) dSf (5.169)

where k and k′ are respectively the wavevectors of the electron before
and after scattering a photon. If the incident photon has angular fre-
quency ων and wavevector qν and the scattered photon has angular
frequency ω′

ν and wavevector q′
ν , the vector potential can be written

A = Aa cos(qν · r − ων t) + A′a′ cos(q′
ν · r − ω′

νt). (5.170)

Consequently

A2 = A2

2

{
1 + cos 2(qν · r − ων t)

}+ A
′2

2

{
1 + cos 2(q′

ν · r − ω′
νt)
}

+ AA′a · a′ [cos
{
(qν + q′

ν) · r − (ων + ω′
ν)t
}

+ cos
{
(qν − q′

ν) · r − (ων − ω′
ν )t
}]

(5.171)

and hence the interaction has d.c., second-harmonic, sum, and dif-
ference components. The d.c. components leave the state unchanged
and consequently produce zero rate. The second-harmonic compon-
ents attempt to induce the electron to absorb or emit photons of energy
2�ων or 2�ω′

ν but this is forbidden by simultaneous conservation of
momentum and energy. The latter also forbids the absorption or emis-
sion of sum-frequency photons, and so only the difference-frequency
photons are left.

For the incident wave (see eqn (5.9))

A =
(

2�nν

Vενων

)1/2

(5.172)
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and for the scattered wave, which is assumed to be spontaneously
emitted,

A′ =
(

2�

Vενω′
ν

)1/2

. (5.173)

The scattering rate is therefore

Wν = 2π
�

(
e2

2m∗

)2
�

2nν

V2ε2
νων

∫ (
a · a′)2
ω′
ν

δ(Ef − Ei) dq′
ν

V

8π3 (5.174)

with momentum conservation

K′ = K + �qν �qν = qν − q′
ν . (5.175)

If α is the angle between k and �q, then for a parabolic band
(Fig. 5.17)

k
′2 = k2 + �q2

ν + 2K �qν cosα (5.176)

�
2k

′2

2m∗ = �
2k2

2m∗ + ��ων

�ων = ων − ω′
ν (5.177)

whence, for �qν 
 k,

�ων = υ �qν cosα (5.178)

k

k′

q′ν

qν

a′

a

θ′
θ

β
φ

Δqν

α

FIG. 5.17.
Scattering diagram.
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where υ is the group velocity of the electron. However,

�ων = υν(qν − q′
ν) (5.179)

where υν is the velocity of light in the semiconductor, and thus

qν − q′
ν = υ

υν
�qν cosα (5.180)

or since υ/υν is very small, qν ≈ q′
ν . Now

�q2
ν = q2

ν + q′2
ν − 2qνq′

ν cos θ (5.181)

where θ is the angle through which the light is scattered, and so

�qν ≈ 2qν sin(θ/2). (5.182)

From eqn (5.178) the fractional change of frequency on scattering is

�ων

ων
= 2

(
υ

υν

)
cosα sin

(
θ

2

)
(5.183)

which is very small in practice. Consequently, the delta function con-
serving energy in eqn (5.174) can be taken to be independent of
direction in an elastic scattering approximation. By putting

dq′
ν ≈ dqν = q2

ν dqν d� = ω2
ν dων d�
υ3
ν

(5.184)

we obtain, after integrating over energy,

Wν =
(

e2

4πενm∗

)2
nν

υ3
νV

∫
(a · a′)2 d� (5.185)

where � is the solid angle.
In order to work out a · a′ we consider the plane containing q′

ν and
a. Now if a′ is perpendicular to this, a · a′ = 0 and the scattering is
forbidden. Thus we take a′ to be in this plane. By taking the azimuthal
angle φ to be in the plane perpendicular to qν (Fig. 5.17) we obtain

q′
ν · a = qν sin θ cosφ (5.186)

or, if the angle between q′
ν and a is β,

cosβ = sin θ cosφ. (5.187)

Thus

(a · a′)2 = cos2θ ′ = sin2 β = 1 − sin2θ cos2 φ (5.188)

and

1∫
−1

2π∫
0

(1 − sin2 θ cos2 φ) d(cos θ) dφ = 8π/3. (5.189)
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The scattering rate is therefore

Wν = 8π
3

r∗2
e
υνnν

V

r∗
e = e2

4πε0m∗c2

(5.190)

where r∗
e is the effective classical electron radius. The scattering cross-

section corresponding to this rate is

σν = 8π
3

r∗2
e = 6.648 × 10−25

( m

m∗
)2

cm2 (5.191)

which is the solid state analogue of the classical Thomson scattering
solution and is rather small, although generally in semiconductors it is
much larger than for free electrons.

According to eqn (5.183) the frequency shift of the scattered light
is proportional to the group velocity, and a measurement of this can
yield information about the electron distribution in hot-electron exper-
iments. Perhaps more promising for the future is that the scattering
of high-power coherent radiation may in principle yield information
about the band structure.

5.13.1. Scattering of laser light

A high-power coherent laser beam in the infrared can be depicted as a
classical electromagnetic wave with an electric field at a given position
equal to

� = � 0 cosωνt. (5.192)

For simplicity we regard the dimensions of the semiconductor to be
small compared with the wavelength. This electric field accelerates the
electron through the band, and if it is large enough and if the frequency
is high enough so that collisions are unlikely in any one cycle the elec-
tron will traverse up and down the band and radiate light the spectrum
of which will be indicative of the band structure.

If all collisions and all inter-band transitions are ignored, the elec-
tron motion will be determined by

dk
dt

= e�
�

(5.193)

and the classical scattered intensity at an angle θ and distance r is

S = e2υ̇2 sin2 θ

16π2ενυ3
ν r2

. (5.194)

The acceleration υ̇ is obtained from

v = 1
�

gradkEk. (5.195)
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In an isotropic band

v̇ = dk
dt

1
�

d2Ek

dk2
= e� 1

�2

d2Ek

dk2
(5.196)

with a constant effective mass

v̇ = e�/m∗ (5.197)

and we return to the Thomson scattering solution. However, the mass
is not a constant throughout the band and the scattering is no longer
classical.

For simplicity let us assume an isotropic band with a minimum at
k = 0 and of shape given by

Ek =
∞∑

n=0

En cos nka (5.198)

where a is the unit cell dimension. If the electron starts at k = 0, then
from eqns (5.192) and (5.193)

k = e�0

�ων
sinωνt (5.199)

in the direction of the field.
From eqns (5.196) and (5.198)

υ̇ = −e�
∞∑

n=0

Enn2a2

�2
cos

(
ne�0a

�ων
sinωνt

)
(5.200)

= e�
∞∑

n=0

Fn cos(zn sinωνt) (5.201)

Fn = Enn2a2

�2
zn = nωz

ων

ωz = e�0a

�
(5.202)

where ωz is the Bloch–Zener frequency. In terms of the frequency of
scattered light, Fourier analysis gives

υ̇ = −e�0

∞∑
n=0

∞∑
r=0

Fn
2(2r + 1)

zn
J2r+1(zn) cos {(2r + 1)ωνt} (5.203)

where J2r+1(zn) is a Bessel function. The square of this acceleration
determines the spectrum of the scattered light, which consists of har-
monics of the incident beam. The intensity of a harmonic is determined
by the intensity of the incident beam through ωz and hence zn, and
also by the band structure through Fn. In principle, therefore, we could
‘look’ at a band structure by examining the frequency distribution
of scattered radiation from a high-powered laser the frequency and
intensity of which satisfy the conditions

ωzτ Á ωντ Á 1 (5.204)
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where τ is a scattering time constant and ων is well below the ab-
sorption edge. As far as the author is aware experiments of this sort
have not been proposed hitherto, but with the increasing availability
of high-power lasers and associated measuring devices and techniques
they may soon be attempted.

5.14. Appendix: Justification of effective-mass
approximation in light scattering

The total rate is (ignoring the momentum of light)

Wν =
∫
f

2π
�

∣∣∣∣∣
(∑

n

〈0k |H1ν | nk〉〈nk |H1ν | 0k〉
Ei − Eint

)
+ 〈0k |H2ν | 0k〉

∣∣∣∣∣
2

× δ(Ef − Ei) dSf (5.205)

where

H1ν = − e

m
(Aa cos qν · r + A′a′ cos q′

ν · r)

H2ν = e

2m
A2.

(5.206)

Ei and Eint are the initial and intermediate energies respectively, and
the bands are labelled by n with 0 denoting the initial band. The time-
dependent factors have been subsumed in the delta function, and we
have anticipated momentum conservation in labelling the states. Since
no light corresponding to the scattered beam is incident, there can be
no corresponding stimulated processes but only spontaneous emission.
Consequently there are only two possible virtual transitions. The first
involves the virtual absorption of an incident photon of energy �ων
(the electron makes a virtual ‘vertical’ transition to any state denoted by
|nk〉) followed by the spontaneous emission of a photon in the scattered
beam with the electron returning to its initial state. The second process
places the spontaneous emission first and the absorption second.

The matrix element is thus

Mν = e2

4m
AA′〈0k

∣∣a · a′∣∣0k〉 + e2

4m2
AA′

×
∑

n

(
a′ · 〈0·| p |nk〉〈nk| p |0k〉 · a

E0k + �ων − Enk
+a · 〈0k| p |nk〉〈nk| p |0k 〉 · a′

E0k − Enk − �ω′
ν

)
.

(5.207)

If the photon energies are negligible

Mν ≈ e2

4m
AA′a · a′

(
1 + 2

m

∑
n

〈0k| p |nk 〉〈nk| p |0k 〉
E0k − Enk

)
. (5.208)
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However, from k · p theory (Chapter 1, Section 1.11) we know that the
term in parentheses can be replaced by m/m∗ (assuming for simplicity
an isotropic band). Consequently

Mν ≈ e2

4m∗ AA′a · a′ (5.209)

which shows that the effective-mass approximation is justified provided
that �ων is small.
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Non-radiative processes 6
6.1. Electron–lattice coupling

The one-electron Schrödinger equation including the electron–lattice
interaction is (

He + Hep
)
ψk(r) = Ekψk(r). (6.1)

Hep is the interaction energy responsible for lattice scattering of elec-
trons in band states and is a function of optical and acoustic strain
in the lattice. The lattice displacements can be expanded in terms of
dimensionless normal coordinates Qi where

Qi =
(

Mωi

h̄

)1/2

Xi. (6.2)

Xi is a normal coordinate for the ith vibration mode, ωi is its angular
frequency, and M is the mass of the unit cell for acoustic vibrations or
the reduced mass for optical vibrations. We assume, as usual, that the
electron–lattice interaction is linear in Qi:

Hep =
∑

i

Vi(r)Qi = V · Q (6.3)

where V is the interaction energy ‘vector’.
Usually, we are interested in Hep as an interaction inducing trans-

itions between conduction band states at a rate determined by first-
order time-dependent perturbation theory. This time we are interested
in the time-independent perturbation of the electronic state since this
reveals the dependence of the state on lattice distortion. Perturbations
add to any one state components from all other states to a degree
which, other things being equal, falls off with energy difference. For
simplicity we shall consider a system in which only two states are
mixed together. To obtain a first-order correction to energy we need
wavefunctions to zero order only:

ψ1(r) ≈ ψ10(r) E1 = E10 + H11

ψ2(r) ≈ ψ20(r) E2 = E20 + H22
(6.4)

where subscripts 1 and 2 label the states, subscript zero labels the
solution in the absence of perturbation, and

H11 = 〈1|V|1〉 · Q = V11 · Q

H22 = 〈2|V|2〉 · Q = V22 · Q
(6.5)
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where |1〉 and |2〉 refer to the unperturbed states. In order to obtain the
effect of the perturbation on the wavefunctions we must go to second-
order perturbation theory for energy, whence

ψ1(r) ≈ ψ10(r) + H12

E10 − E20
ψ20(r)

E1 = E11 + H2
12

E10 − E20

(6.6)

and similarly for level 2, where E11 = E10 + H11 and

H12 = 〈2|V|1〉 · Q = V12 · Q. (6.7)

Carrying this procedure to infinite order one can obtain for the
wavefunction (Kovarskii 1962)

ψ1(r) = ψ10(r) + {H12/(E1 − E21)}ψ20(r){
1 + H2

12/(E1 − E21)
2}1/2

(6.8)

where E21 = E20 + H22, and for energy

E1 = E11 + H2
12/(E1 − E21). (6.9)

Therefore

E1 = 1
2

[
E21 + E11 ±

{
(E21 − E11)

2 + 4H2
12

}1/2
]

. (6.10)

The double solution in eqn (6.10) indicates a crossing of levels when
E11 = E21 (Fig. 6.1). Except near this crossing E1 and E2 vary lin-
early with Q provided that the transition energy H12 is small. These
energy shifts are determined by the interaction energies H11 and H22
respectively.

E

E2

E1

0 Q

FIG. 6.1.
Crossing of two levels by electron–lattice
interaction.

These shifts feed back on the lattice dynamics. In terms of dimen-
sionless normal coordinates the lattice Hamiltonian is

HL = 1
2

∑
i

(
p2

i

M
+ �ωiQ

2
i

)
. (6.11)

The full adiabatic one-electron Schrödinger equation for the electron in
level 1 is {∑

i

(
p2

i

2M
+ 1

2
�ωiQ

2
i

)
+ E1

}
� = Etot� (6.12)

where E1 is the electron energy in level 1, � are the harmonic oscillator
wavefunctions, and Etot is the total energy, vibrational plus electronic.
E1 is now a function of Q through the electron–lattice interaction.
Substituting for E1 from eqn (6.9) gives{∑

i

(
p2

i

2M
+ 1

2
�ωiQ

2
i

)
+ E10 + H11 + H2

12

E1 − E21

}
� = Etot�. (6.13)
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Now H11 = V11 · Q = ∑
i V11iQi, and H12 = ∑

i V12iQi. The term
in H2

12 introduces a frequency shift through its introduction of Q2
i . If

H12i/H12 
 �ωi this shift will be negligible, even near cross-over, when
E1 − E21 ≈ H12. Since H12i is associated with one mode and H12 is the
sum for all modes it is usually permissible to neglect frequency shifts
entirely. Only if the interaction is strong for a few modes, e.g. local
modes, will this neglect be questionable. The linear term H11i intro-
duces a displacement of the oscillator. In terms of displaced oscillators
the equation becomes

∑
i

{
p2

i

2M
+ 1

2
�ωi(Qi − Qi1)

2

}
� =

(
Etot − E10 + 1

2

∑
i

|V11i|
�ωi

2
)
�

(6.14)
where

Qi1 = −V11i/�ωi. (6.15)

Qi1 is the displacement for mode i when the electron is in level 1. When
it is in level 2 the displacement changes to Qi2 = −V22i/�ωi (Fig. 6.2).

Etot.

Qi2

Qi

Qi1

i

2

0

1

FIG. 6.2.
Displacement of oscillator: vibrational
plus electronic energy.

An important quantity is the vibrational energy associated with the
shift from displacement Qi1 to displacement Qi2, since this will be ex-
cited whenever the electron makes a transition from level 1 to level 2
or vice versa. This quantity is often called the Franck–Condon energy,
and it is given by

EFC =
∑

i

1
2

�ωi(Q2 − Q1)
2
i . (6.16)

When all modes have the same frequency it is useful to express this
energy in terms of the number of phonons involved:

EFC = S�ω S = 1
2

∑
i

(Q2 − Q1)
2
i . (6.17)

The factor S was first introduced by Huang and Rhys (1950).
The main effect of electron–lattice coupling is to displace all the lat-

tice oscillators and to introduce energy shifts of the electronic levels.
With an interaction which is linear in the lattice coordinate, these shifts
are linear also (except near cross-over). Although we have discussed a
system with only two electronic levels, it is clear that our results for dis-
placement and shift apply to any number of levels since they depend
only on first-order perturbation and this does not mix states.

The total energy thus consists of three components: (a) a purely
electronic energy E10, (b) a strain energy − 1

2�ω
∑

i Q2
i1, and (c) the

vibrational energy.

6.2. The configuration coordinate diagram

A useful fiction is to regard the energy of the system as depending
only on a single normal coordinate Q known as the configuration co-
ordinate. The correspondence with reality of this picture depends on
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EX
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QQ1 Q2 QX

S ωh

S ωh

FIG. 6.3.
Configuration coordinate diagram.

how many vibrational modes contribute to the total energy. In the case
of a diatomic molecule or an impurity centre with a strongly coupled
local mode, a single coordinate may be a reasonable assumption.
Generally, however, Q has to stand as a one-mode model coordinate
for a real N-mode system where N is the order of the number of atoms
in the material (Figs. 6.3 and 6.4).

E

Q

e

g

FIG. 6.4.
Non-degenerate cross-over.

The energies of the ground and excited states are

Eg = E1 + 1
2

�ω(Q − Q1)
2 (6.18)

Ee = E2 + 1
2

�ω(Q − Q2)
2 (6.19)

assuming that the vibrational frequency is unchanged and the inter-
action at cross-over is negligible. The energy differences at Q1 and
Q2 are (

Ee − Eg
)

Q=Q1
= E0 + S�ω (6.20)(

Ee − Eg
)

Q=Q2
= E0 − S�ω (6.21)

where E0 is the difference in energy between the ground and excited
states and involves the strain energy of the distortion as well as a purely
electronic part.

In an optically induced transition in which an electron moves from
the ground to an excited state the movement of ions can be neglected
to a good approximation because they are so much heavier. This ap-
proximation is usually referred to as the Franck–Condon principle.
It implies that the favoured optical transitions on the configuration
coordinate diagram occur vertically. Thus for absorption and emission
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�ωabs
ν = E0 + S�ω (6.22)

�ωem
ν = E0 − S�ω (6.23)

and the difference 2S�ω is known as the Stokes shift. Such a shift
between absorption and luminescent frequencies is well known in
luminescent materials. The absorption of a photon excites the elec-
tron and causes the appearance of S phonons. The emission of a
photon de-excites the electron but still results in the emission of S
phonons.

Non-radiative excitation may occur only if sufficient vibratory en-
ergy is present. At least E0/�ω phonons must be absorbed. Classically,
enough energy to reach the cross-over is required. It can easily be
shown that at cross-over

EX = (E0 + S�ω)2

4S�ω
(6.24)

QX − Q1 = E0

(2S)1/2
�ω

+
(

S

2

)1/2

. (6.25)

Non-radiative de-excitation can occur even in the absence of vibratory
energy, and phonons are emitted. Classically, enough vibratory energy
must be present to overcome the barrier EB given by

EB = (E0 − S�ω)2

4S�ω
. (6.26)

The classical expectations are more likely to be fulfilled at high temper-
atures when many phonons are excited.

The configuration coordinate diagram can therefore help to explain
how optical transitions occur with the involvement of many phonons
and how multi-phonon processes can explain thermal generation and
capture. It is possible to obtain very simply semi-classical expresssions
for the thermal generation and capture rates, as we shall show in the
next section. We then go on to give the quantum theory of thermally
broadened radiative transitions and to outline the quantum theory of
thermal generation and capture.

6.2.1. Semi-classical thermal broadening

The thermal broadening of optical absorption bands can be described
on the basis of the configuration coordinate diagram in a semi-classical
way. If �ω is the quantum of vibrational energy, the probability of
there being vibrational energy Ev in the ground state is given at
thermodynamic equilibrium by statistical mechanics as

P(Ev) = exp(−Ev/kBT)∑
n

exp(−n�ω/kBT)
= 2 exp

(
− Ev

kBT

)
sinh

(
�ω

2kBT

)
. (6.27)

A vibrational energy Ev corresponds to an amplitude Qv given by

Qv = ±
(

2Ev

�ω

)1/2

+ Q1. (6.28)
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Given that optical transitions occur without change of Q, the energy in
the excited state at Q = Qv is

Ee = E2 + 1
2

�ω

{
Q1 − Q2 ±

(
2Ev

�ω

)1/2
}2

. (6.29)

A transition from the vibrating ground state to the excited state requires
a photon of energy given by

�ωv = Ee − Eg = Ee − (E1 + Ev). (6.30)

Solving for Ev we obtain

Ev = {�ωv − (E0 + S�ω)}2

4S�ω
(6.31)

and thus the probability of absorbing a photon �ωv is proportional to

P(�ωv) = 2 sinh
(

�ω

2kBT

)
exp

[
−{�ωv − (E0 + S�ω)}2

4S�ωkBT

]
(6.32)

which describes a Gaussian absorption band. Emission can be similarly
treated, and E0 − S�ω replaces E0 + S�ω in the exponent.

6.3. Semi-classical thermal generation rate

Before embarking on the semi-classical argument let us look at how
classical physics might be used to calculate the thermal rate of gener-
ation of an electron from an impurity centre. The only possibility of
transition in the classical viewpoint occurs at cross-over (see Fig. 6.3).
Now the system, if it vibrates with just the right amplitude, reaches
cross-over once every cycle, i.e. at the rate of the frequency f . Let
PX be the probability of making the transition when the system is at
threshold, and P(EX) be the probability of the system having energy
EX. Then the rate is

W = fPXP(EX). (6.33)

In the phonon picture P(EX) is given at thermodynamic equilibrium by
statistical mechanics as follows (eqn (6.27)):

P(EX) = 2 exp
(

− EX

kBT

)
sinh

(
�ω

2kBT

)
(6.34)

To obtain the classical result we can put �ω = �E and let �E become
very small:

P(EX)cl = �E

kBT
exp

(
− EX

kBT

)
. (6.35)

If we take the probability for the transition to be just 1
2 we obtain

Wcl = ω

4π
�E

kBT
exp

(
− EX

kBT

)
. (6.36)
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In the limit �E → 0 the rate is zero. Thus, if the energies of the two
states are defined with classical precision there is no possibility of a
transition.

In the semi-classical model we relax this precision and consider the
cross-over to be the close approach of two levels over a range �E. We
can picture the vibration as one in which the system swings through the
‘cross-over’ in a time �t. Time-dependent perturbation theory gives the
transition rate at cross-over as

w = 2π
�

V2
XN(E) (6.37)

where V 2
X is a squared-matrix element and N(E) is the number of final

states per unit energy. Let us take one final state; then

w = 2π
�

V2
X

1
�E

. (6.38)

State 1 decays exponentially in time as the system transits through
cross-over, and thus the probability of a transition is 1 − exp(−w�t).
However, there is always the possibility of a back transition. The prob-
ability that this does not occur is just 1 − exp(−w�t) multiplied by
exp(−w�t). Consequently the net probability is

exp(−w�t) {1 − exp(−w�t)} (6.39)

and since this applies as the system oscillates back through cross-over
we finally obtain the net probability of a transition, given that the
system at least reaches cross-over, of

PX = 2 exp(−w�t) {1 − exp(−w�t)}. (6.40)

This result was obtained by Zener (1932) (see also Landau and
Lifshitz 1965).

We now express�t and�E in terms of the shape of the energy curves
in the configuration coordinate diagram. In fact, since w�t ∝ �t/�E
we require their ratio. We can express this ratio as follows:

�t

�E
= �t

/
�Q

∣∣∣∣dEe

dQ
− dEg

dQ

∣∣∣∣
X

. (6.41)

Now (
�Q

�t

)
X

=
(

2ω
�

)1/2

(E − EX)
1/2

(
dEg

dQ

)
X

= �ω(QX − Q1)

(
dEe

dQ

)
X

= �ω(QX − Q2).

(6.42)



210 Non-radiative processes

Therefore

�t

�E
=
{(

2ω
�

)1/2

(E − EX)
1/2

�ω(2S)1/2

}−1

(6.43)

and

w�t = πV2
X

S1/2 (�ω)3/2 (E − EX)
1/2

. (6.44)

The net probability of a transition maximizes at 1
2 when

exp(−w�t) = 1
2 . This occurs when w�t is of order unity. (To be pre-

cise w�t = log 2). Since VX is a perturbation V2
X is a small quantity,

and hence the maximum corresponds to the case when E ≈ EX. This
is the semi-classical analogue of the classical situation. The transition
rate at high temperatures is therefore simply

Wr = ω

4π
�ω

kBT
exp

(
− EX

kBT

)
. (6.45)

The subscript r denotes that this rate occurs only for the resonant case
E = EX.

Thus a semi-classical approach can yield a transition at cross-over
provided that w�t ≈ log 2. However, since the vibrational energy E
must change by at least one quantum �ω, a resonance is possible only if
πV 2

X/S1/2 (�ω)3/2 is at least of the order of (�ω)1/2, i.e. if (VX/�ω)
2 Á

S1/2/π . In practical cases of interest it turns out that 1 À S À 20, and
so for resonance to be plausibly attainable (VX/�ω)

2 Á 1. However,
in the great majority of applications in solid state physics VX, be-
ing associated with a perturbative electron–lattice interaction, is small
compared with �ω and the chance of a resonance is correspondingly
small. Therefore in most cases we can rule out the resonant transition at
cross-over as the principal mechanism. In this respect the semi-classical
result agrees with the classical conclusion.

There are many other possibilities of transitions corresponding to
E > EX. In these cases w�t 
 1 and

PX ≈ 2w�t. (6.46)

By weighting each vibratory state with P(E) and summing over all
E ≥ EX we obtain

Wnr = ω
V2

X

�ω

(
π

S�ωkBT

)1/2

exp
(

− EX

kBT

)
(6.47)

where the subscript nr denotes the non-resonant case. This result was
first obtained by Henry and Lang (1977).

The thermal capture rate is obtained from detailed balance at
thermodynamic equilibrium:

Wc = Wnr

(
g1

g2

)
exp

(
E0

kBT

)
(6.48)
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where g1 and g2 are the degeneracy factors for the ground and ex-
cited states respectively. (The occupation probability for a state is{
1 + g−1 exp(E − F)/kBT

}−1
where F is the Fermi level.) Thus

Wc =
(

g1

g2

)
ω

V 2
X

�ω

(
π

S�ωkBT

)1/2

exp
(

− EB

kBT

)
(6.49)

where EB is the vibrational barrier height. The capture cross-section is
defined by

σk = V

υk
Wc (6.50)

where V is the volume of the cavity and υk is the group velocity of the
electron.

6.4. Thermal broadening of radiative transitions

In the absence of an electron–lattice interaction radiative processes
could proceed without the oscillator states being disturbed. With a
finite electron–lattice interaction as described in Section 6.1 the os-
cillator states cannot avoid being disturbed because the oscillators
become displaced when the electron changes its state. Even when the
perturbation which causes the electronic transition does not act dir-
ectly on the lattice modes, phonons are absorbed or emitted because
of the displacement. The electromagnetic perturbation acts on the
electron only (provided that the radiation frequency is far from the lat-
tice absorption bands) but the transition matrix element must contain
vibrational as well as electronic wavefunctions.

In a first-order radiative transition where the perturbation is Hv the
rate is given by the expression (cf. Chapter 5, eqn (5.1))

W =
∫
f

2π
�

|〈f | Hv |i〉|2 δ(Ef − Ei) dSf. (6.51)

In the adiabatic approximation we can express the state ket-vector as

|i〉 =|ie〉 |iL〉 (6.52)

where |ie〉 is the electronic vector and |iL〉 the lattice vector. As we saw in
Section 6.1 |ie〉 is a function of the oscillator coordinate Q, although to
first order it is not. The electromagnetic interaction is not a function of
Q, and so a simplification can be made by neglecting all Q dependence
of the matrix element. This has been commonly termed the Condon
approximation. Its validity rests on the Q dependence of the electron
wavefunction being weak and on the initial and final states being close
to the minima of the vibrational curves, so the spread of Q is small.
What the Condon approximation allows us to do is to separate the
matrix element into a purely electronic component and a purely vibrat-
ory component involving nothing more than the overlap of oscillator
wavefunctions:
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W =
∫
f

2π
�

|〈fe|Hv |ie〉|2 |〈fL |iL〉|2 δ(Ef − Ei) dSf. (6.53)

If the oscillator were not displaced 〈fL |iL 〉 would be unity provided
that no phonons were absorbed or emitted and zero otherwise. Because
they are displaced any one mode contributes a factor less than unity
even if no phonon is absorbed or emitted, and it contributes a non-zero
factor if phonons are absorbed or emitted.

With the possible change of phonon number taken into account,
conservation of energy entails that, for the absorption of a photon �ωv,

Ef = Ei + �ωv +
∑

i

(
ni − n′

i

)
�ωi (6.54)

where ni is the number of phonons in mode i initially, and n′
i is the num-

ber finally. Let us specify �ωv and Ef and work out the rate involving a
given amount of phonon energy Ep emitted:

W (Ep) = 2π
�

|〈fe| Hv |ie〉|2 J(Ep)VN(Ef) (6.55)

where

J
(
Ep

) =
∞∫

−∞
|〈fL|iL〉2 δ

(
E − Ep

)
dE. (6.56)

It is convenient to replace the delta function by its integral represent-
ation

δ
(
E − Ep

) = 1
2π�

∞∫
−∞

exp

{
i
(
E − Ep

)
t

�

}
dt (6.57)

and to express the overlap element in terms of oscillator wavefunctions
φni(Qi) where n is the number of quanta excited:

〈fL |iL 〉 =
∏

i

∞∫
−∞

φn′i
(
Q′

i

)
φni(Qi) dQi. (6.58)

There are several ways of computing the broadening factor J(Ep). A
convenient approach is to use the Slater sum:∑

n

φn(Q) φn

(
Q̄
)

exp
{
−γ

(
n + 1

2

)}
= (2π sinh γ )1/2

× exp
[
−1

4

{(
Q + Q̄

)2 tanh
1
2
γ + (

Q − Q̄
)2 coth

1
2
γ

}]
. (6.59)

Thus we can put

|〈fL |iL〉|2 =
∏

i

∞∫
−∞

dQi

∞∫
−∞

dQ̄iφn′i(Q
′
i)φn′i(Q̄

′
i)φni(Qi)φni(Q̄i) (6.60)
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where the prime denotes final state quantities and Q′
i is the displaced

coordinate, and sum over the initial states, weighting each state with its
probability P(Ei) where Ei = (n + 1

2 )�ωi (see eqn (6.34)):

P(Ei) = 2 sinh
(

�ωi

2kBT

)
exp

(
− Ei

kBT

)
. (6.61)

We can also convert the integral over energy in eqn (6.56) to a sum over
n′ by replacing dE by �ωi. Thus

J
(
Ep

)= 1
2π�

∏
i

∑
n′

�ωi

∑
n

P(Ei)

∞∫
−∞

|〈fL| iL〉|2 exp

{
i
(
Ei − Ep

)
t

�

}
dt.

(6.62)
Substituting from eqn (6.60) and using the Slater sums leads to
straightforward integrations over Qi and Q̄i, and we obtain

J
(
Ep

) = 1
2π�

∞∫
−∞

∏
i

exp
[(

Q′
0 − Q0

)2
i
{θi(t) − θi(0)} + iωp t

]
�ωi dt

(6.63)
where

�ωp = Ep = �ωv − (Ef − Ei) (6.64)

θi(t) = cosh {(�ωi/2kBT) + iωit}
2 sinh(�ωi/2kBT)

(6.65)

and Q0 and Q′
0 are the coordinates of the centre of the oscillations in

the initial and final states respectively (see eqn (6.15)). If the centres
of oscillation coincide, ωp = 0 and J(Ep) = 1. Otherwise, a simple
analytic expression for J(Ep) can he obtained only if a single-frequency
approximation is adopted. For this case

J
(
Ep

) = exp
{
−2S

(
n + 1

2

)}
exp(p�ω/2kBT) Ip

(
2S {n (n + 1)}1/2

)
(6.66)

where S is the Huang–Rhys factor (eqn (6.17)), p�ω = �ωp (eqn (6.64)),
Ip(z) is a modified Bessel function of order p, and n is the Bose–Einstein
factor (Fig. 6.5).

Some properties of the broadening function are worth noting. It is a
maximum for p = S at all temperatures. For absorption of phonons p
changes sign, which affects the exponential but not the Bessel function
since Ip(z) = I−p(z). It is sometimes useful to note that

exp
(

p�ω

2kBT

)
=
(

n + 1
n

)p/2

(6.67)

and that
∞∑

p=−∞
J
(
Ep

) = 1. (6.68)
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FIG. 6.5.
The thermal broadening function
J(Ep) : T∗ = kBT/�ω. S = 3.

Simple expressions for the modified Bessel function can be obtained in
the limiting cases of (a) low temperature–weak coupling and (b) high
temperature–strong coupling:

(a) Ip(z) = (z/2)p

p! z 
 p (6.69)

(b) Ip(z) = (2πz)−1/2 exp(z−p2/2z) z � p. (6.70)

Thus at low temperatures such that 2S{n(n + 1)}1/2 
 p and n 
 1

J(Ep) ≈ Spe−S/p! (6.71)

which is a Poisson distribution about a mean at p = S. The probabi-
lity of a zero-phonon process is exp(−S) (which is true even though
the condition 2S{n(n + 1)}1/2 
 p is not satisfied). Thus, transitions
without phonon participation are positively discouraged for S Á 1. The
most probable process is one in which S phonons are emitted. This is in
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accord with the Franck–Condon principle and with our discussion of
optical processes on the basis of the configuration coordinate diagram.

At high temperatures we approach the classical condition when
n � 1. Provided that 2S{n(n+1)}1/2 � p we obtain, with n ≈ kBT/�ω,

J
(
Ep

) =
(

�ω

4πSkBT

)1/2

exp

{
− (p − S)2 �ω

4kBTS

}
(6.72)

which again maximizes at p = S. This is now a Gaussian distribution
over energy with a half-width (kBTS�ω)1/2.

Any electronic transition caused by a given photon is thus dependent
on phonon participation. To obtain the total rate we must sum over all
possible phonon emissions and absorptions:

W =
∑

p

W
(
Ep

)
. (6.73)

A finite rate will now be found even for �ων < E0, where E0 is the
phonon-free threshold, since phonons can be absorbed. Whether or
not phonons can be absorbed or emitted is determined by the density
of final states being non-zero. The most probable case is for S phon-
ons to be emitted. For transitions such that �ων > E0 + S�ω we can
approximate the sum in eqn (6.73) by using the normalizing property
depicted in eqn (6.68) and taking the density of states to be that cor-
responding to S phonons having been emitted. In this way we return
to the rates computed for the phonon-free case but with an effective
threshold at

Eth ≈ E0 + S�ω (6.74)

i.e.

W ≈ 2π
�

|〈fe| Hv |ie〉|2 VN(�ωv − E0 − S�ω). (6.75)

Figures 6.6 and 6.7 illustrate the validity of this viewpoint for photo-
ionization cross-sections. At and below this effective threshold we must
evaluate the sum explicitly in order to describe the spectral form.
This approximation is also inadequate for describing apparent shifts
of threshold with temperature. Usually, one has to compute the sum
numerically to describe temperature dependence accurately (Fig. 6.8).

For optical transitions involving two discrete levels no sum over p
is necessary since only one p satisfies energy conservation. The basic
optical rate is given by eqn (5.20), Chapter 5. In this case J(Ep) determ-
ines the form of the absorption (or emission) band—Poissonian at low
temperatures, Gaussian at high.

Broadening affects radiative capture by reducing the frequency of the
most probable light emission to

�ωem
v ≈ E0 − S�ω (6.76)
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which reduces the transition rate by a factor E0 − S�ω/E0 from the
phonon-free rate. Relative to the photo-ionization cross-section, the
capture cross-section becomes

σk/σv = qabs
v qem

v

k
2 (6.77)

which replaces eqn (5.30), Chapter 5. Here qabs
v and qem

v are the
wavevectors in the medium of the absorbed and emitted light for the
most probable transitions, i.e. those in which S phonons are emitted.

A single-frequency model is clearly valuable in generating analytic
expressions, and a surprisingly smooth dependence on photon energy
can be generated in all cases. In reality, however, many frequencies will
be involved. Even so, because either there is strongly coupled local
mode or there is strongest coupling to the lattice modes which have
the highest density of states, a single-frequency approximation can be
expected to be plausible. In either case the frequency of importance
will be roughly that at the zone edge for the given type of mode. Given
equal coupling strengths V and zero symmetry restrictions, the most
important contribution will come from the transverse acoustic (TA)
modes since they have the smallest energy and are therefore the most



Thermal generation and capture rates 217

0 0.1 0.2 0.3

(x –1)

0.5 0.6 0.7 0.8 0.9 1.00.4

5

5

Z>0}

}

ν(Z>0) = 0.1

Z<0

(x)

5

10–1

10–2

10–3

S = 0 shifted by S

S = 0

S = 0

S = 3
S = 3

S = 3
S = 0

ET = 20

x = / ET

(After Ridley 1980)

S = 0 shifted by S ωph

ωph

ωph

ωph

FIG. 6.7.
Photo-ionization cross-section for charged donor centres: solid curves, S = 3; dotted curves, S = 0; broken curves, S = 0 shifted by
S�ωp; x = �ω/ET; Et = 20 �ωp; v(Z < 0) = 0.1. (After Ridley 1980.)

readily excited thermally. However, centres with largely spherical sym-
metry are unlikely to couple strongly to transverse modes but are more
likely to interact with longitudinal modes, and so the frequencies in-
volved are likely to be close to that for LA and LO modes. Selection
rules for coupling to phonons will be discussed in Section 6.7.

6.5. Thermal generation and capture rates

When photons are not involved in the transition a new form of
perturbation is required. The electron–phonon interaction which in-
duces scattering of electrons between band states and which has been
shown in Section 6.1 to introduce displacements of the lattice oscillat-
ors cannot be invoked since its effect is already accounted for. What
remains is the perturbation caused by the breakdown of the adia-
batic approximation. This problem has been discussed by Huang and
Rhys (1950), Kubo (1952), Lax (1952), Kubo and Toyozawa (1955),
Rickayzen (1957), Gummel and Lax (1957), Kovarskii (1962),
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Pryce (1966), Engelman and Jortner (1970), Pässler (1974), Stoneham
(1975), and Ridley (1978a).

In Section 1.2, Chapter 1 the perturbation was shown to be of the
form

HNA�(r, R)�(R) = HL�(r, R)�(R) − �(r, R)HL�(R). (6.78)

In terms of a one-electron wavefunction and the displaced normal
modes of the lattice this can be cast in the form

HNAψ(r, Q)�(Q) = −
∑

i

�ωi

{
∂ψ(r, Q)
∂Qi

∂�(Q)
∂Qi

+ 1
2
�(Q)

∂2ψ(r, Q)

∂Q2
i

}

(6.79)
where ψ(r, Q) is the one-electron wavefunction—a function of electron
position and of the normal coordinates through the linear adia-
batic electron–lattice interaction—and �(Q) represents the product
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of harmonic wavefunctions, each a function of its displaced normal
coordinate Qi. The transition rate can be expressed as follows:

W = 1
�2

∑
f

∞∫
−∞

|〈f| HNA |i〉|2 exp
{

i(Ef − Ei)t

�

}
dt (6.80)

where we have expressed the delta function in its integral represent-
ation.

The non-adiabatic perturbation is non-zero by virtue of the Q de-
pendence of the electronic wavefunction. This dependence is linear in
the lowest order of approximation which still contains Q as eqn (6.6)
shows. Taking this linear dependence makes the last term in eqn (6.79)
vanish and causes the Q dependence of the electronic part of the matrix
element to disappear through the differentiation. Thus we obtain the
Condon approximation, in which the electronic component of the mat-
rix element is taken to be independent of the lattice coordinate. Such
an approximation was adopted by Huang and Rhys in their pioneering
calculation. Although the Condon approach may be valid when ver-
tical photon transitions are involved, it cannot be a good assumption
for purely thermal transitions in which relatively large amplitudes of
vibration are required. Instead of a linear dependence of ψ(r, Q) on Q
we shall therefore take the wavefunction to be of the form

ψ1(r, Q) = ψ10(r) + H12

E11 − E21
ψ20(r) (6.81)

with the subscript notation of Section 6.1. The Q dependence in the
numerator is

H12 = 〈2 |V| 1〉 · Q (6.82)

and that in the denominator is given by

E21 −E11 = E20 −E11 +H22 −H11 = E20 −E10 −
∑

i

�ωi(Q2 − Q1)i Qi

(6.83)

(see eqns (6.4), (6.5), and (6.15)). Taking the denominator to be linear
in Q is the natural next step in order of approximation, and it is valid to
infinite order except close to cross-over. This approach was first adop-
ted by Kovarskii (1962) and recently illuminated by Huang (1981) (see
Section 6.10).

To perform the calculations it is convenient to express the denomin-
ator as

1
E21 − E11

=
∞∫

0

sin{(E21 − E11)y} dy (6.84)

and follow the method of the Slater sum which was used to describe
thermal broadening. The calculation is extremely laborious and we
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shall not follow it in detail. The adoption of a single-frequency model
leads to the result for the thermal generation rate:

W = ω
π

(�ω)2
exp

{
−2S

(
n + 1

2

)}
exp

(
− p�ω

2kBT

)
R (6.85)

where S is the Huang–Rhys factor, n the Bose–Einstein factor, and R is
a complex sum of terms containing modified Bessel functions.

Essentially, the terms in eqn (6.85) represent the contributions from
(a) the overlap of displaced oscillator functions which decreases with
increasing S, (b) thermal weighting of initial vibrational energy, and (c)
the probability of emitting and absorbing phonons such that overall p
phonons are absorbed. The non-adiabatic interaction induces any given
mode to absorb or emit up to four phonons and the overlap of the un-
affected modes provides the balance. Stoneham (1975) has termed the
mode being directly operated on by the perturbation as the promoting
mode—the others react passively as they did in the thermal broadening
problem.

In the limit of low temperatures and weak coupling such that

( p + 4)2 � 4S2n (n + 1) (6.86)

we obtain the simplified result (Ridley 1978)

W = W0n pe−2nS (6.87)

where

W0 = ω
π

(�ω)2

Sp−1e−S

(p − 1)!
(

V2
12R0 + |V12 · �|2 p − 1

S
R1

)
. (6.88)

In this equation

V12 = 〈2 |V| 1〉 (6.89)

and we have introduced the N-dimensional vector � whose compon-
ents are given by

�i = 1√
2
(Q2 − Q1)i

so that

S =
∑

i

�2
i (6.90)

and for S 
 p, R0 ≈ 0.26, and R1 ≈ 0.18.
From detailed balance the rate for capture is simply

Wc =
(

g1

g2

)
W0(n + 1)p e−2nS. (6.91)

These rates exceed those calculated on the basis of the Condon
approximation by a factor (p/2)2. Such an enhancement is a direct con-
sequence of the increased mixing of the two electronic states induced by
taking into account the Q dependence of the denominator.
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In the limit of high temperatures and strong coupling such that

(p + 4)2 
 4S2n (n + 1) (6.92)

we obtain the simplified result (Ridley 1978)

W = ω
V2

12p2

2S(�ω)2

(
π�ω

SkBT

)1/2

exp
(

− EX

kBT

)
(6.93)

where EX is the cross-over energy defined in eqn (6.24).
How does this result, which is derived rigorously within quantum

mechanics, compare with the semi-classical result of eqn (6.47)? It is
identical, provided that the semi-classical VX is identified by

V2
X → V2

12p2

2S
= V2

12
E2

0

2S(�ω)2
(6.94)

Such an identification can indeed be made, since at cross-over the
matrix element connecting the two states is in the quantum model

H12X = 〈2 |V1| 1〉 · QX (6.95)

and from eqn (6.25), for weak coupling,

QX ≈ E0

(2S)1/2
�ω

. (6.96)

Thus

H12X = V12
E0

(2S)1/2
�ω

(6.97)

which can be equated with the semi-classical interaction energy at
cross-over. Thus the identification between the quantum-theoretical
and semi-classical results is complete. It is not surprising that the
agreement is with the non-resonant solution. Our model specifically
deals with arbitrary vibrational energies not too near cross-over and is
therefore a non-resonant model from the outset.

The capture rate at high temperatures is given by

Wc =
(

g1

g2

)
ω

V2
12 p2

2S(�ω)2

(
π�ω

SkBT

)1/2

exp
(

− EB

kBT

)
(6.98)

where EB is the height of the vibrational barrier.
The resonant case has been considered by Kovarskii and Sinyavskii

(1963), but their result does not appear to agree with the semi-classical
formula (eqn (6.45)). If we take the semi-classical formula to be valid,
the ratio of non-resonant to resonant rates is

Wnr

Wr
= 4π

(
πkBT

S�ω

)1/2 p2V2
12

2S(�ω)2
= 4π

(
πkBT

S�ω

)1/2 V2
X

(�ω)2
(6.99)
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where VX is the semi-classical interaction energy at cross-over (eqn
(6.94)). We saw in Section 6.3 that for the resonant solution to be pos-
sible (VX/�ω)2 had to be greater than or of order unity. Even if this
were so, the non-resonant solution dominates in the high-temperature
regime since kBT � �ω.

6.6. Electron–lattice coupling strength

The quantities which govern the strength of multi-phonon processes
are the displacement factor �i = 2−1/2(Q2 − Q1)i and the matrix ele-
ment V12i between ground and excited states. In order to calculate these
we require the explicit form of the energy factor Vi(r) in the electron–
phonon perturbation. Continuation with the single-frequency model
implies that the electron–phonon interaction should be taken to be
of the form associated with long-wave optical phonons or zone-edge
phonons, which means assuming that the principal electronic energy
change is proportional to displacement rather than strain, as it is in the
scattering problem:

Hep = U · u (6.100)

where u is the displacement and U is the energy change per unit
displacement. By expanding u in plane waves we can transform
eqn (6.100) to

Hep = 1√
N

∑
i

{
Di(qi)Qi exp

(
iqi · r

)+ c.c.
}

(6.101)

where qi is the wavevector of mode i and N is the number of modes.
In the case of deformation potential coupling to optical modes and
zone-edge phonons we can assume that

∣∣Di

(
qi

)∣∣2 = D2

Mω/�
(6.102)

where D is the deformation potential constant and M is the mass in
the unit cell. This form of coupling is the one used in the theory of lat-
tice scattering of electrons (Section 3.4 and eqn (3.116)). Higher-order
coupling proportional to acoustic strain is also possible, but we shall
assume that for some modes D is non-zero and that these modes make
the greatest contribution. Coupling to longitudinal optical modes is
also possible through the polar interaction. In this case

∣∣Di

(
qi

)∣∣2 = e2
(
M/V0

)
ω2(

Mω/�
) (

1
ε∞

− 1
ε

)(
qi

q2
i + q2

0

)2

(6.103)

where M is the reduced mass, V0 is the volume of the unit cell and is
equal to a3

0 where a0 is 4−1/3 times the lattice constant in zinc blende
lattices, ε∞ and ε are the high frequency and static permittivities, and q0
is the reciprocal Debye screening length. Piezoelectric coupling, which
depends upon acoustic strain, is also possible but it is likely to be much
weaker.
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Let the final electronic state be one of the Bloch states |k〉 in the
conduction band and let the initial state be a localized state |T〉 at the
defect. The three matrix elements we must calculate are

Q2i = 〈k| Di(qi)
�ω

√
N

exp(iqi · r) |k〉 (6.104)

Q1i = 〈T| Di(qi)
�ω

√
N

exp(iqi · r) |T〉 (6.105)

V21i = 〈k| Di(qi)
�ω

√
N

exp(iqi · r) |T〉. (6.106)

The matrix element Q2i in eqn (6.104) is zero unless qi is a reciprocal
lattice vector. Since only a very small fraction of all modes can satisfy
this criterion Q2i can be regarded as negligible, and indeed infinitesimal
as N tends to infinity. Thus the electron–lattice coupling does not dis-
place oscillators when the electron is in a Bloch state. Even when a
scattering state is taken instead of a simple Bloch state, the displace-
ment will be small since most of the contribution to the matrix element
comes from distant regions of space where the Bloch function is a good
approximation.

The other matrix elements depend upon the localized wavefunc-
tion. In order to illuminate the principal features of the problem
without becoming involved in the uncertainties which attend the as-
signation of a defect wavefunction, we shall follow the approximation
used for the photo-ionization of deep-level impurities and assume a
billiard-ball-like form for the wavefunction characterized by an effect-
ive radius rT and a volume VT. This means that integrations over space
involving localized state are limited to radii between zero and rT:

Q1i ≈
〈
Di(qi)

〉
�ω

√
N

1
VT

rT∫
0

4πr2
(

sin qir

qir

)
dr (6.107)

≈
〈
Di(qi)

〉
�ω

√
N

∣∣∣∣∣
qirTÀπ

. (6.108)

Rapidly varying parts of the localized wavefunction, which are equival-
ent to the cell-periodic part of a Bloch function, are subsumed in the
strength of the coupling constant.

The coupling between states is given by

V21i ≈
〈
Di(qi)

〉
√

N

1

(VTV)
1
2

rT∫
0

4πr2

(
sin
∣∣qi − k

∣∣ r∣∣qi − k
∣∣ r

)
dr (6.109)

≈
〈
Di(qi)

〉
√

N

(
VT

V

) 1
2

∣∣∣∣∣|qi−k|rTÀπ

. (6.110)
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Strictly
〈
Di(qi)

〉
in this case is different from the equivalent term in eqns

(6.107) and (6.108) since different rapidly varying components are in-
volved, but for simplicity we shall assume them to be identical. Usually
we are interested in states near a band edge and for most cases we can
neglect k in the definition of the limits to qi.

To perform the sums over the phonon modes we approximate the
Brillouin zone by a sphere of radius qD = (6π2N/V )1/3 where V is
the volume of the cavity. The Huang–Rhys factor is then given by
eqn (6.17):

S =
qm∫

0

∣∣Di(qi)
∣∣2

2N(�ω)2

4πq2 dqV

8π3
qmrT = π . (6.111)

For deformation coupling

SD = π3

2(�ω)2 (qDrT)
3

D2

Mω/�
. (6.112)

For polar coupling, neglecting screening,

SP = 3π

2(�ω)2 (qDrT)

{
e2
(
M/V0

)
ω2

Mω/�

(
1
ε∞

− 1
ε

)
1

q2
D

}
. (6.113)

Maximum values of SD and SP occur when qDrT = π . These are shown
in Table 6.1 for LO modes. (The radius qD of the zone can be obtained
by putting V = Na3

0 where a0 is 4−1/3 times the lattice constant, whence
qDa0 = (6π2)1/3.)

Because the polar coupling is stronger at longer wavelengths and
because the sum over modes weights short wavelengths heavily, the
Huang–Rhys factor for polar coupling is relatively small even when a
modest deformation coupling strength is assumed. In the case of inter-
valley scattering in silicon D is effectively of order 1 × 109 eV cm−1†† This figure is not the deformation po-

tential constant for a single mode but
rather a quantity describing the result of
three modes scattering to five equivalent
silicon valleys. When this is taken into
account it turns out that the average D

associated with a single mode of high
frequency is 5 × 108 eV cm−1.

,

TABLE 6.1. Limiting Huang–Rhys factors associated with the LO mode for some semicon-
ductors.

a0(Å) �ωLO (meV) ε∞/ε0 ε/ε0
(
M̄ωLO/�

)−1/2 (Å) SD
a SP

GaAs 3.55 30 10.9 13.18 0.06212 53 2.66
InP 3.70 39 9.52 12.35 0.06629 35 2.98
InAs 3.82 20 11.8 14.55 0.06790 142 3.75
InSb 4.08 16 15.7 17.72 0.06649 212 1.99
GaSb 3.84 23 14.4 15.69 0.06402 95 1.15
GaP 3.43 50 9.04 11.1 0.06243 19 2.14
Ge 3.56 30 16.0 16.0 0.06196 26 0
Si 3.42 55 11.9 11.9 0.07355 11 0

aIt is arbitrarily assumed that D = 5 × 108 eV cm−1.
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and if this value were assumed the values for SD would rise by a factor
of 4. However, SP is less sensitive to the radius of the localized state and
so will be larger than SD for extended states, though in absolute value
it will be small. Practical strengths of coupling therefore rely mainly on
deformation potential coupling.

Extended localized states such as those which can be described
by effective mass theory—whether hydrogenic or quantum defect is
unimportant—are only weakly coupled to the lattice. For such states
qDrT may be 10π or more and SD will be reduced from its maximum
value by the order of 103 to a small value. Figures 6.9(a) and 6.9(b)
illustrate this effect for quantum-defect centres. In contrast, deep-level
impurities will have qDrT ≈ 3π and significant magnitudes for SD and
SP will be obtained. In that rT can be expected to vary only weakly
among deep-level impurities in a given semiconductor, the strength
of coupling ought not to differ very significantly from one deep-level
centre to another provided that the same modes are involved.
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The magnitude of SD is sensitive to the phonon energy of the mode.
The values in Table 6.1 are for LO modes. They would be higher
for LA modes and especially so for TA modes, given equal coupling
strengths.

From eqn (6.110) and summing over the modes, we obtain the
transition factor for deformation coupling:

V2
12 =

(
π

qDrT

)3 D2

mω/�

VT

V
= 2SD(�ω)

2 VT

V
. (6.114)

The latter equality assumes that the same modes contribute to both V2
12

and to SD. For polar coupling

V2
12 = 2SP(�ω)

2 VT

V
. (6.115)
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Finally, the transition factor |V12 · �|2 is, for deformation coupling,

|V12 · �|2 =
{(

π

qDrT

)3 1
21/2�ω

D2

Mω/�

(
VT

V

)1/2
}2

= V2
12SD

(6.116)
where again the latter equality assumes that the same modes contribute
to both V12 and �. For polar coupling

|V12 · �|2 = V12SP. (6.117)

We have expressed these elements in terms of the Huang–Rhys
factor, since it is this factor which is most easily obtained from measure-
ment. However, it should be noted that in our simple model V2

12 does
not depend upon the extent of the localized wavefunction in the case
of deformation potential coupling, which can be seen by substituting
VT = 4πr3

T/3 in eqn (6.114). Moreover, both elements are infinites-
imal because of the factor VT/V , which rules out any sort of resonant
transition.

Substituting these model values for V2
12 and |V12 · �|2 in eqn (6.88)

gives

W0 ≈ ω2π
Spe−S

p! p( p − 1)
VT

V
R1 (6.118)

with ω = 5 × 1013 s−1 (�ω ≈ 0.033 eV), S = 3, p = 20 (E0 = 0.66 eV),
and VT = 10−21 cm3, the volume rate W0V is 1.5×10−15 cm3 s−1 which
is insignificant, but if S = 6 the rate is about 10−10 cm3 s−1 which is
significant. This demonstrates how sensitive the rate is to S. If p = 15
(E0 = 0.50 eV) the volume rate with S = 3 becomes 6.4×10−12 cm3 s−1

and the volume rate with S = 6 becomes 1.0 × 10−8 cm3 s−1, both of
which are significant rates. This demonstrates how sensitive that rate
is to the depth of the level. Note that the corresponding cross-sections
(obtained by dividing by the thermal velocity of the electron, i.e. about
107 cm s−1) lie between about 10−22 and 10−15 cm2. Such magnitudes
are commonly observed in experiments. Figure 6.10 shows the tem-
perature dependence of the volume capture rate based on the above
model.

If the final state is an extended excited state of the same centre the
treatment follows through as before, but with V replaced by Vex in
the matrix elements where Vex is the volume of the excited state and
is assumed to be much larger than VT. Equation (6.118) then becomes

W0 ≈ ω2π
Spe−S

p! p( p − 1)
VT

Vex
R1. (6.119)

Thus, with Vex ≈ 10−18 cm3, p = 20, and the other parameters as
before, W0 is 103 s−1 for S = 3 and 108 s−1 for S = 6. With p = 15 the
corresponding rates are about 106 s−1 and 1010 s−1 respectively.
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6.7. Selection rules for phonon–impurity coupling

In our discussion of the squared matrix elements S, V2
12, and |V12 · �|2

we have implicitly assumed that any selection rule for phonon par-
ticipation applies equally to all three parameters. Moreover, we have
seen that the magnitudes of these quantities, and of the transition rate,
are very sensitive to phonon energy, and therefore it is very import-
ant to determine which phonon interactions are allowed and which are
forbidden in the case of deformation potential coupling. The density
of states throws emphasis on phonon modes near the zone edge, and
that has been used to justify a single-frequency approach. A guide to
which phonons can participate can be obtained from group-theoretic
arguments involving zone-edge phonons at the high symmetry points
L and X (Loudon 1964; Birman, Lax, and Loudon 1966; Amato and
Ridley 1980).

Table 6.2 gives the space-group representations of phonons, and
Tables 6.3 and 6.4 show how these can be reduced to a sum of point-
group representations at a cubically symmetric site in diamond and zinc
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TABLE 6.2. Phonon symmetries in diamond and zinc blende lattices.

Lattice 
 X L

Diamond 
25(O) + 
15(A) X1(LO, LA) + X3(TA) + X4(TO) L1′ (LO) + L3′ (TA) + L2(LA) + L3(TO)

Zinc blende 2P4(A, O) X1(LA or LO) + X3(LO or LA) + 2X5(TA, TO) 2L1(LA, LO) + 2L3(TA, TO)

With the origin at the A site in compound AB, LA has X1 symmetry and LO has X3 symmetry if MA < MB and vice versa if MA > MB (M is the mass).

TABLE 6.3. Space-group to point-group reduction coefficients for phonons in diamond.

P1(A1) P2(A2) P3(E) P4(T2) P5(T1)


25′ 1

15 1
X1 1 1 1
X3 1 1
X4 1 1
L1 1 1
L2 1 1
L3 1 1 1
L3′ 1 1 1

TABLE 6.4. Space-group to point-group reduction coefficients for phonons in zinc blende.

P1 P2 P3 P4 P5

X1 1 1
X3 1
X5 1 1
L1 1 1
L3 1 1 1

TABLE 6.5. Character table for Td.

E 8C3 3C2 6σd 6S4

P1(A1) 1 1 1 1 1
P2(A2) 1 1 1 −1 −1
P3(E) 2 −1 2 0 0
P4(T2) 3 0 −1 1 −1
P5(T1) 3 0 −1 −1 1

From Koster 1957.

blende lattices. Matrix elements involving a substitutional impurity in
a tetrahedral site can then be examined using elementary group theory.
For a transition to be allowed the matrix element 〈f |H| i〉 must contain
the totally symmetrical representation P1. If the symmetries of |f 〉, H,
and |i〉 are Pf, PH, and Pi respectively, then that requirement implies
that the direct product PH × Pi must contain Pf. The direct products
can be worked out from Table 6.5 which is the character table for the
site group Td of the diamond and zinc blende lattices. The results for
the principal matrix elements � and V12 are given in Table 6.6 for some
simple cases. If a given mode is allowed at both X and L points it is a
good indication that it will participate at other points in the zone, but if
a mode is forbidden at both X and L its participation is almost certainly
weak or negligible.
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TABLE 6.6. Seletion rules for X and L phonons in multiphonon coupling.

Symmetry Phonons allowed in matrix elements

Impurity on site V Impurity on site III

Mv > MIII MIII > Mv MV > MIII MIII > Mv

Localized |l〉
state

Band state
|b〉 � V � V � V � V

P1 P1 LO + LA
(L only)

LO + LA
(L only)

LA + LO
(L only)

LA + LO (L
only

LA + LO
(L only)

LA + LO (L
only)

LO + LA
(L only)

LO + LA
(L only)

P1 P4 LO + LA
(L only)

LA + LO
(L only) +
TA + TO

LA + LO
(L only)

LA (L only) +
LO + TA + TO

LA + LO
(L only)

LA (L only) +
LO + TA + TO

LO + LA
(L only)

LA + LO
(L only) +
TA + TO

P4 P1 LA + LO +
TA + TO

LA + LO
(L only) +
TA + TO

LA + LO +
TA + TO

LA (L only) +
LO + TA + TO

LA + LO +
TA + TO

LA (L only) +
LO + TA +

TD

LA + LO +
TA + TO

LA + LO
(L only) +
TA + TD

P4 P4 LA + LO +
TA + TO

LA + LO +
TA + TO

LA + LO +
TA + TO

LA + LO +
TA + TO

LA + LO +
TA + TO

LA + LO +
TA + TO

LA + LO +
TA + TO

LA + LO +
TA + TO

Amato and Ridley 1980.
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Table 6.6 shows that the assumption made in eqns (6.114) and (6.116)
that the same phonon modes contribute to both matrix elements is
true only if the initial and final states have the same symmetry. Where
these symmetries are different, different phonons contribute. Thus, in
a P1 → P4 ionization, only the LO phonon or the LA phonon contrib-
utes to both � and V12, and hence it is the only mode to contribute
to V12 · �. Another general point which emerges is that a localized
state with P4 symmetry (|p〉 state) couples to more modes than a P1
(|s〉) state and is therefore likely to be more strongly coupled. However,
it may be expected that in many cases the ground state of the impurity
centre has the spherically symmetric P1 symmetry, in which case the im-
portant phonons are the LA and LO phonons and possibly only those
with X1 symmetry. If the latter is the case a determination of the energy
of the phonon most strongly coupled would indicate whether the im-
purity resided preferentially on the A site or the B site in a compound
semiconductor.

6.8. Phonon-cascade capture

Capture cross-sections associated with radiative transitions are only
of order 10−21 cm2 (Chapter 5, Section 5.2). Those associated with
multiphonon transitions span many orders of magnitude depending
on coupling strength, depth of level, and temperature, but they are
not expected to exceed, say, 10−14 cm2. Neither mechanism can ex-
plain the observations made in germanium by Koenig (1958) and by
other workers in silicon of cross-sections at low temperatures asso-
ciated with the capture of electrons by shallow hydrogenic donors
which range in magnitude from 10−13 cm2 to 10−11 cm2 as the tem-
perature is reduced from about 10 K with a temperature variation of
roughly T−n(1 � n � 4). Such giant cross-sections are explained
in terms of an electron sequentially emitting phonons and cascading
down through the excited states of the hydrogenic centre. This theory
was first proposed by Lax (1960), whose essentially classical treatment
was subsequently extended by Hamann and McWhorter (1964), and
quantum-mechanical formulations have been made by Ascarelli and
Rodriguez (1961), Brown (1966), and Smith and Landsberg (1966). The
phonon-cascade mechanism is fraught with statistical and quantum-
mechanical problems (Abakumov et al. 1991). Here we shall merely
outline the essential elements.

Lax’s approach was an adaptation of the theory of recombination
in gases developed by Thomson (1924). The essential idea is that an
electron whose energy is greater than 3

2kBT will on average lose energy
in a phonon collision. An electron will gain energy by being accelerated
by the coulomb field of the ionized donor, so all collisions within a
critical radius r0 defined by

Ze2

4πεr0
= 3

2
kBT (6.120)

will be energy losing. The cross-section σc is then just πr2
0 weighted

by the probability that an energy-losing collision occurs every r0/λ,



232 Non-radiative processes

where λ is an appropriate length. Energy and momentum conserva-
tion limits the amount of energy an electron can lose in a single
collision, which can be accounted for by using the concept of the
energy-relaxation mean free path lE, i.e. λ = lE. If l is the collision
mean free path (eqn 3.79) then the energy-relaxation mean free path
is lE = l

(
kBT/2m∗υ2

s
)
, which is energy and temperature independent.

With 4r0/3 as the average distance across the sphere, the cross-section
becomes

σc = 4πr3
0

3lE
= 4

3lE

(
Ze2

6πεkBT

)3

. (6.121)

Thus, σc is proportional to T−3. (Note that Lax’s result is incorrect in
predicting a T−4 dependence (Abakumov et al. 1991).) With an energy-
relaxation mean free path for acoustic phonons estimated to be about
10−3 cm at 10 K, Z = 1, and ε = 16ε0, this cross-section turns out to
be about 10−12 cm2, which is indeed the right order of magnitude. The
emission of an optical phonon of energy �ω0 is possible within a radius
rop defined by

Ze2

4πεrop
= �ω0 (6.122)

whence the cross-section becomes

σcp = 4π
3lop

(
Ze2

4πε�ω0

)3

. (6.123)

Since lop is usually larger than the acoustic phonon mean free path at
low temperatures and since �ω0 � kBT , the contribution from optical
modes is not expected to be the dominant one. In piezoelectric materi-
als collisions with acoustic modes via the piezoelectric interaction will
be important at low temperatures.

This classical theory is defective in a number of ways. It assumes the
availability of a continuum of bound states. It takes no account of the
energy of the incident particle, it assumes that scattering into a bound
state occurs with the same probability as scattering into a free state,
and it assumes that once a collision occurs the electron becomes bound.
A more complete theory must take into account quantum-mechanical
transition rates into and between hydrogenic excited states, and it must
calculate a sticking probability for the electron in a given state. From
the experimental point of view it is enough that the electron be re-
moved from the conduction process: how it gets into the ground state
is another matter. Yet that means that the theory must take account of
impurity conduction mechanisms. It is not surprising, therefore, that
phonon-cascade theories have hitherto resorted to numerical outputs.

Though very large cross-sections are predicted by the phonon-
cascade process, it is interesting to note that they could in principle
be even larger. The energy-loss mechanism associated with what is the
sequential emission of single phonons is as fast, or almost as fast, as
scattering events allow, but in practice it is still the factor which limits
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the capture rate. However, suppose this scattering rate to increase such
that many collisions occur as the electron moves towards the centre. In
such a case the rate of capture is limited not by the energy-loss process
but by the rate at which the electrons move. This situation is described
by a theory due to Langevin (1903). The electrons drift with velocity υd
given by the product of the mobility and field:

υd = μ
Ze

4πεr2
. (6.124)

The rate of influx through a spherical surface of radius r per unit elec-
tron density is just the capture rate per unit density, or in alternative
nomenclature the volume capture rate cc:

cc = 4πr2υd = Zeμ/ε. (6.125)

Dividing by the thermal velocity υth gives the capture cross-section:
thus

σc = Zeμ/ευth. (6.126)

With Z = 1, ε = 16ε0, υth = 106 cm s−1, and μ = 104 cm2 V−1 s−1 we
obtain a cross-section of 1×10−9 cm2. Observed capture cross-sections
are at least two orders of magnitude smaller than this, which indicates
that the capture process is not drift-limited.

6.9. The Auger effect

The idea that a two-electron collision in which a substantial energy
change occurs could be a recombination or capture mechanism in non-
metals goes back to the suggestion of Fröhlich and O’Dwyer (1950).
Five basic processes are depicted in Fig. 6.11. In process (1) two elec-
trons collide in the vicinity of a hole, one recombines with the hole,
and the energy released is absorbed by the other electron. We speak of
a direct or an indirect Auger effect depending on whether the energy
gap is direct or indirect. Process (2) incorporates a phonon whose mo-
mentum helps to relax conditions on the energy and momentum of the
colliding particles. In processes (3) and (4) a localized state is involved,
and process (5) describes an internal transition in a donor–acceptor
pair. The inverse of each process corresponds to an impact-ionization
mechanism, which in semiconductors is usually the mechanism which

1. Direct 2. Phonon-assisted 3. Trapping 4. 5. Donor–acceptor

FIG. 6.11.
Five basic Auger processes. Five more
exist in which a hole carries away the
energy. The reverse of these processes
leads to ten basic processes of impact
ionization.
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brings about electrical breakdown at high electric fields, no matter how
low the carrier concentration may be. However, under normal condi-
tions a high concentration is necessary for the Auger effect to compete
significantly with other recombination processes.

The rate for the direct Auger effect is closely related to the electron–
electron scattering rate discussed in Chapter 4, Section 4.7. The differ-
ence is that one of the electrons ends the collision in another band. The
rate is given by

Wrecomb =
∫
f

2π
�

|M|2 δ(Ef − Ei) dSf. (6.127)

In the case of electron–electron scattering we were interested in ob-
taining a net collision cross-section which incorporated the effects of
spin and exchange, and |M|2 was obtained accordingly (see Chapter 4,
eqn (4.134)). In computing the rate for the Auger effect we shall em-
ploy the matrix elements for each distinct situation without taking an
average.

We shall suppose that an incident electron in the conduction band,
which has wavevector k1 and a defined spin, collides with a second elec-
tron in the conduction band, which has a wavevector k2 and either an
identical spin or its opposite. The four possibilities for the collision in
which spin angular momentum is conserved are shown in Fig. 6.12. Let
the wavevector k′

1 refer to the valence band state and the wavevector k′
2

refer to the high-energy state in the conduction band.
The matrix element for process (1), the direct collision of two

electrons of identical spin, is

M12 = 1
V2

∫∫
u∗
υk′

1
(r1)exp(−ik′

1 · r1) u∗
ck′

2
(r2)exp(−ik′

2 r2)

× e2 exp{−q0 |r1 − r2|}
4πε |r1 − r2| uck1 (r1)exp(ik1 ·r1)uck2(r2)exp(ik2·r) dr1 dr2

(6.128)

1

Indistinguishable

Distinguishable

3

Direct

2

4

Exchange

k1

k2

k1

k2

k1

k2

k1

k2k′2

k′1

k′2

k′1 k′2
k′1

k′2

k′1

FIG. 6.12.
Four types of two-electron collision with
conservation of spin for an incident
electron of a given spin.
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where we have assumed a screened coulomb interaction. Transfor-
mation to the centre-of-mass frame of reference following the proced-
ure of Chapter 4, Section 4.6, leads to

k1 + k2 − k′
1 − k′

2 = 0 (6.129)

for normal processes (umklapp processes are also possible but we shall
assume their contribution to be negligible here) and (cf. eqn (4.129))

M12 =
(
e2/εV

)
I
(
k1, k′

1

)
I
(
k2, k′

2

)
∣∣k′

1 − k1
∣∣2 + q2

0

(6.130)

where

I
(
k1, k′

1

) =
∫

cell

u∗
vk′

1
(r1)uck1(r1) dr1

I
(
k2, k′

2

) =
∫

cell

uck′
2
(r2)uck2(r2) dr2

(6.131)

are overlap integrals, and we have used the fact that in the notation of
Section 4.6, Chapter 4, in which K12 = 1

2 (k1 − k2) (see eqn (4.129)) the
following is true as a consequence of momentum conservation:∣∣K′

12 − K12
∣∣2 = ∣∣k′

1 − k1
∣∣2 . (6.132)

For process (2) (the exchange collision) the matrix element is given by

M21 =
(
e2/εV

)
I
(
k1, k′

2

)
I
(
k2, k′

1

)
∣∣k′

1 − k2
∣∣2 + q2

0

(6.133)

where the overlap integrals are

I
(
k1, k′

2

) =
∫

cell

u∗
ck′

2
(r1)uck1(r1) dr1

I
(
k2, k′

1

) =
∫

cell

u∗
vk′

1
(r2)uck2(r2) dr2.

(6.134)

Since the particles have identical spins they are indistinguishable and
processes (1) and (2) interfere. The rate for the two processes therefore
involves the difference M12 − M21 since the exchange of an electron
changes the sign of the wavefunction.

Process (3) involves M12 and its exchange partners; process (4) in-
volves M21. Since the spins are opposed, processes (3) and (4) are
distinguishable and no interference occurs. Thus

|M|2 = |M12 − M21|2 + |M12|2 + |M21|2 . (6.135)

(Note that Landsberg (1966) multiplies the right-hand side by 2 to take
into account the fact that there are two ways of choosing the spin of
the incident particle. We prefer not to incorporate that aspect at this
point since it more rightly belongs to a different calculation, that of the
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total rate for the electron population. Here our primary concern is to
calculate the rate for a single electron which has one or other spin, but
cannot have both.)

We cannot avoid bringing in statistics at this point for it is neces-
sary to weigh the rate with the probability that state |k2〉 is full,

∣∣k′
1

〉
is empty (occupied by a hole since it is in the valence band), and

∣∣k′
2

〉
is empty. (The incident electron state is full by hypothesis!) Assuming
non-degenerate statistics we can take the weighting factor P

(
k2, k′

1

)
to be

P
(
k2, k′

1

) = f (k2)
(
1 − f

(
k′

1

))
(6.136)

where for near thermodynamic equilibrium

f (k2) = n

Nc
exp

(
−Eck2

kBT

)
(6.137)

1 − f
(
k′

1

) = p

Nv
exp

(
−Evk′

1

kBT

)
(6.138)

where n and p are the electron and hole densities, Nc and Nv are the
effective densities of states in the conduction and valence bands, Eck2 is
the energy of state |k2〉 measured from the conduction band edge, and
Evk′

1
is the hole energy of the state

∣∣k′
1

〉
measured downwards from the

valence band edge. Thus

P
(
k2, k′

1
) = np

NcNv
exp

(
−Eck2 + Evk′

1

kBT

)
= exp

(
−Eg + Eck2 + Evk′

1

kBT

)

(6.139)

where Eg is the band gap. P
(
k2, k′

1

)
provides the major part of the

temperature dependence of the transition rate.
If an additional weighting factor of f (k1) is added to take into ac-

count the probability of there being an incident electron in state |k1〉,
it can be shown in the case of parabolic bands that for the most prob-
able transition as determined solely by these weighting factors, which
is denoted by P

(
k1, k2, k′

1

)
, the following are true:

Eck1 = Eck2 = μEvk′
1

=
(

μ2

1 + 3μ + 2μ2

)
Eg μ = m∗

c

m∗
v

(6.140)

whence (Beattie and Landsberg 1959)

P
(
k1, k2, k′

1

) = n

Nc
exp

(
−1 + 2μ

1 + μ

Eg

kBT

)
. (6.141)

Also

Eck′
2

= 1 + 2μ
1 + μ

Eg. (6.142)

The most probable transition therefore involves incident electrons and
a hole, each of energy given by eqn (6.140), which for μ = 1 is Eg/6,
and the surviving electron is lifted to an energy given by eqn (6.142),
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which for μ = 1 is 3
2 Eg. Equation (6.142) is the threshold energy for

the reverse process of impact ionization. Usually μ < 1. In GaAs
μ ≈ 0.1 and so the incident energy is about 0.01 Eg (≈ 0.015 eV) and
the threshold for impact ionization is 1.1 Eg.

Several important simplifications can be made by exploiting the
conditions for the most probable transition and the fact that the prob-
ability factor varies rapidly. To begin with, the overlap integrals vary
comparatively slowly and so we can put

I
(
k1, k′

1

) = I
(
k2, k′

1

)
I
(
k2, k′

2

) = I
(
k1, k′

2

)
. (6.143)

As a consequence of these equalities and of k1 ≈ k2 we can further take

M12 ≈ M21. (6.144)

This means that we can neglect collisions between like spins, which is a
considerable simplification. Thus we assume

|M12 − M21|2 
 |M12|2 + |M21|2 (6.145)

and take

|M|2 ≈ 2 |M12|2 . (6.146)

In this approximation the transition rate for a given electron (al-
though now our incident electron must have properties not too far
removed from average thermal equilibrium ones) is

Wrecomb = 4π
�

{
e2

(2π)3 ε

}2
np

NcNv

×
∫∫ ∣∣I(k1, k′

1

)
I
(
k2, k′

2

)∣∣2 exp
{
−
(

Eck2 + Evk′
1

)
/kBT

}
(∣∣k′

1 − k1
∣∣2 + q2

0

)2

× δ
(

Eck′
2
− Eg − Evk′

1
− Eck1 − Eck1

)
dk2 dk′

1 (6.147)

and each integration is over the states of a given spin.
Where all states in a scattering problem lie in a single band we can

approximate the overlap integrals by equating each to unity. In the
Auger effect this can be done in the case of I(k2, k′

2) (eqn (6.131)), but
it certainly cannot be done in the case of I(k1, k′

1). Because of the or-
thogonality of the uk(r) for different bands but the same k, I(k1, k′

1) is,
in the crudest approximation, zero. By using k · p theory we can obtain
I(k1, k′

1) to the first order in the form

I
(
k1, k′

1
) ≈ �

mEg

(
k1 · pcv − k′

1 · p∗
cv
)

(6.148)

where pcv is the momentum matrix element for the conduction and
valence bands and m is the mass of the free electron. Unfortunately,
simple k · p theory is not adequate to describe the heavy-hole band (see
Section 1.11, Chapter 1), but by using the f -sum rule we can express the
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squared overlap integral in terms of the heavy-hole mass m∗
v as follows

(see eqn (1.90), Chapter 1):

∣∣I(k1, k′
1

)∣∣2 = �
2p2

cv

m2E2
g

∣∣k1 − k′
1

∣∣2 = �

2Eg

(
1
m

+ 1
m∗

v

) ∣∣k1 − k′
1

∣∣2 .

(6.149)
With the further simplification that screening is negligible we obtain

Wrecomb = 2π
�

(
e2

8π3ε

)2
�

2

Eg

(
1
m

+ 1
m∗

v

)
np

NcNv

×
∫∫ exp

{
−
(

Eck2 + Evk′
1

)
/kBT

}
∣∣k′

1 − k1
∣∣2

× δ
(

Eck′
2
− Eg − Evk′

1
− Eck1 − Eck2

)
dk2 dk′

1. (6.150)

The integrations are rather awkward and some simplifying assump-
tions are usually made in order to obtain analytic results. We shall
assume that the effective mass in the conduction band is much smaller
than that in the valence band, and that k′

1 � k1. The latter assump-
tion is consistent with the former for the most probable transition,
and in many direct-gap semiconductors the conduction band mass is
much smaller than the valence band mass so the approximation has a
practical application.

If the angle between k2 and k′
1 − k1 is θ2 (Fig. 6.13) the argument of

the delta function can be written

�
2
∣∣k′

1 − k1
∣∣2

2m∗
c

− Eg − �
2k′2

1

2m∗
v

− �
2k2

1

2m∗
c

+ �
2k2

∣∣k′
1 − k1

∣∣
m∗

c
cos θ2. (6.151)

Integration over the azimuthal angle of k2 yields a factor of 2π , and
integration over cos θ2 puts limits on the magnitude of k2 through the
delta function. Integrating over k2 finally converts the double integral
in eqn (6.150) to the following:

2πm∗2
c kBT

�4

∫
1∣∣k′

1 − k1
∣∣3 exp

[
−
{

Evk′
1
+ m∗

c

2�2
∣∣k′

1 − k1
∣∣2
(

Eg + �
2k′2

1

2m∗
v

+�
2k2

1

2m∗
c

− �
2

2m∗
c

∣∣k′
1 − k1

∣∣2)2 }/
kBT

]
dk′

1 (6.152)

k′2
k2

q2

k′1–k1

FIG. 6.13.
Wavevectors in an Auger collision.

We now use our approximation k′
1 � k1 which makes the integration

over k′
1 straightforward. We obtain

8π2m∗2
c kBT

�4 exp

{
1
2 (1 − μ)Eg

kBT

}
K0

(
1
2

(
1 + 2μ + 4μ2

)1/2
Eg

kBT

)

(6.153)

where K0(z) is a zero-order modified Bessel function of the second
kind. Since Eg/kBT is usually large, we can approximate K0(z) by
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its asymptotic form. If in addition μ 
 1, we obtain finally for the
integration

8π5/2m∗
c(kBT)3/2

�4(1 + μ)1/2 E
1/2
g

exp
(

−μEg

kBT

)
(6.154)

and for the rate (with m∗
c/m 
 1 and substituting for np)

Wrecomb = e4m∗
c(kBT)3/2 (m∗

c/m + μ
)

4π5/2ε2�
3
(1 + μ)1/2 E

3/2
g

exp
{
− (1 + μ)Eg

kBT

}
. (6.155)

As far as the author is aware this simple expression has not been given
before. Although some fairly crude approximations have been used in
its derivation, it provides a useful expression for estimating the direct
Auger rate and for exhibiting the dependence upon band gap and tem-
perature. Thus for GaAs at 300 K (Eg = 1.43 eV) the rate is about
5 × 10−17 s−1 which is entirely negligible, but for InSb (Eg = 0.18 eV)
the calculated rate at 300 K is 8 × 106 s−1 which is very significant.
Equation (6.155) exhibits the same functional dependence on material
parameters as the expression for recombination rate given by Beattie
and Landsberg (1959).

Auger recombination is an important loss process in semiconductor
lasers in which carrier densities are of order 1018 cm−3, particularly
at room temperature or above. In order to recombine, excess carriers
have to surmount the energy barrier imposed by momentum and en-
ergy conservation, and this becomes increasingly difficult to do towards
low temperatures. Ultimately the Auger recombination rate becomes
determined by phonon-assisted processes which allow the carriers to
bypass the energy barrier.

The theory of Auger recombination and impact ionization has been
extended to indirect-gap transitions by Hill and Landsberg (1976),
and there are several treatments of the Auger effect involving traps
(e.g. Landsberg 1970; Robbins and Landsberg 1980). A comprehens-
ive treatment of impact ionization including phonon-assisted processes
has been given by Robbins (1980). It is clear that Auger processes can
be important non-radiative processes in narrow-gap semiconductors
at room temperature and at higher temperatures. This is mainly due
to the high carrier concentrations which are present in such materi-
als at elevated temperatures. When the concentration of electron and
end state—whether the latter be hole or trap—reaches or exceeds about
1016 cm−3 Auger processes may become significant. However the trap-
ping rate via the Auger effect at a hydrogenic centre is, according to
Landsberg, Rhys-Roberts, and Lal (1964) (recasting their expression)

Wtrap =
(
e2/4πε0

)2
m

�3

m∗
c

m

(ε0

ε

)2 (
4πa∗2

H

)3
npT (6.156)

where a∗
H is the effective Bohr radius, n is the electron density, and pT

is the density of empty hydrogenic centres. In the case of GaAs for in-
stance a∗

H ≈ 100 Å and thus Wtrap ≈ 3.2 × 10−20npT s−1. Significant
rates are thus predicted for densities of order only 1014 cm−3 or even
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less, but they would have practical significance only at exceedingly
low temperatures. Equation (6.160) can be generalized heuristically to
apply to capture at an impurity with a bound-state radius rT:

Wtrap =
(
e2/4πε0

)2
m

�3

m∗
c

m

(ε0

ε

)2 (
4πr2

T

)3
npT. (6.157)

For levels much deeper than hydrogenic, rT in GaAs is likely to be of
order 10 Å and thus Wtrap ≈ 3.2 × 10−26npT s−1. Densities of order
1016 cm−3 are required to obtain significant rates in such a case.

6.10. Impact ionization

The inverse process of Auger recombination is impact ionization.
Statistical factors are no longer necessary since the electron wavevector
k2, to be excited across the gap, is deemed with certainty to be in the
valence band, and the final states k′

1 and k′
2 are deemed to be entirely

empty, in a non-degenerate semiconductor. Thus

Wimp =
∫

2π
�

|M|2δ(Ef − Ei) dSf (6.158)

and incorporating the approximations of eqns (6.144) to (6.146) we
obtain

Wimp = 4π
�

(
e2

(2π)3ε

)2 ∫∫
I2
(
k1, k′

1

)
I2
(
k2, k′

1

)
∣∣k1 − k′

1

∣∣4 δ(Ef − Ei) dk′
1 dk2.

(6.159)
At threshold, all wavevectors lie along the same direction and

E1 = ET = E2 + E′
1 + E′

2 + Eg

k1 = −k2 + k′
1 + k′

2

(6.160)

and for spherical parabolic bands

ET =
(

1 + 2μ
1 + μ

)
Eg, k2 = − k1

1 + 2μ
, k′

1 = k′
2 = μk1

1 + 2μ
(6.161)

where as before μ = m∗
c/m∗

v. Regarding the matrix element as virtually
constant near threshold, we remove it from the integrand, and using
the above relationships, we obtain

Wimp = 2
�

(
e2

ε

)2
1

(2π)5

�
4(

2m∗
c
)2 I2

c I2
v

E2
T

(
1 + 2μ
1 + μ

)4

∫∫
δ(Ef − Ei) dk′

1 dk2, (6.162)
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where we have put I2
c = I2

(
k, k′

1

)
and I2

v = I2
(
k2, k′

1

)
. The integrals

can be evaluated exactly (Robbins 1980),† † Equation (6.163) is derived assuming
a parabolic band. For a simple gener-
alization that does not make this as-
sumption for the impacting electron, see
Ridley (1998).

viz:

∫∫
δ(Ef − Ei) dk′

1 dk2 =
(

2m∗
c

�2

)3
π3

2
(1 + μ)2

(1 + 2μ)7/2 (E1 − ET)
2 ,

(6.163)
whence

Wimp = W0

(ε0

ε

)2 m∗
c

m

I2
c I2

v

(1 + 2μ)3/2

(
E1 − ET

Eg

)2

, (6.164)

where

W0 =
(

e2

4πε0

)
m

�3
= 4.14 × 1016s−1. (6.165)

The quadratic relation on energy was first obtained by Keldysh
(1960).

In the simplest approximation of the overlap integrals Ic = 1 and,
for heavy holes, Iv = 0. Using k · p theory and f -sum rules to estimate
I , as we did in the previous section (eqn (6.149)), yields at threshold,

I2
v = 2

(
1 + μ

1 + 2μ

) (
m∗

c

m
+ m∗

c

m∗
v

)
. (6.166)

For GaAs, the magnitude of I2
v is 0.38, on this basis. This is high com-

pared with the result of calculations using a 15-band k · p model and
a wavevector difference of 0.15 (2π/a), which yields Iv ≈ 10−2 (Burt
and Smith 1984; Burt et al. 1984) so, unfortunately we cannot take eqn
(6.166) as reliable. For light holes, straightforward k · p theory gives
Iv = 0.91 for GaAs. Weighting this with the density of states ratio for
the light holes gives I2

v ≈ 0.06. With I2
c ≈ 1 then for GaAs,

Wimp ≈ 5 × 1011
(

E1 − ET

Eg

)2

s−1. (6.167)

The smallness of the overlap integrals make the impact ionization
rate rather small compared with the lattice scattering rates. It is usual
to write the ionization rate, following Keldysh, as follows

Wimp = Wph(ET)P

(
E − ET

ET

)2

. (6.168)

(The difference between having ET instead of Eg is not large.) The
factor P measures whether the threshold is hard or soft, P � 1 be-
ing very hard. Since phonon scattering rates at high energies are of
order 1014 s−1, eqn (6.165) suggests that the threshold is very soft, with
P = 5 × 10−3. However it has been pointed out that what matters
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is a comparison with the energy relaxation rate rather than with the
scattering rate (Ridley 1987), viz.

Wimp = PE

τE(ET)

(
E − ET

ET

)2

. (6.169)

The relation between PE and P is obtained assuming optical-phonon
scattering is dominant, viz.

E

τE
= �ω

2n(ω) + 1
Wph (6.170)

whence

PE = ET(2n(ω) + 1)
�ω

P. (6.171)

Thus for GaAs PE ≈ 50P, i.e. PE ≈ 0.3. The observed value for
electrons is 3 (Ridley 1987). In view of the large uncertainties in our es-
timation of I2

v and of the phonon scattering rate, agreement within an
order of magnitude is to be regarded as satisfactory. We may conclude
that the ionization threshold is certainly not hard. Using the Keldysh
criterion it is soft, but using the energy-relaxation criterion it is neutral.

Beattie (1988) has recently analysed the energy dependence near
threshold for ellipsoidal bands and obtains a more rapid variation
with energy. The same author has also pointed out a method for
tackling awkward multidimensional integrals without making simple
approximations (Beattie 1985).

6.11. Appendix: The multiphonon matrix element

Recently Huang (1981) has shown how the calculation may be simpli-
fied without sacrifice of accuracy. Let

ψ1(r, Q) = ψ10(r) + f (Q) ψ20(r). (6.172)

If the diagonal elements of the electron–phonon interaction, i.e. H11
and H22, are incorporated into the zero-order electronic Hamiltonian,
and the off-diagonal element H12 is regarded as the perturbation, then

f (Q) = H12

E10 + H11 − E20 − H22
, (6.173)

exactly as in eqn (6.81). The diagonal element in each case merely shifts
the energy in the zero-order electronic equation, viz.

(He + H11) ψ10(r) = (E10 + H11) ψ10(r) (6.174)

and similarly for the excited state. So far nothing is different. The sim-
plification occurs in the calculation of the matrix element, for it turns
out that

〈 fe fv |HNA| ieiv〉 = 〈 fv |H12| iv〉, (6.175)

where HNA is the non-adiabatic operator, i and f refer to initial and
final states, electronic (e) and vibrational (v).



Appendix: The multiphonon matrix element 243

The proof of eqn (6.165) is simple. We first observe that (eqn (6.79))

HNAψ1(r, Q) φ1(Q) = −
∑

i

�ωi

{
∂f (Q)

∂Qi

∂φ1(Q)

∂Qi

+1
2
φ1(Q)

∂2f (Q)

∂Q2
i

}
ψ20(r).

(6.176)

Using the fact that

∂2

∂Q2
i

[ f (Q) φ1(Q)] = φ1(Q)
∂2f (Q)

∂Q2
i

+ 2
∂f (Q)

∂Qi

∂φ1(Q)

∂Qi

+ f (Q)
∂2φ1(Q)

∂Q2
i

, (6.177)

we may recast eqn (6.166) in the form

HNAψ1(r, Q) φ1(Q) = − 1
2

∑
i

�ωi

{
∂2 [ f (Q) φ1(Q)]

∂Q2
i

−f (Q)
∂2φ1(Q)

∂Q2
i

}
ψ20(r) ,

(6.178)

whence

〈 fe fv |HNA| ieiv〉 =
∫

ψ2(r) φ2(Q)HNAψ1(r, Q) φ1(Q) dQ dr

= − 1
2

∑
i

�ωi

∫
φ2(Q)

×
{
∂2 [ f (Q) φ1(Q)]

∂Q2
i

− f (Q)
∂2φ1(Q)

∂Q2
i

}
dQi.

(6.179)

The trick is to observe that the operator
∑

i

(
∂2/∂Q2

i

)
is Hermitian

and so

〈 fe fv |HNA| ieiv〉 = − 1
2

∑
i

�ωi

∫
f (Q)

×
{
φ1(Q)

∂2φ2(Q)

∂Q2
2

− φ2(Q)
∂2φ1(Q)

∂Q2
i

}
dQi

(6.180)

But this operator is (apart from a constant factor) the squared-
momentum operator. From the Schrödinger equation for the displaced
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oscillators (eqn (6.13)) we may therefore infer that, neglecting fre-
quency shifts,

−1
2

∑
i

�ωi
∂2φ1(Q)

∂Q2
i

=
[

Etot 1 −
(∑

i

1
2

�ωiQ
2
i

)
− E10 − H11

]
φ1(Q)

(6.181)
and hence

〈 fe fv |HNA| ieiv〉 =
∫

f (Q) φ2(Q) φ1(Q)

× [Etot 2 − E20 − H22 − Etot 1 + E10 + H11] dQ.
(6.182)

Conservation of energy entails that Etot 2 = Etot 1, and therefore the
energy term in eqn (6.172) exactly cancels the energy denominator in
the expression for f (Q) in eqn (6.163). Thus

〈 fe fv |HNA| ieiv〉 =
∫

φ2(Q)H12φ1(Q)dQ = 〈 fv |H12| iv〉 . (6.183)

In this form, the matrix element is much simpler to calculate.
As pointed out by Huang, it is identical to the transition matrix ele-

ment assumed in the so-called static coupling theory of Helmis (1956),
and Pässler (1974). Huang’s proof shows that Kovarskii’s non-Condon
approximation and the static coupling scheme are entirely equivalent.
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Quantum processes
in a magnetic field7
7.1. Introduction

In a strong magnetic field an electron is constrained to move in orbits in
the plane perpendicular to the field, though its motion parallel to the
field is unaffected. If the orbital field is comparable or much shorter
than the scattering time, the motion is coherent and, as described
in Section 2.4, is quantized into Landau levels. Scattering is then no
longer a matter of transitions between plane-wave states, but rather a
transition in which the electron can jump from one orbit to another and
it can also change its kinetic energy associated with the motion parallel
to the field. The effect of the field is to localize the electron in the trans-
verse plane and scattering takes on many of the attributes of a hopping
mechanism. Indeed, in the transverse configuration in which an electric
field is applied perpendicular to the magnetic field, transport of charge
can occur only through the scattering mechanisms. This state of affairs
is diametrically opposed to the situation in the absence of a quantizing
magnetic field, in which charge transport occurs in spite of the scatter-
ing mechanisms. In the longitudinal configuration, in which the fields
are parallel, transport is normal except that because of the transverse
confinement, the motion is quasi-one-dimensional. In both configura-
tions, however, magnetic quantization changes the wavefunction of the
electron and hence changes the scattering matrix elements.

We will begin by looking at the collision-free situation and go over
some of the ground of Section 2.4 in order to obtain the eigenfunc-
tions that will be used to determine scattering rates, and to familiarize
ourselves with the parameters that enter the physics, and their order
of magnitude. The transverse configuration will be treated first, since
it contains all the new physics that appears when a quantizing mag-
netic field is present. In order to understand more fully the peculiar
new properties that appear we will not follow the usual treatments of
the problem, which tend to be rather inaccessible mathematically and
very often opaque. Instead we will reduce the description to its simplest
component—that of a single-electron scattering between levels with
the same quantum number—before introducing (a) statistics and (b)
many quantum levels. In doing so we will discover that under certain
circumstances the electron can behave highly anomalously in that it
can drift the wrong way, an effect completely obscured if equilibrium
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statistics are introduced too early in the calculation, which is what is
conventionally done.

The many-level situation is best illustrated theoretically and exper-
imentally by the Shubnikov–de Haas effect, which is the appearance
of oscillations in the magnetoresistance as a function of magnetic
field. The theory of the Shubnikov–de Haas effect is unavoidably com-
plex mathematically, but an attempt has been made to simplify the
calculation as far as possible and to clarify obscurities found in the
literature.

Most of the discussion will assume that the scattering mechanisms
are elastic, a not unrealistic assumption for low temperatures where
most of the effects of magnetic quantization have been observed. The
case of scattering by optical phonons is deferred to our discussion of
the magnetophonon effect.

7.2. Collision-free situation
7.2.1. Quantum states in a magnetic field

We begin by solving Schrödinger’s equation in order to describe one-
electron states in the presence of a magnetic field B and electric
field, viz:

H0�(r) = E�(r) (7.1)

H0 = 1
2m∗ (p − ēA)2 + ēφ (7.2)

where we assume that the condition discussed in Section 2.4 applies,
and that the effective-mass equation is valid. In eqn (7.2) A is the vector
potential and φ is the scalar potential of the electromagnetic field, and
ē is the elementary charge containing the sign. (As usual the symbol e
without the bar will be used to denote magnitude only.) Expanding the
bracket in eqn (7.2) we obtain

ξ

B

z

x

y

FIG. 7.1.
Field directions.

(p − ēA)2 = p2 − ēp · A − ēA · p + e2A2

= p2 + ē(i�∇ · A) − 2ēA · p + e2A2 (7.3)

In order to illustrate that the gauge chosen in Section 2.4 is not unique,
we choose the gauge

A = (0, Bx, 0) (7.4)

which still makes ∇ · A = 0, and H0 may be written as follows:

H0 = 1
2m∗

(
p2

x + p2
z

)
+ 1

2m∗ (py − ēBx)2 − ēξx (7.5)

where ξ is the electric field, taken to be along the x direction (Fig. 7.1)
in the transverse configuration. (We will look at the longitudinal
configuration later.)
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We can show that, in this gauge, py and pz are constants of the
motion. The equation of motion is

m∗ dv
dt

= ēξ + ēv × B. (7.6)

Integration gives the time-dependence of the three components of the
momentum. (Here, as elsewhere, we assume that the effective mass is
scalar.) Thus

m∗υx = ēξ t + ēyB + Cx (7.7)

m∗υy = −ēxB + Cy (7.8)

m∗υz = Cz (7.9)

Since px = m∗υx, py = m∗υy + ēBx, pz = m∗υz, it is clear that px is not
a constant of the motion, but py and pz are constants. Motion along the
z direction is unaffected by the magnetic field, and so pz is determined,
as usual, by the relation

pz = �kz (7.10)

which determines Cz. To determine Cy we return to eqn (7.6) and note
that in the x direction

m∗ dυx

dt
= ēξ + ēυyB (7.11)

We may define a position at x = X where dυx/dt is zero, and hence

υy(X ) = − ξ

B
. (7.12)

This is the Hall velocity, which we denote υB. Thus we can identify the
constant of motion Cy with position X and velocity υB as follows

py = ēBX − m∗ ξ
B

(7.13)

Inserting this relationship into the expression for H0, eqn (7.5), we
obtain

H0 = 1
2m∗

(
p2

x + p2
z

)
+ e2B2

2m∗ (x − X)2 − ēξX + 1
2

m∗υ2
B. (7.14)

With the introduction of the cyclotron frequency

ωc = eB

m∗ (7.15)

we obtain finally

H0 = 1
2m∗

(
p2

x + p2
z

)
+ 1

2
m∗ω2

c (x − X)2 − ēξX + 1
2

m∗υ2
B. (7.16)

The solution of Schrödinger’s equation is now straightforward viz:

�n(r) = C exp(lkyy) exp(lkzz)φn(x − X ), (7.17)
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where φn (x − X) is a harmonic oscillator wavefunction. The energy is

E =
(

n + 1
2

)
�ωc + �

2k2
z

2m∗ − ēξX + 1
2

m∗υ2
B, (7.18)

and ky and X are related by

�ky = ēBX + m∗υB. (7.19)

In the extreme quantum limit (E.Q.L.) only the ground state (n = 0) is
of importance. The oscillator wavefunction is given by

φ0 = 1
π1/4R1/2

exp

[
1
2

(
x − X

R

)2
]

(7.20)

where

R =
(

�

eB

)1/2
. (7.21)

The general expression for φ is given in eqn (7.133).

7.2.2. Magnitudes

The characteristic energy is

�ωc = �eB

m∗ = 0.1152
( m

m∗
)

B meV. (7.22)

The characteristic length is

R =
(

�

eB

)1/2
= 256.7

B1/2
Å. (7.23)

Note that R is independent of the properties of the material. The energy
has usually to be compared with kBT , which is given by

kBT = 0.08617T meV (7.24)

and with the voltage drop over the characteristic length,

eξR = 2.567 × 10−3 ξ

B1/2
meV

(
ξ in V cm−1

)
. (7.25)

For example, if m∗/m = 0.067 (GaAs), �ωc = 1.72B meV. In a field
of 1 tesla this energy corresponds to a temperature of 20 K, or to an
electric field of 669 V cm−1.

7.2.3. Density of states

Magnetic quantization changes the distribution of states over energy
from the three-dimensional variation proportional to E1/2 to the
one-dimensional variation proportional to E−1/2. In a single magnetic
state of a given spin there are two variables, kz and ky. The number of
states associated with a given magnitude of kz in the interval dkz is

N(kz)dkz = 2
Lz

2π
dkz (7.26)
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where Lz is the cavity length and kz is quantized as usual by periodic
boundary conditions. The factor 2 arises because we have to count
states with +kz and −kz. The number of states associated with ky in
the interval dky is

N(ky)dky = Ly

2π
dky (7.27)

where again periodic boundary conditions are assumed, but now the
range of ky is determined by eqn (7.19), and hence

N(ky)dky = Ly

2π
eB

�
dX (7.28)

Since the energy is independent of ky when there is no electric field we
can add up all allowed states and obtain

Ny = eB

�

LxLy

2π
(7.29)

Another way of calculating this degeneracy factor is to follow the
method used in Section 2.4 and sum all free-electron states with wave
vector k⊥ in the plane perpendicular to B whose energies lie over the
range �ωc. This number is

Ny = 2πk⊥ dk⊥
LxLy

(2π )2
(7.30)

with

d
dk⊥

(
�

2k2⊥
2m∗

)
dk⊥ = �ωc (7.31)

whence

�
2k⊥
m∗ dk⊥ = �eB

m∗

and thus, as before,

Ny = eB

�

LxLy

2π
(7.32)

The total number of states with a given kinetic energy of motion along
the z direction, Ez, is therefore

NyN(kz)dkz = 2
LxLyLz

(2π )2
· eB

�
· dkz. (7.33)

Converting to energy using eqn (7.18) we obtain finally the density of
states of a given spin in unit energy range

N(Ez) = eB(2m∗)1/2

(2π)2
�2E

1/2
z

(7.34)

The form of the energy dependence of the density-of-states function
gives rise to problems connected with the divergence at zero energies
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N (E )

E

2
ωch ωch ωch

FIG. 7.2.
Density of states. Without broadening
N(E) would be infinite at

E =
(

n + 1
2

)
�ωc. The chained line

indicates the density of states when
B = 0.

in subsequent calculations. In reality collisions broaden the states and
thus produce a smooth transition at Ez = 0 (Fig. 7.2).

7.2.4. Spin

In addition to the energy components in eqn (7.18) there exists a
magnetic component associated with spin, i.e.

EB = ±1
2

gμBB (7.35)

whereμB is the free-electron Bohr magneton (e�/2mc), and the g factor
is 2 for free electrons, but its magnitude can be much larger in semicon-
ductors because of strong spin–orbit coupling, viz. (Lax et al. 1958):

g = 2
[

1 +
(

m∗ − m

m∗

)
�0

3Eg + 2�0

]
(7.36)

where �0 is the spin–orbit splitting and Eg is the energy gap. In most
cases EB is small compared with other components, and we shall forget
about splitting due to spin for the moment.

7.2.5. Phenomenological quantities

What we measure is the conductivity tensor, depending upon the
experimental arrangement. Looking first at the conductivity tensor, viz.

jμ =
∑

v

σμv ξv (7.37)

we can conclude from the foregoing theory that the only current which
flows is the Hall current, proportional to υB. This means that, with ξ in
the x direction

σxx = 0, σxy = ēnυB

ξ
= − ēn

B
, σxz = 0, (7.38)
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where n is the carrier density. Quite often, but rather confusingly, σxx is
referred to as transverse conductivity. It deviates from zero only when
collisions are introduced into the description. Thus, collisions, which
in the conventional situation limit the current, in this case actually
initiate it.

A conductivity tensor component is measured whenever the direc-
tion of field is well-defined, but in the usual experimental arrangement
for measuring the Hall effect and magnetoresistance it is the current
direction which is well-defined. Consequently it is the resistivity tensor
that is measured. In the situation envisaged the resistivity components
are related to the conductivity components as follows:

ξμ =
∑

v

ρμv jv (7.39)

from which it is straightforward to show that

ρxx = σxx

σ 2
xx + σ 2

xy

, ρxy = σxy

σ 2
xx + σ 2

xy

. (7.40)

In the absence of collisions ρxx = 0, ρxy = σ−1
xy . Where collisions

produce a finite conductivity, but so small that σ 2
xx 
 σ 2

xy,

ρxx ≈ σxx

σ 2
xy

= σxxB2

e2n2
, ρxy = − B

ēn
. (7.41)

7.3. Collision-induced current
7.3.1. Expression for the scattering rate in the extreme quantum limit

If the scattering mechanism is weak we can regard the transition rate
as being given by first-order perturbation theory. The scattering rate
is thus

W(Ei) =
∫

2π
�

|〈 f |Hs|i〉|2δ
(
Ef − Ei

)
dSf (7.42)

where the integral is over final states. The interaction Hamiltonian can
be taken to be of the form

Hs =
∑

q

(
Vq exp(iq · r) + Vq exp(−iq · r)

)
(7.43)

whence

W(Ei) =
∑

q

∫
2π
�

∣∣V±q
∣∣2 ∣∣M±q

∣∣2 δ(Ef − Ei) dSf (7.44)

M±q =
∫

�∗
f (r)exp(±iq · r)�i (r) dr. (7.45)

To evaluate M±q we substitute the magnetic state wavefunction
(eqn (7.17)) and perform the integration. We will consider the E.Q.L.
and deal only with ground states (eqn (7.20)). In this case
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M±q = 1
LyLzπ1/2R

+Lx/2∫
−Lx/2

+Ly/2∫
−Ly/2

+Lz/2∫
−Lz/2

dx dy dz exp
[
i
(

ky ± qy − k′
y

)
y
]

× exp
[
i
(
kz ± qz − k′

z

)
z
]
exp[±iqxx]

× exp

[
−
(
x − X ′)2

2R2

]
exp

[
− (x − X)2

2R2

]
, (7.46)

where the integration extends over the cavity Lx ·Ly ·Lz. Primes denote
final-state quantities. The quantity R is the characteristic dimension of
the quantum state given by eqn (7.21). The integrations over y and z
give zero unless crystal momentum is conserved (umklapp process can
be neglected here), i.e.

ky ± qy − k′
y = 0, (7.47)

kz ± qz − k′
z = 0. (7.48)

Thus ∣∣M±q
∣∣2 = δky±qy,k′

y
δkz± qz, k′

z

∣∣I (X ′ − X
)∣∣2 (7.49)

where the overlap integral between the two magnetic states is readily
shown to be

I
(
X ′ − X

) = exp

[
−
(
X ′ − X

)
4R2

2

− (qxR)2

4

]
exp

[
∓iqx

(
X + X ′)

2

]
.

(7.50)

Using the relation between X and ky, eqn (7.19), to eliminate X we
see that

X ′ − X = �

ēB

(
k′

y − ky

)
= ±e

ē
qyR2 (7.51)

where the last step follows from eqn (7.47).
The sum over the final states is effectively a sum over k′

y and k′
z.

But because of eqns (7.47) and (7.48) there is only one choice for each
value of qy and qz. Thus we need only sum over q to encompass all
possibilities. Converting this to an integration, we obtain

W(Ei) =
∫

2π
�

V

8π3

∣∣V±q
∣∣2

× exp
[
−1

2

(
q2

x + q2
y

)
R2
]
δky±qy,k′

y
δkz+qz,k′

z
δ(Ef − Ei) dq

(7.52)

where V is the volume of the cavity.
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7.3.2. Energy and momentum conservation

Where phonons are responsible for scattering, the upper sign corres-
ponds to the absorption of a phonon of energy �ωq, the lower sign to
an emission. Elastic scattering can always be recovered by restricting
attention to the upper sign only and putting �ωq = 0. Thus

Ef − Ei = (
n′ − n

)
�ωc + �

2

2m∗
(

k′2
z − k2

z

)
− ēξ

(
X ′ − X

)∓ �ωq. (7.53)

In the case of E.Q.L. under consideration, n′ = n = 0. Using
eqns (7.48) and (7.51) we obtain

Ef − Ei = �
2

2m∗
[
(kz ± qz)

2 − k2
z

]
∓ eξqyR2 ∓ �ωq (7.54)

Conservation of energy implies that Ef −Ei = 0, and this imposes limits
on the components of q.

The general case is quite complex, and it is worthwhile looking for
simplifying features at this stage. One problem is the q-dependence of
ωq. In the case of impurity scattering collisions are elastic so we can put
�ωq = 0 and the problem disappears. In the case of acoustic modes,

ωq = υsq = υs

(
q2

x + q2
y + q2

z

)
(for an isotropic solid). If we can re-

gard �ωq as negligible, the problem again disappears. The upper limit to
the magnitude of a phonon wavevector which can produce appreciable
scattering is going to be determined by the overlap integral. Roughly
we can expect that

q2⊥R2 À 1 (7.55)

where

q2⊥ = q2
x + q2

y. (7.56)

On the other hand, provided
∣∣eξqyR2

∣∣ and �ωq are small compared to
�

2k2
z/2m∗

q2
z À 4k2

z . (7.57)

Thus if

4k2
zR2 
 1, (7.58)

we can neglect the dependence of phonon energy on qz. Equation (7.58)
is equivalent to

8
(
�

2k2
z/2m∗)

�ωc

 1, (7.59)

which is certainly consistent with the condition for E.Q.L. We may
therefore assume that for acoustic modes ωq is ωq⊥, independent of qz.

However we must satisfy ourselves that
∣∣eξqyR2

∣∣ and �ωq⊥ for acous-
tic modes are indeed small compared with, effectively, kBT . Since
qyR À 1, eqn (7.25) shows already that the field term is small, and
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in most cases very small compared with kBT . A typical sound velocity
is 3 × 105 cm s−1, and consequently

�ωq⊥ À �υs

R
À 10−1B1/2 meV. (7.60)

For B = 9T the maximum phonon energy would be as high as kBT
at about 3.5 K. In many situations, therefore, the assumption that ωq is
largely independent of qz is not going to be seriously invalidated.

In the case of optical phonons �ωq can be taken to be independent
of q, so the problem once again disappears.

We may conclude therefore that the principal dependence of the
energy on qz in eqn (7.54) is the term in the square brackets. Thus

kz ± qz = (±) kz

[
1 ±

(
eξqyR2 + �ωq⊥

)
Ez

]1/2

(7.61)

where Ez = �
2k2

z/2m∗. The signs in brackets i.e. (±) apply to both ab-
sorption and emission possibilities and they correspond to maximum
and minimum values for qz in each case. In situations where the change
in potential energy in the electric field is negligible, and where the
collisions are elastic or nearly so, the limits of qz are 0 and ∓2kz.

7.3.3. Integrations

It is convenient to adopt cylindrical coordinates q⊥, qz, θ in the
integration over q in eqn (7.52), viz.

W(Ei) = V

4π2�

q⊥D∫
0

2π∫
0

+qzD∫
−qzD

∣∣V±q
∣∣2 exp

(
−1

2
q2⊥R2

)

× δ

[
�

2

2m∗
(

[kz ± qz]2 − k2
z

)
∓
(

eξR2q⊥ cos θ + �ωq

)]

× q⊥ dq⊥ dθ dqz, (7.62)

where the subscript D denotes maximum wavevectors in the spherical-
Brillouin-zone approximation. Integration over qz gives

W(Ei) = V

4π2�
· m∗1/2

21/2�

q⊥ max∫
q⊥min

θmax∫
θmin

(∣∣V±q⊥,qz max

∣∣2 + ∣∣V±q⊥,qz min

∣∣2)
[
Ez ± (

eξR2q⊥ cos θ + �ωq

)]1/2

× exp
(

−1
2

q2⊥R2
)

q⊥ dq⊥ dθ (7.63)

where the limits ensure that the square-root remains real, correspond-
ing to conservation of energy.

The integration over direction depends upon the angular depend-
ence of the interaction strength Vq as well as the explicit dependence
associated with the applied electric field. Frequently Vq can be taken
to be isotropic, or if not strictly so, an angular average can be taken.
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We will assume that
∣∣Vq

∣∣2 is independent of angle. Unless the electric
field is high, or the energy is very low, the angular dependence under
the square-root sign will be very weak, and we will neglect it. Thus the
integration over angle yields a factor of 2π, viz:

W(Ei) = Vm∗1/2

23/2π�2

q⊥ max∫
q⊥ min

(∣∣V±q⊥,qz max

∣∣2 + ∣∣V±q⊥,qz min

∣∣2)(
Ez ± �ωq

)1/2

× exp
(

−1
2

q2⊥R2
)

q⊥ dq⊥, (7.64)

where we have assumed that the electric field term is negligible, and the
limits of q⊥ are as shown.

Another simplification can be made in the spirit of the approxima-
tion in which qz is considered small compared with q⊥, namely∣∣V±q⊥,qz max

∣∣2 ≈ ∣∣V±q⊥,qz min

∣∣2 , (7.65)

whence

W(Ei) = Vm∗1/2

21/2π�2

q⊥ max∫
q⊥ min

∣∣V±q⊥
∣∣2(

Ez ± �ωq

)1/2 · exp
(

−1
2

q2⊥R2
)

q⊥ dq⊥.

(7.66)

This as far as one can go without knowing the q-dependence of Vq.
Before discussion of explicit scattering mechanisms we investigate the
scattering-induced current.

7.3.4. General expression for the drift velocity

A particle in the initial state scatters, and changes its average coordin-
ate in the electric field direction by an amount

(
X ′ − X

)
as shown in

Fig. 7.3. If the average value of
(
X ′ − X

)
is non-zero over all scat-

tering possibilities the particle possesses a velocity. The velocity can

z

x

y

X

B

X'

FIG. 7.3.
Transport by scattering from one state
to another.
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readily be calculated by inserting
(
X ′ − X

)
into the integrand for the

scattering rate.
The quantity

(
X ′ − X

)
is not dependent on qz as eqn (7.51) shows,

but it does depend upon angle. Thus we insert
(
X ′ − X

)
into eqn (7.63)

and incorporate the approximation of eqn (7.65), and obtain

υ(Ei) = Vm∗1/2

23/2π2�2
·

q⊥ max∫
q± min

θmax∫
θmin

∣∣V±q⊥
∣∣2 exp

(
−1

2 q2⊥R2
)
(±)(e/ē)[

E2 ± (
eξR2q⊥ cos θ + �ωq

)]1/2

× q2⊥R2 cos θ dq⊥ dθ (7.67)

Because of the density-of-states dependence on total energy (kinetic
energy plus potential energy in the electric field), as quantified by the
term in the electric field in the denominator, the scattering rate is not
isotropic, and therefore a drift velocity exists, though it turns out to be
highly anomalous. To show this we expand the denominator and retain
terms up to those linear in field. Thus

υ(Ei) = Vm∗1/2

23/2π2�2

∞∫
0

2π∫
0

(±)(e/ē)
∣∣V±q⊥

∣∣2(
Ez ± �ωq

)1/2
q2⊥R2 exp

(
−1

2
q2⊥R2

)

× cos θ

[
1 ∓ 1

2
eξR2q⊥ cos θ

Ez ± �ωq

]
dq⊥ dθ . (7.68)

Integrating over θ we obtain a negative drift velocity viz.

υ(Ei) = −Vm∗1/2
(
e2/ē

)
ξ

25/2π�2

∞∫
0

∣∣V±q⊥
∣∣2 q3⊥R4 exp

(
− 1

2q2⊥R2
)

(
Ez ± �ωq

)3/2
· dq⊥.

(7.69)

This is an extraordinary result. It predicts that carriers drift up the po-
tential gradient. It clearly arises from the greater density of states—and
therefore greater scattering probability—upstream than downstream at
constant total energy (Ridley 1983), as shown in Fig. 7.4.

Such anomalous behaviour disappears at low fields when an average
is performed over a carrier population at thermodynamic equilibrium.
In an elastic scattering event the probability has to be weighted by
the factor f (Ei) (1 − f (Ef )), where f (Ei) and f (Ef ) are the occupation
probabilities of the initial and final states. The net drift is then com-
puted by weighting the integrand by half of the difference between the
probabilities of the scattering event and its reverse, that is, by the factor

F(Ei) = 1
2

[
f (Ei)(1 − f (Ef )) − f (Ef )(1 − f (Ei))

]
(7.70)

The factor 1
2 is necessary to avoid counting each hopping twice

(Davydov and Pomeranchuk 1940). Usually the occupation probab-
ilities are a function only of the kinetic energy of motion in the z
direction and
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FIG. 7.4.
Elastic scattering between ground-state
Landau levels in the presence of an
electric field. 1. Higher density of states
upstream. 2. Scattering particle.
3. Lower density of states downstream.

Efz = Eiz ± eξR2q⊥ cos θ (7.71)

so if the electric field is small

f (Efz) ≈ f (Eiz) ± df (Eiz)
dEz

eξR2q⊥ cos θ (7.72)

and

F(Ei) = ∓1
2

df (Eiz)
dEz

eξR2q⊥ cos θ . (7.73)

For the case of inelastic phonon collisions, see Section 7.4.4. Returning
to eqn (7.67) we can obtain the drift velocity for an energy Ei by
weighting the integrand by F(Ei), and retaining only terms linear in
the electric field:

f (Ei)υ(Ei) = −Vm∗1/2(e2/ē)ξ
25/2π2�2

·df (Eiz)
d(Ez)

×
q⊥ max∫

q⊥ min

2π∫
0

∣∣V±q⊥
∣∣2 exp

(
− 1

2 q2⊥R2
)

(
Ez ± �ωq

)1/2
q3⊥R4 cos2 θ dq⊥ dθ .

(7.74)

Since df (Eiz)/dEz is negative at thermodynamic equilibrium the drift
velocity is no longer anomalous. Integration over θ gives

f (Ei)υ(Ei) = −Vm∗1/2
(
e2/ē

)
ξ

25/2π�2 ·df (Eiz)
dEz

×
q⊥ max∫

q⊥ min

∣∣V±q⊥
∣∣2 exp

(
−1

2 q2⊥R2
)

(Ez ± �ωq)1/2 · q3⊥R4 dq⊥. (7.75)

This is as far as it is possible to go without consideration of the
specific form of the scattering.
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7.3.5. Diffusion

Weighting the scattering integrand by the distance (X ′ − X ) to obtain
the drift velocity was first done by Davydov and Pomeranchuk (1940),
but a different approach was made by Adams and Holstein (1959).
Using a density-matrix approach they showed that the expression ob-
tained for conductivity was equivalent to the Einstein relation between
diffusion and drift. A diffusion constant D(Ei) can be defined in terms
of the mean square hopping distance 〈(X ′ − X )2〉. Thus

D(Ei) = 1
2

〈
(X ′ − X )2W(Ei)

〉
. (7.76)

Weighting the integrand of eqn (7.63) with 1
2

(
X ′ − X

)2, expressed in
terms of q following eqn (7.51), we obtain the following expression for
the diffusion constant

D(Ei)= Vm∗1/2

25/2π2�2

q⊥ max∫
q⊥ min

θmax∫
θmin

∣∣V±q⊥
∣∣2 exp

(
− 1

2q2⊥R2
)

q3⊥R4 cos2 θ[
Ez ± (

eξR2q⊥ cos θ + �ωq

)]1/2
dq⊥ dθ .

(7.77)
In the limit of small electric fields

D(Ei) = Vm∗1/2

25/2π�2

q⊥ max∫
q⊥ min

∣∣V±q⊥
∣∣2 exp

(
− 1

2 q2
1R2

)
(Ez ± �ωq)1/2

q3⊥R4 dq⊥. (7.78)

Comparing eqns (7.75) and (7.78) we can obtain the Einstein relation
between mobility, μ(Ei) = υ(Ei) /ξ , and diffusion coefficient

μ(Ei) = −
(

e2

ē

)
df (Eiz)

dEz
· D(Eiz)

f (Eiz)
= e2

ē

(1 − f (Eiz))
kBT

D(Eiz) . (7.79)

7.4. Scattering mechanisms
7.4.1. Acoustic phonon scattering

In the case of scattering by acoustic modes via the unscreened deform-
ation potential, the interaction strength is given by

∣∣V±q

∣∣2 = ��2q2

2MNωq

(
n(ω1) + 1

2
∓ 1

2

)
, (7.80)

where � is the deformation potential, M is the mass of a unit cell, N
is the number of cells, and the upper and lower signs refer to absorp-
tion and emission of a phonon respectively. For simplicity, we assume
isotropic scattering, which is true only for spherical bands.

The simplest case is to assume equipartition i.e. hωq 
 kBT . Since
the average value of Ez is kB T/2 we can assume that Ez � �ωq. Noting
that ωq = υsq, and MN/V = ρ, the mass density we obtain for the
scattering rate from eqn (7.66),
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W(Ei) = �2m∗1/2kBT

23/2π�2ρυ2
s E

1/2
z

2

∞∫
0

exp
(

−1
2

q2⊥R2
)

q⊥ dq⊥ (7.81)

where the factor of 2 arises from the sum of absorption and emission
processes, and the effective limits of q⊥ are those shown. Thus

W(Ei) = �2m∗1/2kBT

21/2π�2ρυ2
s E

1/2
z R2

= �2m∗1/2kBTeB

21/2π�3ρυ2
s E

1/2
z

= 2π�2kBT

�ρυ2
s

N(Ez).

(7.82)

The last form is exactly the form for three-dimensional and two-
dimensional scattering. In all cases, the equipartition acoustic-phonon
scattering rate is proportional to the density of states with the same
constant of proportionality. In the particular case under consideration,
the scattering rate is proportional to the magnetic field.

The anomalous drift velocity associated with a single particle,
eqn (7.69), becomes

υ(Ei) = −
(
e2/ē

)
ξ�2m∗1/2kBT

25/2π�2ρυ2
s E

3/2
z

∞∫
0

q3⊥R4 exp
(

−1
2

q2⊥R2
)

dq⊥

= −
(
e2/ē

)
ξ�2m∗1/2kBT

23/2π�2ρυ2
s E

3/2
z

, (7.83)

which is independent of magnetic field. (This expression has not been
reported previously.) The drift velocity in the case of a distribution at
thermal equilibrium, eqn (7.75), is

f (Ei)υ(Ei) = −
(
e2/ē

)
ξ�2m∗1/2kBT

23/2π�2ρυ2
s E

1/2
z

· df (Eiz)
dEz

(7.84)

= −(e2/ē)ξ

(
R2

2

)
W(Ei)

df (Eiz)
dEz

, (7.85)

whence the diffusion constant, via eqn (7.79), is simply

D(Eiz) = (R2/2)W(Ei). (7.86)

Equation (7.85) shows that the average hopping distance is R/
√

2.
However eqn (7.84) shows that the equilibrium drift velocity is, like the
anomalous drift velocity, independent of magnetic field. Their ratio is

υanomalous

υnormal
=
[

Eiz

f (Eiz)
· df (Eiz)

dEz

]−1

= d(ln Ez)
d(ln f (Ez))

, (7.87)

which has a magnitude of order unity for a non-degenerate distri-
bution.
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The conductivity for a thermal distribution of carriers is obtained
from an integration of eqn (7.84) over initial states. Thus

σxx = −e2�2m∗1/2kBT

23/2π�2ρυ2
s

Ez max∫
Ez min

df (Ez)
dEz

· 2
N(Ez)

E
1/2
z

dEz. (7.88)

In the case of a non-degenerate distribution of n carriers per unit
volume,

f (Ez) = n

a(πkBT)1/2 exp(−Ez/kBT), a = 2N(Ez)E1/2
z . (7.89)

Note that ‘a’ is a constant by virtue of the energy dependence of the
density of states (eqn (7.34)). The factor 2 in eqn (7.88) accounts for
spin degeneracy. The upper limit of energy can safely be taken to be
∞, but the lower limit cannot be taken to be zero on account of the
logarithmic divergence of the integral. This is a general problem of a
one-dimensional density of states. In the situation under consideration
the divergence arises in the case of absorption only because we have
neglected the finite phonon energy, through it still remains for emis-
sion, even if we re-introduce �ωq. What is usually done is to cut off the
integration at

Ez = �ωq ≈ �υs

R
(7.90)

whence

σxx = ne2�2m∗1/2

23/2π3/2�2ρυ2
s (kBT)1/2 ln

(
RkBT

�υs

)
. (7.91)

This result agrees with that of Gurevitch and Firsov (1961), but is a
factor 2 greater than that quoted by Kubo et al. (1965) who, perhaps,
did not take into account the two allowed values of qz. According to
eqn (7.41) the corresponding resistivity is given by

ρxx = �2m∗1/2B2

(2π)3/2
�2ρυ2

s (kBT)1/2n
ln
(

RkBT

�υs

)
. (7.92)

The dependence on B and T agrees with that given by Adams and
Holstein (1959).

At low temperatures and high magnetic fields the assumptions of
equipartition and quasi-elasticity break down. The orbital radius R be-
comes small and the favoured phonon wavevector becomes large. Only
emission processes are important, and then only for sufficiently ener-
getic particles. As the temperature is lowered fewer phonons are around
to initiate transitions and fewer particles have energy sufficient to spon-
taneously emit the short wavelength phonons which are most effective
in causing transitions. Consequently the contribution made by acous-
tic phonons falls off roughly exponentially at temperatures below Tc,
where Tc is given by (cf. eqn (7.60)):

Tc ≈ �υs

RkB
≈ B1/2K (B in tesla). (7.93)
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The approximate temperature range in which the assumptions of
equipartition, quasi-elasticity and E.Q.L. all apply is therefore given by

B1/2 À T À 1
2

( m

m∗
)

B (7.94)

where the upper limit is determined by the condition for E.Q.L., which
is roughly �ωc Á 3kBT (see eqn (7.22)).

7.4.2. Piezoelectric scattering

In the case of scattering by acoustic modes via the piezoelectric in-
teraction, which occurs whenever the crystal lattice lacks a centre of
inversion symmetry, the interaction strength is given by

∣∣V±q
∣∣2 = �e2 〈e14〉2

2MNωqε2
· q4(

q2 + q2
0

)2 ·
(

n
(
ωq

)+ 1
2

∓ 1
2

)
(7.95)

where 〈e14〉 is an effective piezoelectric coefficient obtained by suit-
able averaging over direction (see Section 3.6), and q0 is the re-
ciprocal screening length. We will again assume equipartition and
quasi-elasticity and E.Q.L.

The scattering rate, eqn (7.66), is

W(Ei) = e2 〈e14〉2 m∗1/2kBT

21/2π�2ε2ρυ2
s E

1/2
z

∞∫
0

exp
(

−1
2

q2⊥R2
)

q3⊥(
q2⊥ + q2

0

)2 dq⊥. (7.96)

Once again, we have ignored the contribution of qz to q. In the absence
of screening the integral diverges (as it does in the classical regime). In
the limit of small screening (q2

0R2 
 1),

W(Ei) = e2K2m∗1/2kBT

21/2π�2εE
1/2
z

ln

(
21/2

q0R

)
(7.97)

where we have introduced the averaged electromechanical coupling
coefficient K, which is dimensionless. (This expression has not been
reported previously.)

The anomalous drift velocity, eqn (7.69), is

υ(Ei) = −
(
e4/ē

)
ξK2m∗1/2kBT

25/2π�2εE
3/2
z

∞∫
0

exp
(

−1
2

q2⊥R2
)

q5⊥R4(
q2⊥ + q2

0

)2 dq⊥

(7.98)

which does not diverge in the absence of screening. Ignoring screening
we obtain,

υ(Ei) = −
(
e3/ē

)
ξK2m∗1/2kBT

25/2π�εE
3/2
z B

(7.99)

an expression not reported previously.
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The drift velocity at thermal equilibrium, eqn (7.75), is

f (Ei)υ(Ei) = −
(
e3/ē

)
ξK2m∗1/2kBT

25/2π�εE
1/2
z B

df (Ez)
dEz

. (7.100)

This is no longer expressible in terms of the scattering rate, which
depends critically on the degree of screening. From eqn (7.79) the
diffusion coefficient is

D(Ei) = eK2m∗1/2kBT

25/2π�εE
1/2
z B

. (7.101)

The conductivity for non-degenerate distribution is

σxx = ne3K2m∗1/2

25/2π3/2�ε (kBT)1/2 B
ln
(

RkBT

�υs

)
(7.102)

where the cut-off energy is �υs/R, as before. And, as before, this is just
a factor 2 greater than the expression of Kubo et al. (1965), presumably
for the same reason as before. The resistivity is, from eqn (7.41),

ρxx = eK2m∗1/2B

25/2π3/2�ε(kBT)1/2 n
· ln
(

RkBT

�υs

)
(7.103)

and the dependence on B and T agrees with that given by Adams and
Holstein (1959). Whereas in the case of deformation-potential scatter-
ing the resistivity is proportional to B2, for piezoelectric scattering it is
proportional to B.

These results are valid in the regime roughly given by eqn (7.94).

7.4.3. Charged-impurity scattering

In the case of a point-charge at r the screened interaction energy is

Hs = e2

4πε|r − r0|e−q0(r−r0) (7.104)

or, alternatively,

Hs =
∑

q

Vq exp[iq · (r − r0)] (7.105)

where

Vq = e2

Vε
(
q2 + q2

0

) . (7.106)

Here V is the volume of the cavity, and q0 is the reciprocal screening
length. Equation (7.105) is an appropriate form to use eqns (7.66),
(7.69), and (7.75) for, respectively, the scattering rate, the anomal-
ous velocity, and the thermal drift velocity, taking into account that
the scattering events are elastic, and only ‘absorption’ processes are
to be taken into account. We are therefore working in the Born
approximation, and we will ignore statistical screening.
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Accordingly, the scattering rate is given by

W(Ei) = e4m∗1/2NI

21/2ε2π�2E
1/2
z

∞∫
0

exp
(
− 1

2 q2⊥R2
)

(
q2⊥ + q2

0

)2 q⊥ dq⊥ (7.107)

= e4m∗1/2NI

21/2πε2�2E
1/2
z

· R2

4

[
2

q2
0R2

+ exp
(

1
2

q2
0R3

)
Ei

(
−1

2
q2

0R2
)]

(7.108)

where Ei(x) is the exponential integral and NI is the density of charged
impurities. In the limit of weak screening, i.e.

1
2

q2
0R2 
 1 (7.109)

W(Ei) ≈ e4m∗1/2NI

23/2πε2�2q2
0E

1/2
z

. (7.110)

The scattering rate is very sensitive to screening as it is in the normal
regime.

The anomalous drift velocity from eqn (7.69) is

υ(Ei) = −
(
e6/ē

)
m∗1/2NIξ

25/2πε2�2E
3/2
z

∞∫
0

q3⊥R4 exp
(

−1
2

q2⊥R2
)

(
q2⊥ + q2

0

)2 dq⊥ (7.111)

=
(
e6/ē

)
m∗1/2NIξ

27/2πε2�2E
3/2
z

· R4

2

[(
1 + 1

2
q2

0R2
)

exp
(

1
2

q2
0R2

)

× Ei

(
−1

2
q2

0R2
)

+ 1
]

. (7.112)

In the small screening limit

υ(Ei) ≈
(
e4/ē

)
m∗1/2NIξ

27/2πε2E
3/2
z B2

· ln
(

1
2

q2
0R2

)
. (7.113)

Equations (7.110) and (7.113) have not been reported before.
The equilibrium drift velocity, from eqn (7.75), is in the same limit.

f (Ei)υ(Ei) =
(
e4/ē

)
m∗1/2NIξ

27/2πε2E
1/2
z B2

· df (Ez)
dEz

· ln
(

1
2

q2
0R2

)
. (7.114)

All of these expressions entail the assumption that qz 
 q⊥, but
although that assumption simplifies matters in the case of scattering
by phonons, it is not at all useful in the case of impurity scattering. If
the assumption is not made the integrals split into two components,
one in which qz = 0, and the other in which qz = 2kz. The modified
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expressions for the scattering rate and drift velocities in the limit of
weak screening are as follows:

W(Ei) = e4NI

27/2πε2m∗1/2E2
z

(
1
Es

+ 1
Es + 4Ez

)
(7.115)

υ(Ei) =
(
e4/ē

)
m∗1/2NIξ

29/2πε2E
3/2
z B2

ln
[

Es(Es + 4Ez)

(�ωc)
2

]
(7.116)

f (Ei)υ(Ei) =
(
e4/ē

)
m∗1/2NIξ

29/2πε2E
1/2
z B2

· df (Ez)
dEz

· ln
[

Es(Es + 4Ez)

(�ωc)
2

]
. (7.117)

In these expressions we have introduced a screening energy, thus

Es = �
2q2

0

2m∗ ,
1
2

q2
0R2 = Es

�ωc
. (7.118)

Thus, for a non-degenerate distribution,

σxx = ne4m∗1/2NI

29/2π3/2ε2B2(kBT)3/2
ln

[
(�ωc)

2

Es(Es + 4kBT)

]
· ln
[

kBT

Ec

]
. (7.119)

In the derivation of this expression the kinetic energy Ez appearing
in the logarithm has been replaced by kBT , and the integration over
energy has been curtailed at an energy Ec, as yet undefined. The
corresponding resistivity, according to eqn (7.41), is

ρxx = e2/m∗1/2NI

29/2π3/2ε2n2(kBT)3/2
· ln

[
(�ωc)

2

Es(Es + 4kBT)

]
ln
[

kBT

Ec

]
(7.120)

which is independent of magnetic field. This expression has the same
dependence of temperature, magnetic field and screening as that quoted
by Adams and Holstein (1959).

In the case of phonon collisions a cut-off energy was prescribed by
the magnitude of the phonon energy. Where no energy is exchanged,
the cut-off energy may be taken to be of magnitude of the level-
broadening induced by collisions. Sharply defined energies are replaced
according to

δ(E − E0) → 1
π

�


(E − E0)
2 + �2
2

(7.121)

which has the effect of defining the cut-off energy as

Ec ≈ 
. (7.122)

Since according to the uncertainty principle 
 ≈ �W(Ei), where W(Ei)
is the scattering rate, and when W(Ei) = W0E

−1/2
z ≈ W0


−1/2


 ≈ (�W0)
2/3 . (7.123)
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This approach was made by Davydov and Pomeranchuk (1940) to es-
timate broadening. If collisions are dominated by impurity scattering
W(Ei) = W0E−2

z as eqn (7.115) indicates, whence


 ≈ (�W0)
1/3 . (7.124)

This is exactly the argument used in the non-quantum situation to
avoid the notorious divergence associated with small-angle scattering
(see Section 4.2.3). In that case it is known that the approach leads
to a cross-section too large for the two-body collision processes en-
visaged by the theory to be valid, so it is not clear how useful the
collision-broadening theory is in obtaining finite expressions.

Another criticism which may be levelled is that the theory is based
on the Born approximation, whereas a partial-wave treatment may be
more appropriate, as Kubo et al. (1965) discuss.

7.4.4. Statistical weighting for inelastic phonon collisions

In the case of inelastic phonon scattering we have to distinguish absorp-
tion processes and emission processes when the statistical weighting is
carried out. The interaction term |Vq|2 contains the factor n(ωq) for ab-
sorption and (n(ωq) + 1) for emission and these must be incorporated
into the factor F(Ei) which, for absorption, becomes

Fa(Ei) = 1
2

[n(ωq)f (Ei)(1 − f (Ef )) − (n(ωq) + 1)f (Ef )(1 − f (Ei))]

(7.125)
where now

f (Ef ) = f (Eiz + �ωq) + df (Eiz)
dEz

eξR2q⊥ cos θ (7.126)

whence

Fa (Ei) = 1
2

[
n(ωq)( f (Eiz) − f (Eiz + �ωq)) − f (Eiz + �ωq)

× (1 − f (Eiz)) − �f (n(ωq) + 1 − f (Eiz))
]

(7.127)

with �f representing the field term. The corresponding expression for
emission is

Fe(Ei) = 1
2

[
n(ωq)( f (Eiz) − f (Eiz − �ωq)) + f (Eiz)

× (1 − f (Eiz − �ωq)) + �f (n(wq) + f (Eiz))
]

. (7.128)

At thermodynamic equilibrium we can use the identity

f (Eiz)(1 − f (Eiz − �ωq)) = ( f (Eiz + �ωq) − f (Eiz))n(ωq) (7.129)
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to eliminate the field-independent terms—basically, an example of
detailed balance. We have finally

Fa,e (Ei) = ∓1
2

df (Eiz)
dEz

eξR2q⊥ cos θ(n(ωq) + 1
2

± 1
2

∓ f (Eiz)). (7.130)

This expression will be useful in our discussion of magnetophonon
oscillations later.

7.5. Transverse Shubnikov–de Haas oscillations
7.5.1. Magnetoconductivity in the presence of many Landau levels

In degenerate material the electrical resistance oscillates with magnetic
field—the Shubnikov–de Haas effect. This phenomenon is caused by
the changing occupation of the Landau levels in the vicinity of the
Fermi level. The description is quite complex since the effect is one
involving many magnetic states. However, no new physical concepts ad-
ditional to those already encountered in our discussion of conductivity
in the extreme quantum limit are required.

The squared matrix element that describes the transition from an
initial state |ky, kz, n〉 to a final state |k′

y, k′
z, m〉 is a generalization of

eqn (7.49), namely,

∣∣M±q
∣∣2
nm

= δky±qy,k′
y
δkz±qz,k′

z

∣∣Inm

(
X ′ − X

)∣∣2 (7.131)

where

Inm

(
X ′ − X

) =
+Lx/2∫

−Lx/2

φm

(
x − X ′) exp(±iqxx)φn (x − X) dx (7.132)

and

φn (x − X) =
(

2nn!π1/2R
)−1/2

exp
[
− (x − X)2 /2R2

]
Hn [(x − X)/R]

(7.133)

where Hn[(x − X )/R] is a Hermite polynomial and R is, as before,
(�/eB)1/2. Using eqn (7.51) to relate X ′ − X to qy, and putting
q2⊥ = q2

x + q2
y, we obtain [see Gradshteyn and Ryzhik (1965) 7.377,

p. 838]

∣∣Inm

(
X ′ − X

)∣∣2 = m!
n!

(
q2⊥R2

2

)n−m

exp
(

−1
2

q2⊥R2
)[

Ln−m
m

(
1
2

q2⊥R2
)]2

(7.134)

where Ln−m
m

(
q2⊥R2/2

)
is a Laguerre polynomial. [This comparatively

straightforward result is not found in the foundation literature of the
subject, e.g. Titeica (1935), Adams and Holstein (1959).]
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For simplicity we will restrict discussion to elastic scattering.
The conductivity can then be expressed in terms familiar from
eqn (7.75): thus

σxx =
∑

n

ē

ξ

∫
f (Ei)υn(Ei) · 2Nn(Ei) dEi

= −e2m∗1/2V

25/2π�2

∑
n

∫
df (Ei)

dEi
Nn(Ei)dEi

×
∑

m

∞∫
0

∣∣V±q⊥,qz max

∣∣2 + ∣∣V±q⊥,qz min

∣∣2
[Ez + (n − m) �ωc]1/2

× ∣∣Inm

(
X ′ − X

)∣∣2 q3⊥R4dq⊥ (7.135)

where Nn(Ei) is the density of states for a given spin. The connection
with eqn (7.75) becomes clear when the E.Q.L. conditions are imposed,
i.e. n = m = 0, L0

0

(
q2⊥R2/2

) = 1.
The integration in eqn (7.135) is straightforward only in the

case for acoustic phonon scattering for which |Vq|2 is independent
of q. Limiting attention to this case we obtain [Gradshteyn and
Ryzhik (1965) 7.414 No. 12, p. 845]

∞∫
0

[∣∣V±q⊥,qz max

∣∣2 + ∣∣V±q⊥,qz min

∣∣2] ∣∣Inm

(
X ′ − X

)∣∣2 q3⊥R4dq⊥

= 4�2kBT

ρυ2
s V

(1 + n + m) . (7.136)

This result, hitherto obtained explicitly only for the case of large
quantum numbers, is exact, independent of the magnitudes of n and m
(as asserted by Adams and Holstein without proof). The conductivity
becomes

σxx = −e2�2kBTm∗1/2

21/2π�2ρυ2
s

∑
n

∫
df (Ei)

dEi
Nn (Ei) dEi

×
∑

m

1 + n + m

[Ez + (n − m) �ωc]1/2
. (7.137)

In the degenerate case with �ωc 
 EF and T ≈ 0 we can take

df (Ei)
dEi

≈ −δ(Ei − EF) (7.138)

where EF is the Fermi level, and substituting

Ez = Ei −
(

n + 1
2

)
�ωc (7.139)
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we obtain

σxx = e2�2kBTm∗

4π3�3ρυ2
s R2

∑
n

1[
EF −

(
n + 1

2

)
�ωc

]1/2

×
∑

m

1 + n + m[
EF −

(
m + 1

2

)
�ωc

]1/2
. (7.140)

The sums are taken over m and n such that the denominators re-
main real.

This expression predicts an oscillatory variation with magnetic field
of over-dramatic proportions, being of infinite amplitude! The infinities
arise as usual from the density of states function, in this case compoun-
ded by having the product of the density of final states and the density
of initial states. The conductivity is infinite when

EF −
(

n + 1
2

)
�ωc = 0. (7.141)

Expressed in a form suitable for use in experiment, the condition,
rewritten, is

1
B

= e�

m∗EF

(
n + 1

2

)
. (7.142)

A plot of B−1 versus oscillation number will give a straight line of
slope e�/m∗EF, from which the carrier density ne can be extracted since
at T = 0

m∗EF = 1
2

(
3π2

)2/3
�

2n
2/3
e . (7.143)

Thus the Shubnikov–de Haas effect provides a direct measure of carrier
density.

Needless to say infinite amplitude oscillations are not observed
(Fig. 7.5). The oscillations are not even spiky. Moreover, the amp-
litude of the oscillations decreases with increasing temperature, but
eqn (7.140) does not describe this effect. Finally, it is possible to distin-
guish spin-splitting in some of the oscillations, and again eqn (7.140)
is deficient. These deficiencies can be rectified by including collision
broadening, thermal broadening, and spin energy into the description.
But before discussing these aspects we observe that eqn (7.140) as it
stands reduces to the classical conductivity:

σxx = e2ne

m∗ω2
cτ

(7.144)

in the limit �ωc/EF → 0, when the sums can be replaced by integrals.
The proof is straightforward, and the scattering time τ is just the re-
ciprocal of the rate given in eqn (3.78). We may therefore regard the
conductivity as consisting of a non-oscillatory component σ0, which is
just the classical conductivity, and an oscillatory component σ̃ , viz.

σxx = σ0 + σ̃ (7.145)
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FIG. 7.5.
Shubnikov–de Haas oscillations in
transverse configuration. Experimental
recordings of resistance against
magnetic field showing the
Shubnikov–de Haas effect for sample of
InSb at various angles of the magnetic
field with respect to the current
direction. (Staromylnska et al. 1983.)

where the oscillatory component arises from the movement of the
uppermost occupied Landau level.

7.5.2. The oscillatory component

In order to describe this component we express the conductivity as
follows:

σxx = σ0
3

16
1
η2

∑
n,m

1 + n + m[
η −

(
n + 1

2

)]1/2 [
η −

(
m + 1

2

)]1/2 (7.146)

where η = EF/�ωc. If we assume that η � 1 we can exploit the Poisson
sum formula in the form used by Dingle (1952):

∞∑
n=0

f

(
n + 1

2

)
=

+∞∑
r=−∞

(−1)r

∞∫
0

f (n) exp(2π inr) dn. (7.147)

Thus

∑
m

[
η −

(
m + 1

2

)]−1/2

≈ 2

[
η1/2 +

∞∑
r=1

(−1)r

(2r)1/2 cos(2πηr − π/4)

]

(7.148)
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∑
m

m + 1
2[

η −
(

m + 1
2

)]1/2
≈ 4

3
η3/2 +

∞∑
r=1

[
2η (−1)r

(2r)1/2
cos
(

2πηr − π

4

)

− 1

(2r)3/2
cos
(

2πηr − 3π
4

)]
.

(7.149)

Neglecting products of the summations we obtain finally

σxx = σ0

{
1 +

∞∑
r=1

(−1)r

[
5
2

· 1

(2ηr)1/2
cos
(

2πηr − π

4

)

−3
4

1

(2ηr)3/2
cos
(

2πηr − 3π
4

)]}
. (7.150)

The leading term in the summation is that given by Adams and
Holstein (1959). (Note that the factor 5/2 is often left out erroneously in
descriptions of the transverse Shubnikov–de Haas effect.) The second
term is much smaller and should be neglected since it is even smaller
than some of the cross-product terms. Thus we end up with

σxx = σ0

(
1 + 5

2

∞∑
r=1

(−1)r

(2ηr)1/2
cos
(

2πηr − π

4

))
. (7.151)

7.5.3. Collision broadening

Without collision broadening we would require all terms in the infinite
sum to describe the oscillations, since the density of states goes to in-
finity at small energies of motion along the z direction. To incorporate
collision broadening we note that the most rapidly varying functions of
energy in eqn (7.151) are the cosines in the sum. We may regard them
as having come about as follows

exp(i2πrη) =
+∞∫

−∞
exp[i2πr(E/�ωc)] δ(E − EF) dE. (7.152)

We now replace the delta function as follows (cf. eqn (4.37))

δ(E − EF) = 1
π

�


(E − EF)
2 + �2
2

(7.153)

where 
 is the scattering rate. The integration is straightforward and
we obtain

�


π

+∞∫
−∞

exp[i2πr (E/�ωc)]

(E − EF)
2 + �2
2

dE = exp(i2πrη)exp(−2πr
/ωc) . (7.154)
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All terms in the sum are multiplied by the last exponential factor in
eqn (7.154).

Broadening is often described by the Dingle temperature defined by

kBTD = �


π
(7.155)

∴ 


ωc
= πkBTD

�ωc
. (7.156)

Thus with collision broadening only the first few terms in the sum will
be important. Indeed usually only the first is used.

7.5.4. Thermal broadening

In order to describe the temperature dependence of the oscillations it
is necessary to relax our prescription of eqn (7.138). Once again only
the oscillating functions need be considered. Thus instead of effectively
taking

−
+∞∫

−∞

df (E)
dE

exp[−i2πr(E/�ωc)]dE = exp[−i2πr(EF/�ωc)] (7.157)

we take
df (E)

dE
= − exp[(E − EF)/kBTe]

kBTe

[
1 + exp[(E − EF)/kBTe]

]2 (7.158)

where Te is the electron temperature, perform the integration, and
obtain

−
+∞∫

−∞

df (E)

dE
exp[−i2πr (E/�ωc)] dE = exp(−i2πrη) .

2π2rkBTe/�ωc

sinh
(
2π2rkBTe/�ωc

) .

(7.159)

This temperature-dependent factor must also be incorporated into the
summation.

7.5.5. Spin-splitting

So far we have neglected the effect on the energy of a state caused by
the spin of the electron. All previous energies become

E = E0 ± 1
2

gμBB. (7.160)

In particular,

exp(−i2πrEF/�ωc) = 1
2

exp
[
−i2πr

(
η ± 1

2
gμBB/�ωc

)]
= exp(−i2πrη) cos

(
πgrm∗/2mc

)
(7.161)

where we have substituted μB = e�/2mc for the Bohr magneton.
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7.5.6. Shubnikov–de Haas formula

Incorporating collision broadening, thermal broadening, and spin-
splitting, we obtain finally

σxx = σ0

(
1 +

∞∑
r=1

br cos
(

2πηr − π

4

))
(7.162)

br = (−1)r
5
2

1

(2ηr)1/2
· 2π2rkBTe/�ωc

sinh
(
2π2rkBTe/�ωc

)
× exp

(
−2π2rkBTD/�ωc

)
cos
(
πgrm∗/2mc

)
. (7.163)

Collision broadening weakens the effect of harmonics higher than the
fundamental while thermal broadening reduces the amplitude of the
oscillations with increasing temperature. This relationship of amplitude
with temperature is exploited in hot-electron experiments to obtain the
electron temperature as a function of electric field by comparing the
amplitude as a function of electric field with the amplitude as a func-
tion of lattice temperature (Fig. 7.6), an approach that relies on the
distribution function remaining a Fermi–Dirac one.

The amount whereby each oscillation is split by spin depends on the
g factor. In semiconductors, in which the effect of remote bands can be
neglected, the g factor is given by

g = 2

⎡
⎢⎣1 −

( m

m∗ − 1
)

2 + 3Eg/�0

⎤
⎥⎦ (7.164)

where Eg is the band gap and �0 is the spin–orbit splitting at the zone
centre. For GaAs g = 0.32, compared with 2 for free electrons.
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FIG. 7.6.
Hot-electron Shubnikov–de Haas
oscillation. Oscillatory component of
the longitudinal magnetoresistance of
InAs; left-hand side: measurement
under Ohmic conditions and different
lattice temperatures between 4.2 and
12.5 K; right-hand side: measurements
at a constant lattice temperature of
4.2 K and different electric fields
between 2 and 320 mV/cm. (Bauer and
Kahlert 1972.)
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7.6. Longitudinal Shubnikov–de Haas oscillations

When the magnetic field and the electric field are parallel, both along
the z-direction, the Hamiltonian becomes

H0 = 1
2m∗

(
p2

x + p2
z

)
+ 1

2m∗
(
py − ēBx

)2 − ēξz. (7.165)

The magnetic part is as before since we have not changed gauge.
Integration of the equation of motion, as before, now gives

m∗υx = ēyB + cx (7.166)

m∗υy = −ēxB + cy (7.167)

m∗υ2 = ēξ t + cz. (7.168)

Since px = m∗υx, py = m∗υy + ēBx, and pz = m∗υz, only py remains
a constant of the motion. Putting cy = ēBX allows us to write the
Hamiltonian as follows:

H0 = 1
2m∗

(
p2

x + p2
z

)
+ 1

2m∗ (x − X)2 e2B2 − ēξz. (7.169)

Solutions of the Schrödinger equation are then

�n(r) = C exp
(
ikyy

)
exp(ikzz) φn(x − X) (7.170)

E =
(

n + 1
2

)
�ωc + �

2k2
z

2m∗ (7.171)

�
dkz

dt
= ēξ (7.172)

�ky = ēBX . (7.173)

Classically, the electrons execute a spiralling motion along the field axis.
Unlike the crossed-fields case, the electron is accelerated along the field
axis in the normal way. Its motion is no longer dependent upon scat-
tering from one Landau level to another down the potential gradient;
instead its motion is impeded by scattering events, as is the usual case
in the absence of a magnetic field.

The current is then described in the usual way in terms of the axial
perturbation of the distribution function. Thus if the latter is taken to
be of the form

f (k) = f0(E) + f1(E)cos θ (7.174)

where θ is the angle k makes with the electric field, then the current
density is given by

jz = ē

∫
f1(E)cos θυz dS (7.175)
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where the integral is over all allowed states. Solving the Boltzmann
equation yields

f1(E) cos θ = −ē
�kz

m∗ ξτm(E)
df0(E)

dE
(7.176)

where τm(E) is the reciprocal of the momentum relaxation rate Wm(E),
which for elastic processes can be written (see eqn (7.44))

Wm(E) =
∑

q

2π
�

∫ ∣∣V±q
∣∣2 ∣∣M±q

∣∣2 δ(Ef − Ei)(1 − cos θk) dS (7.177)

where θk is the angle between k and the scattered wavevector k′, and∣∣M±q
∣∣2 is given by eqn (7.131), viz.∣∣M±q

∣∣2
nm

= δky±qy,k′
y
δkz±qz,k′

z

∣∣Inm(X ′ − X )
∣∣2 (7.178)

with
∣∣Inm(X ′ − X )

∣∣2 given by eqn (7.134).
For acoustic-phonon scattering via an unscreened deformation po-

tential the integration in eqn (7.177) is straightforward. In the crossed-
field case we were presented with the integral

∞∫
0

xI2
nm(x) dx = 1 + n + m (7.179)

(see eqn (7.136)). This time the integral is easier viz:
∞∫

0

I2
nm(x) dx = 1 (7.180)

and we obtain, finally,

Wn =
∑

m

�2kBTm∗1/2

21/2π�2ρυ2
s R2

1[
E −

(
m + 1

2

)
�ω2

]1/2
. (7.181)

Note that this reduces properly to the extreme-quantum-limit form
given in eqn (7.82).

Returning to the current density, we can obtain the conductivity in
the form

σxx = −e2
∑

n

∫
υ2

z W−1
n

df0(E)
dE

2N(E) dE. (7.182)

At low temperatures with Fermi–Dirac statistics prevailing this
becomes

σxx = 2e2
�ρυ2

s

π�2kBTm∗
∑

n

[
EF −

(
n + 1

2

)
�ωc

]1/2

×
[∑

m

[
EF −

(
m + 1

2

)
�ωc

]−1/2
]−1

(7.183)
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FIG. 7.7.
Shubnikov–de Haas oscillation in
longitudinal configuration.
Experimental recordings of the
resistance and its second derivative
against magnetic field for sample of
InSb. (Staromylnska et al. 1983.)

which shows oscillating behaviour (Fig. 7.7). When �ωc/EF 
 1,
Argyres (1958) has shown that

σxx = 2e2
�ρυ2

s

π�2kBTm∗ · EF

3

[
1 −

∞∑
r=1

(−1)r

(2ηr)1/2
cos
(

2πrη − π

4

)

× 2π2rkBTe/�ωc

sinh
(
2π2rkBTe/�ωc

)
]

. (7.184)

Incorporating collision broadening and spin splitting leads finally to

σxx = σ0L

(
1 −

∞∑
r=1

br cos
(

2πηr − π

4

))
(7.185)

where

br = (−1)r

(2ηr)1/2 · 2π2rkBTe/�ωc

sinh
(
2π2rkBTe/�ωc

)
× exp

(
−2π2rkBTD/�ωc

)
cos
(
πgrm∗/2mc

)
(7.186)

with η = EF/�ωc. Note that the conductivity σ0L is quite different from
the corresponding conductivity in the transverse configuration.

7.7. Magnetophonon oscillations

In the previous two sections we have discussed oscillations in the mag-
netoresistance which arise as a result of the beating together of the
cyclotron frequency and that associated with the Fermi level. The
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latter component entails that the Shubnikov–de Haas effect is funda-
mentally a property of a degenerate electron gas. Oscillations in the
magnetoresistance can, however, occur in a non-degenerate electron
gas if the dominant scattering mechanism is via optical phonons, for
then the phonon energy �ω replaces EF. This phenomenon is known
as the magnetophonon effect, and it is useful in providing an experi-
ment to determine the optical phonon energy [see for example Stradling
and Wood (1968) and Harper et al. (1973)]. It was first proposed by
Gurevitch and Firsov (1961) for the transverse configuration. Since the
magnetophonon effect turns out to be much weaker in the longitudinal
configuration we will concentrate on the transverse case.

The conductivity expressed in eqn (7.135) was derived for the case
of elastic scattering but it can readily be modified to describe in-
elastic scattering via absorption or emission of a phonon of energy �ω

with the help of eqn (7.54), which describes energy conservation, and
eqn (7.130), which describes the statistical weighting factor. In the case
of a non-degenerate gas and small electric field we may write

σxx = −e2m∗1/2V

25/2π�2

∑
n,m

∫
df (Ei)

dEi
Nn (Ei) dEi

×
∞∫

0

∣∣V±q⊥,qz max

∣∣2 + ∣∣V±q⊥,qz min

∣∣2
[Ez + (n − m)�ωc ± �ω]1/2

×
(

n (ω) + 1
2

± 1
2

) ∣∣Inm

(
X ′ − X

)∣∣2 q3⊥R4dq⊥ (7.187)

where for absorption

qz min = −kz

[{
1 + 1

Ez
((n − m)�ωc + �ω)

}1/2

+ 1

]

qz max = kz

[{
1 + 1

Ez
((n − m)�ωc + �ω)

}1/2

− 1

] (7.188)

and for emission

qz min = kz

[
1 −

{
1 + 1

Ez
((n − m)�ωc − �ω)

}1/2
]

qz max = kz

[
1 +

{
1 + 1

Ez
((n − m)�ωc − �ω)

}1/2
] (7.189)

and
∣∣Inm(X ′ − X )

∣∣2 is given by eqn (7.134). For deformation-potential
scattering

∣∣Vq

∣∣2 = �D2
0

2ρωV
(7.190)
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and for polar scattering (unscreened)

∣∣Vq

∣∣2 = e2
�ω

2Vq2

(
1
ε∞

− 1
εs

)
. (7.191)

The dependence of the latter on wavevector makes the calculation
for this case difficult. To begin with we will therefore deal with
deformation-potential scattering.

Considering only the case n(ω) 
 1 and absorption [in the statist-
ical factor of eqn (7.130)] we obtain, using the integration involved in
eqn (7.136) and

f (Ei) = ne sinh(�ωc/2kBTe)

(πkBTe)
1/2 Nn (Ez)E

1/2
z

· exp
[
−
(

Ez +
(

n + 1
2

)
�ωc

)
/kBTe

]
(7.192)

σxx = e2m∗D2
0ne sinh(�ωc/2kBTe)

25/2ρ(πkBTe)
3/2

�ω

×
∞∑

n=0

mmax∑
m=0

∞∫
0

(1 + n + m)exp
[
−
(

Ez +
(

n + 1
2

)
�ωc

)
/kBTe

]
E

1/2
z (Ez + (n − m)�ωc + �ω)1/2

dEz

(7.193)

where ne is the electron density, and mmax ≤ n + �ω/�ωc. This gives,
on integration

σxx = e2m∗D2
0ne sinh(�ωc/2kBTe)

25/2ρ(πkBTe)
3/2

�ω

∑
n,m

(1 + n + m)

× exp
[

�ω + (n − m)�ωc

2kBTe

]
exp

⎡
⎢⎢⎣−

(
n + 1

2

)
�ωc

kBTe

⎤
⎥⎥⎦

×K0

(
�ω + (n − m) �ωc

2kBTe

)
(7.194)

where K0(x) is the zero-order modified Bessel function. A divergence
occurs for

(m − n)�ωc = �ω. (7.195)

This divergence is logarithmic since K0(x) → − ln(x/2) as x → 0. In
order to obtain a finite result broadening must be incorporated at the
outset.
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FIG. 7.8.
Experimental recordings of magnetophonon peaks observed in the second derivative of the transverse magnetoresistance of germanium
at about 120 K. (a) A p-Ge, B || 〈100〉; B p-Ge, B || 〈111〉; C p-Ge, B || 〈110〉; D n-Ge, B || 〈100〉; E n-Ge, B || 〈110〉; (b) pulsed field
measurements on p-Ge with B || 〈100〉 showing that N = 6 peak splits into three components; (c) pulsed field measurements with p-Ge
with B || 〈111〉. (Harper et al. 1973.)
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A similar result can be obtained for polar scattering if it is assumed
that qz 
 q⊥. In this case the dependence on q is no problem and we
obtain

σxx = e4m∗ωne sinh(�ωc/2kBTe)

25/2 (πkBTe)
3/2

�

(
1
ε∞

− 1
εs

)

×
∑
n,m

exp
[

�ω + (n − m)�ωc

2kBTe

]
exp

⎡
⎢⎢⎣−

(
n + 1

2

)
�ωc

kBTe

⎤
⎥⎥⎦

×K0

(
�ω + (n − m)�ωc

2kBTe

)
. (7.196)

Use of the Poisson formula leads to the form (Barker 1972)

σxx = σ0

(
1 +

∞∑
r=1

r−1 exp(−2πr
/ωc) cos(2πrω/ωc)

)
(7.197)

where 
 is the scattering rate associated with the broadening of the
energy levels near Ez = 0.

In view of the uncertainties and difficulties that enter the theory it
is usually assumed that eqn (7.197), if not totally accurate, provides a
good empirical formula to describe the effect, and this indeed appears
to be borne out in experiment (Fig. 7.8).

When the electric field is taken into account the magnetoresistance
peaks split into two, one above and one below the small-field posi-
tion. According to Mori et al. (1987) the expression becomes, for small
electric fields

σxx = σ0

(
1 +

∞∑
r=1

r−1 exp(−2πr
/ωc)

× {cos(2πr[(ω/ωc) + γ (ξ)]) + cos(2πr [(ω/ωc) − γ (ξ)])}
)

(7.198)

where

γ (ξ) =
√(

3
2

)
·eξR

�ωc

√
[(ω/ωc) + 1]. (7.199)
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Scattering in a degenerate
gas8
8.1. General equations

Many of the foregoing sections on scattering have dealt with the
situation in which the occupation probability of the final state in a
scattering process is negligible. Above a concentration of carriers de-
termined by the effective density of states in the band the situation
is changed radically by the operation of Pauli exclusion. Scattering
rates become dependent on the probability of occupancy of the final
state, and statistics cannot be ignored in calculating them. But if high
concentrations produce this complexity they also allow us to assume
that in many cases carrier–carrier interactions are strong enough for
the distribution function to maintain the Fermi–Dirac form, even for a
temperature above that of the lattice in the case of hot electrons. This al-
lows scattering rates to be formulated in terms of electron temperature
rather than electron energy.

For degenerate systems eqn (3.16) becomes

df (k)
dt

=
∫

[W (k′′, k)f (k′′)(1 − f (k)) − W (k, k′′)f (k)(1 − f (k′′))]

× δ(Ek′′ − Ek − �ωq,b) dk′′

+
∫

[W (k′, k)f (k′)(1 − f (k)) − W (k, k′)f (k)(1 − f (k′))]

× δ(Ek′ − Ek + �ωq,b) dk′. (8.1)

Expanding the distribution function in spherical harmonics and retain-
ing the first two terms we obtain

f (k) = f0(E) + f1(E)cos θ , f1(E) 
 f0(E) (8.2)

where θ is the angle between k and the force applied to the electron by
external fields. If θ ′ is the corresponding angle for k′ we may effectively
make the substitution

cos θ ′ = cos θ cosα′ (8.3)

where α′ is the angle between k and k′. In eqn (8.3) the term in-
volving sine has been suppressed since it will give zero contribution
in subsequent integrations.
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Substitution of the f (k) using eqns (8.2) and (8.3) splits eqn (8.1)
into two equations (since spherical harmonics are mutually orthogonal
functions), viz.

df0(E)
dt

=
∫

[W (k′′, k)f0(E′′)(1 − f0(E) − W (k, k′′)f0(E)(1 − f0(E′′))]

× δ(Ek′′ − Ek − �ωq) dk′′

+
∫

[W (k′, k)f0(E′)(1 − f0(E)) − W (k, k′)f0(E)(1 − f0(E′))]

× δ(Ek′ − Ek + �ωq) dk′. (8.4)
df1(E)

dt
=
∫

[W (k′′, k)( f1(E′′)(1 − f0(E))cosα′′ − f0(E′′)f1(E))

+W (k, k′′)( f1(E′′)f0(E)cosα′′ − f1(e)(1 − f0(E′′)))]
× δ(Ek′′ − Ek′ − �ωq) dk′′

+
∫

[W (k′, k)( f1(E′)(1 − f0(E))cosα′ − f0(E′)f1(E))

+W (k, k′)( f1(E′)f0(E)cosα′ − f1(E)(1 − f0(E′)))]
× δ(Ek′ − Ek + �ωq) dk. (8.5)

Equation (8.4) is related to energy relaxation and eqn (8.5) to mo-
mentum relaxation. Thus, the power input per unit volume, P, is given
by

P = d
dt

[∫
Ef0(E)N(E)dE

]
(8.6)

which, at steady state, equals the energy relaxation rate. From the
Boltzmann equation for a uniform system with electric field ξ at steady
state

− ēξ

�
· ∇k f (k) + df (k)

dt
= 0 (8.7)

we can obtain for the momentum balance

df1(E)
dt

= ēξυ(E)
df0(e)

dE
(8.8)

where ē is the elementary charge containing the sign of the charge, and
υ(E) is the group velocity of the particle.

Finally, we may assume that electron–electron scattering is strong,
and that the spherical part of the distribution function maintains the
Fermi–Dirac form:

f0(E) = 1
1 + exp[(E − EF)/kBTe]

(8.9)

where EF is the Fermi energy and Te is the electron temperature. As a
consequence of this form it is useful to note that

df0(E)
dE

= − f0(E)(1 − f0(E))
kBTe

(8.10)
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and that this strongly peaked at the Fermi surface and small elsewhere,
especially at low temperatures.

8.2. Elastic collisions

Strongly inelastic collisions such as those involving optical and zone-
edge phonons are affected by degeneracy in a fairly straightforward
way. To a good approximation, the better the lower the temperature.
Absorption processes are possible only for electrons lying no deeper in
the Fermi sea than �ωq from the Fermi level, and emission processes are
possible for electrons only with energies at least �ωq above the Fermi
level. The rates are then given by the expressions derived in Chapter 3.
Elastic and approximately elastic processes, however, cannot be treated
in this way since both initial and final states are close to the Fermi
surface, and it is to these processes we turn.

Truly elastic processes such as impurity scattering are easy to deal
with. The right-hand side of eqn (8.4) is then clearly zero and eqn (8.5)
becomes

df1(E)
dt

=
∫

W (k′, k)(cosα′ − 1)f1(E) δ(Ek′ − Ek) dk′. (8.11)

This defines a momentum-relaxation time thus:
1

τm(E)
=
∫

W (k′, k)(1 − cosα′) δ(Ek′ − Ek) dk′ (8.12)

which is the same as for a non-degenerate system. Equation (8.8)
becomes

f1(E) = −ēξυ(E)τm(E)
df0(E)

dE
. (8.13)

When the current is worked out the peakiness of df0(E)/dE constrains
all other energy-dependent, but less rapidly varying, quantities to take
their values at the Fermi surface. Thus the formulae for elastic scatter-
ing worked out for a non-degenerate system can be used with k = kF,
the Fermi wavevector, and E = EF.

8.3. Acoustic phonon scattering

Collisions with acoustic modes involve an energy exchange. If this en-
ergy exchange is small compared with kBTe, such collisions can be
treated like impurity scattering and the rates are just those at the
Fermi surface. But at low temperatures kBTe becomes comparable with
the energy exchanged and the situation becomes more complicated.
Acoustic phonons which scatter electrons right across the Fermi sur-
face have wavevectors around 2kF. These may be substantial enough
for the corresponding phonon energy to be greater than kBTe, with the
result that, for emission, Pauli exclusion tends to inhibit the transition,
and for absorption few phonons are excited (Fig. 8.1). The effect intro-
duces an added temperature dependence into the scattering rate—as
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FIG. 8.1.
Inelastic scattering by acoustic phonons.
The shaded circle is the Fermi surface in
the kx ky plane. States to which the
particle at P scatters by absorption and
emission are depicted by the upper and
lower circles respectively. (The energies
of the acoustic phonons have been
exaggerated enormously for clarity of
presentation.)

the temperature lowers there is an increasing tendency for large-angle
scattering to disappear, with the result that momentum relaxation
becomes strikingly weaker.

As in the case of truly elastic scattering we resort to the calculation
of the rates averaged over the Fermi–Dirac distribution and rely on the
peaky quality of functions like f (E)(1 − f (E)) at the Fermi surface to
allow the integrals to be approximately evaluated. Since the collisions
are nearly elastic we can define a momentum relaxation time as was
done in eqn (8.13) and substitute for the f1(E) in eqn (8.5). We then,
as a first step, integrate over E′, exploiting the delta function, and then
over E using the identities
+∞∫

−∞

exp(−x)
[exp(�ω/kBTe) + exp(−x)][1 + exp(−x)]

dx = �ω/kBTe

exp(�ω/kBTe) − 1

+∞∫
−∞

x exp(−x)
[exp(�ω/kBTe) + exp(−x)][1 + exp(−x)]

dx = 1
2

(�ω/kBTe)2

exp(�ω/kBTe) − 1
.

(8.14)

We rely on the form of the functions like f (E ± �ω)(1 − f (E)) to allow
the limits of the integration to be ±∞, and take all other functions
of energy in the integrand to have their values at the Fermi surface.
Equations (8.5) and (8.6) with eqn (8.13) then provide expressions for
the momentum and energy relaxation rates

1
τm(EF)

= 1
2kBTe

∫ [
W (k′, k) exp(−�ω/2kBTe) + W (k, k′) exp(�ω/2kBTe)

sinh(�ω/2kBTe)

]

× �ω(1 − cosα′) V

8π3

dk′

dE′ (8.15)
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P = N(EF)
∫ [

W (k′, k) exp(−�ω/2kBTe) − W (k, k′) exp(�ω/2kBTe)
sinh(�ω/2kBTe)

]

× (�ω)2 V

8π3

dk′

dE′ . (8.16)

Small differences in the contributions associated with scattering from
above and scattering from below have been ignored. (For convenience
the subscript on ω has been dropped.)

From Section 3.1 we have

W (k′, k)
W (k, k′)

}
= πC2(q)I2(k, k′)

ρωV

{
δk−q,k′(n(ω) + 1)
δk+q,k′n(ω)

(8.17)

where C2(q) is the coupling parameter, I2(k, k′) is the squared over-
lap integral, and ρ is the mass density. Substituting in eqns (8.15) and
(8.16) and taking the phonon occupation to be determined by thermal
equilibrium at a lattice temperature TL, we obtain

1
τm(EF)

= �

16π2ρkBTe

∫
C2(q)I2(k, k′)

× cosh[(�ω/2kBTL) − (�ω/2kBTe)]
sinh (�ω/2kBTL) · sinh(�ω/2kBTe)

(1 − cosα′) dk′

dE′
(8.18)

P = �N(EF)
16π2ρ

∫
C2(q)I2(k, k′)

× sinh[(�ω/2kBTL) − (�ω/2kBTe)]
sinh(�ω/2kBTL) · sinh(�ω/2kBTe)

· �ω
dk′

dE′ . (8.19)

Note that eqn (8.19) can be derived directly (with change of sign) from
the energy relaxation rate, defined as follows:

dE

dt
=
∫

A�ω[n(ω)(1 − f (E + �ω))

− (n(ω) + 1)(1 − f (E − �ω))] f (E)N(E) dE (8.20)

where A represents all the other parameters which enter. Conservation
of crystal momentum entails that

1 − cosα′ = q2

2k2
F

. (8.21)

In general these integrals have to be solved numerically. However it is
useful to obtain explicit expressions by making certain approximations.
For parabolic, spherical bands we can take the overlap integral to be
unity and

dE′

dk′ = �
2kF

m∗ . (8.22)
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Thus, using eqn (8.21), we obtain

dk′

dE′ = m∗

�2kF
· k2

F d(− cosα′) dφ = m∗

�2kF
· q dq dφ. (8.23)

In the absence of screening the coupling parameters are (Sections 3.3
and 3.6)

C2(q) =

⎧⎪⎨
⎪⎩
Ξ 2q2 non-polar

e2K
2

avcL

ε
piezoelectric.

(8.24)

Evaluation of the integral can be carried out analytically in the low-
temperature limit, i.e. �ω/kBTe > 1, and in the high-temperature limit
�ω/kBTL < 1, and Te ≥ TL is implied.

8.3.1. Low-temperature limit

At low temperatures we can approximate the hyperbolic sine in the
denominator by the exponential function and use the identities

∞∫
0

xμ−1 exp(−βx)cosh γx dx = 1
2

(μ)[(β − γ )−μ + (β + γ )−μ]

∞∫
0

xμ−1 exp(−βx)sinh γx dx = 1
2

(μ)[(β − γ )−μ − (β + γ )−μ].

(8.25)

We obtain for deformation-potential scattering

1
τm(EF )

= 15Ξ2m∗

πρ�7υ6
s k3

F

[
(kBTe)6 + (kBTL)6

kBTe

]
, (8.26)

P = 6Ξ2m∗2

π3ρ�7υ4
s

[
(kBTe)5 − (kBTL)5

]
, (8.27)

and for piezoelectric scattering

1
τm (EF)

= 3e2m∗e2
14

4π�5k3
Fε

2ρυ4
sT

(
16
35

+ 12υ4
sT

35υ4
sL

)[
(kBTe)

4 + (kBTL)
4

kBTe

]
,

(8.28)

P = e2m∗2e2
14

2π3�5ε2υ2
sT

(
16
35

+ 12υ2
sT

35υ2
sL

)[
(kBTe)

3 − (kBTL)
3
]

. (8.29)

When Te = TL, eqn (8.26) exhibits the Gruneisen–Bloch T5-
dependence familiar in metal physics (see Ziman (1963); also Kogan
(1963)).
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The low-temperature regime is entered as soon as the maximum
allowed phonon energy equals kBTe, viz:

2�υskF

kBTe
= 1. (8.30)

In the case of GaAs for an electron density of 5 × 1017 cm−3 the above
equality holds when Te ∼ 18 K.

8.3.2. High-temperature limit

For temperatures much higher than the demarcation implied by eqn
(8.30), but not so high that degeneracy is significantly weakened, the
integration becomes straightforward.

For deformation-potential scattering we obtain

1
τm (EF)

= Ξ2m∗kFkBTL

πρυ2
s �3

(8.31)

P = Ξ2m∗2k4
F

π3ρ�3 (kBTe − kBTL) (8.32)

and for piezoelectric scattering:

1
τm (EF)

= e2K2
avm∗kBTL

2πε�3kF
(8.33)

P = 2e2
14e2m∗2k2

F

5ρε2π3�3
(kBTe − kBTL) . (8.34)

The temperature-dependence of the Fermi wavevector is given by

kF(Te) ≈ kF(0)

[
1 − π2

24

(
kBTe

EF(0)

)2
]

(8.35)

and kF(0) is related to carrier density via

n = k3
F(0)

3π2
. (8.36)

The momentum relaxation rates are identical in form to the non-
degenerate expression of eqns (3.78) and (3.180), the latter in the limit
of large energy. In other words, in the high-temperature limit the col-
lisions can be regarded as elastic as far as momentum relaxation is
concerned and treated as discussed in Section 8.2. The same is true
of energy relaxation. For instance, if eqn (3.110) is averaged over a
Maxwell–Boltzmann distribution characterized by a temperature Te
the equivalent of eqn (8.32) is recovered.

8.3.3. Strong screening

The effect of screening by the mobile carriers will increase towards
low temperatures, as scattering of acoustic modes involves smaller and
smaller wavevectors. In this case the coupling parameters become
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C2(q) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

Ξ2q2[
1 + (

q2
0/q2

)]2 q→0−−→ Ξ 2 q6

q4
0

non-polar

e2K2
avcL

ε
[
1 + (

q2
0/q2

)]2 q→0−−→ e2K2
avcLq4

εq4
0

polar

(8.37)

where q0 is the reciprocal screening length in the static screening ap-
proximation (see Sections 4.9 and 9.5). Repeating the calculation for
the non-polar interaction gives

1
τm(EF)

= 
(10)Ξ2m∗

8πρ�11υ10
sLk3

Fq4
0

[
(kBTe)

10 + (kBTL)
10

kBTe

]
, (8.38)

P = 
(9)Ξ 2m∗2

4π3ρ�11υ8
sLq4

0

[
(kBTe)

9 − (kBTL)
9
]

, (8.39)

and the polar interaction

1
τm(EF)

= 
(8)e2m∗

8πρ�9υ8
sT k3

Fq4
0

(e14

ε

)2
(

16
35

+ 12υ8
sT

35υ8
sL

)[
(kBTe)

8 + (kBTL)
8

kBTe

]
,

(8.40)

P = 
(7)e2m∗2

4π3ρ�9υ6
sT q4

0

(e14

ε

)2
(

16
35

+ 12υ6
sT

35υ6
sL

)[
(kBTe)

7 − (kBTL)
7
]

.

(8.41)

In these equations

q2
0 = −e2

ε

∑
i

Ni
df (Ei)

dEi
, (8.42)

(see eqn (4.149)). Taking the sum over band states only we can exploit
the delta-function quality of df (Ei)/dEi by replacing the sum with an
integral, viz.

q2
0 = −e2

ε

∞∫
0

N(E)
df (E)

dE
· dE

= e2

ε
N(EF) (8.43)

and obtain the Thomas–Fermi screening parameter.
Figure 8.2 shows how kF and q0 compare in magnitude for the case

of n-GaAs at T = 0 K. Clearly, screening cannot be neglected at very
low temperatures. At elevated temperatures typical wavevectors will
be of order 107 cm−1 and screening can then be ignored. At moder-
ately low temperatures we may note that in the general case when the
unscreened coupling parameter varies as qn, the strong-screening result
may be obtained by multiplying the unscreened result by the factor
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FIG. 8.2.
Fermi energy, Fermi wavevector, and
screening wavevector for electrons in
GaAs at T = 0, assuming a parabolic
band.

S = 
(n + 8)

(n + 4)

1
(�υsL, T q0)4

(kBTe)
n+8 ± (kBTL)

n+8

(kBTe)
n+4 ± (kBTL)

n+4 (8.44)

where the upper sign is taken for the momentum-relaxation rate, the
lower for power. The condition for strong screening implies the S 
 1.
Thus S is a measure of effective screening strength for the degen-
erate, low-temperature case. The phonon energy �υsq0 is typically
0.5 meV, corresponding to a temperature of about 6 K, but the numer-
ical factor effectively reduces this temperature to about 1 K. Strong
screening is thus expected to be effective only at temperatures below
1 K. Measurements, for example of the Shubnikov–de Haas effect, are
normally carried out over a temperature range above 1 K, and so we
would not expect screening to have a major effect in that case.

8.4. Energy relaxation time

An energy-relaxation time τE can be defined within the energy balance
equation as follows:

d〈E〉
dt

= P

n
− [〈E〉 − 〈E0〉]

τE
(8.45)

where 〈E〉 is the average energy of an electron, P/n is the power input
per electron, and 〈E0〉 is the average energy at equilibrium. Standard
theory for a degenerate electron gas gives

〈E〉 ≈ 3
5

EF(0)

[
1 + 5

12
π2
(

kBTe

EF(0)

)2
]

(8.46)

where EF(0) is the Fermi energy at T = 0 K, and consequently

〈E〉 − 〈E0〉 = π2

4EF(0)

[
(kBTe)

2 − (kBTL)
2
]

. (8.47)
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At steady state we may obtain τE from

1
τE

= 6P

[(kBTe)2 − (kBTL)2]N(EF(0))
(8.48)

where we have used n = (2/3)N(EF(0))EF(0), N(EF(0)) is the density
of states at the T = 0 K Fermi level. The power, P, may be substituted
from eqns (8.27) or (8.29) in the low-temperature limit, from eqns (8.32)
or (8.34) in the high-temperature limit, or from eqns (8.39) or (8.41)
when screening is strong.
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Dynamic screening9
9.1. Introduction

The scattering of electrons in a semiconductor by a polar interaction is
one of the most important physical processes in the subject. The prin-
cipal sources of polar scattering are charged impurities, piezoelectric
modes, holes, other electrons, and optical phonons. All are susceptible
to electrical screening by the mobile electron gas. Hitherto in our dis-
cussion of these processes we have assumed that screening is effectively
instantaneous, any time-dependence of the scattering potential being
assumed to be slow enough for the electron gas to respond and form
a screening pattern. In other words, the screening has been assumed
to be what it would be for a static potential. But no physical effect
happens instantaneously. In order to screen, the electrons must move
under the influence of the electric field, which is the raw source of the
scattering, and because they have inertia, this takes time. Whenever
the scattering potential varies in time, screening becomes a dynamic
process.

The assumption of static screening is, of course, valid for charged-
impurity scattering since the potential is truly static. It turns out that
static screening is an adequate description for the screening of the
piezoelectric interaction, since the frequencies of acoustic phonons
which can interact with electrons are quite low. (This is of course also
true for screening the deformation-potential interaction.) It is usually
assumed that because carrier–carrier scattering is describable in the
static centre-of-mass frame of reference, static screening is also applic-
able in this case. Where the assumption of static screening truly breaks
down is in the description of the interaction between electrons and
polar optical phonons, since the frequency of the latter is high. We
therefore need to revise critically our previous discussion of scattering
by polar optical phonons.

But the dynamic aspect of screening is not the only factor. Screening
becomes important only when the density of the electron gas is high,
e.g. 1017 cm−3 and above in GaAs. At such densities the collective mo-
tion of the electron gas cannot be ignored. Thus dynamic screening
and plasma effects become inextricably mixed and have to be treated
together. The screening of a polar optical mode involves the forced
oscillation of electrons at the phonon frequency ω, which in general
is different in magnitude from the natural frequency of the electron
gas, i.e. the plasma frequency, ωP. If ω > ωP phase lags occur which
produces an anti-screening effect, with the electrons piling up on the



Polar optical modes 293

potential peaks instead of the troughs, and the interaction between
the polar optical mode and an electron is actually enhanced; whereas
if ω < ωP the electrons respond more rapidly, and an approach to
the static screening limit can be made. In both cases the screening ef-
fect modifies the restoring forces involved in the lattice vibration and
leads to a change in frequency. In effect, we have to deal with coupled
plasmon/polar-optical-phonon modes.

The problem thus boils down to describing the scattering of an elec-
tron by either of two coupled modes, one of them phonon-like, the
other plasmon-like. The situation is quite complex, and made more so
by the strong electron–plasmon interaction, which blurs the definition
of distinct modes in the regime where this interaction is allowed, i.e. the
regime of Landau damping. In what follows we will attempt to describe
the essential physics of the situation without getting too involved with
the inevitably complex theory, some of it fairly impenetrable, which is
to be found in the literature of the field. A good account of screening
can be found in Harrison’s book (1970), and a useful review of coupled
modes has been given by Richter (1982).

9.2. Polar optical modes

Following the general approach of Born and Huang (1956) we can
write down the equation of motion for ions in the primitive unit cell
as follows:

üL = −ω2
0uL + ei

M
ξi (9.1)

where uL is the relative (optical) displacement of the ions, ω0 is the nat-
ural angular frequency (determined by non-polar force constant and
mass), ei is the charge on the ion, M is the reduced mass of the ions,
and ξi is the electric field in the unit cell. The latter is a superposition
of an average field ξ plus a local component associated with the aver-
age ionic polarization, PL, and the shape of the cavity containing the
ions, viz.

ξi = ξ + a
PL

ε0
(9.2)

where ‘a’ is a numerical factor determined by cavity shape. (For a spher-
ical cavity a = 1

3 .) The average ionic polarization is determined partly
by electronic polarization and partly by ionic displacement, viz.

PL = ε0χξi + ei

V0
uL (9.3)

where χ is the susceptibility and V0 is the volume of the unit cell. As
usual ε0 is the permittivity of free space.

These equations describe ionic vibrations with no dependence on
wavevector. They are therefore appropriate for describing optical
modes with wavevectors near the zone-centre, i.e. long-wavelength
modes, which are the ones with which electrons can interact via the po-
lar interaction. To specify that the modes are longitudinally polarized
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we must impose the condition that the electrical displacement vanish,
viz:

D = ε0ξ + P = 0. (9.4)

We need a relationship between ξ and P to insert in eqn (9.4) and
describe the allowed modes. This can readily be obtained by putting
uL = uL0 exp(iωt) in eqn (9.1) and eliminating ξ1 and uL from eqns
(9.1), (9.2), and (9.3) to obtain[(

ω2 − ω2
0

)
(1 − aχ) + aω2

i

]
PL =

[(
ω2 − ω2

0

)
χ − ω2

i

]
ε0ξ (9.5)

where ω2
i = e2

i /MV0ε0. The quantities ω0, a, χ , and ωi can now be
related to the high-frequency and the low-frequency permittivities, ε∞
and εs respectively, using D = ε∞ξ for ω → ∞ and D = εsξ for ω → 0,
with P = PL in each case. We obtain

χ = (ε∞ − ε0)

aε∞ + (1 − a) ε0
, ω2

i = ω2
0

(εs − ε∞) ε0

[aεs + (1 − a) ε0] [aε∞ + (1 − a) ε0]

(9.6)

Defining

ω2
T = ω2

0
aε∞ + (1 − a) ε0

aεs + (1 − a) ε0
(9.7)

we convert eqn (9.5) to the desired relationship(
ω2 − ω2

T

)
PL =

[
ω2 (ε∞ − ε0) − ω2

T (εs − ε0)
]
ξ. (9.8)

It is now useful to introduce the lattice permittivity εL defined by
D = εLξ, which implies that PL = (εL − ε0)ξ. From eqn (9.8) we
therefore obtain

εL = ε∞
ω2 − ω2

L

ω2 − ω2
T

, (9.9)

in which we have introduced the frequency ωL, defined by

ω2
L = εs

ε∞
ω2

T. (9.10)

The condition D = 0 applied to this purely lattice vibration is sat-
isfied by εL = 0, whence ω = ωL. Thus ωL is the angular frequency
of the longitudinally polarized polar optical phonon. The condition
ξ = 0 describes the transversely polarized optical phonon, satisfied
when ω = ωT for then εL = ∞. The relation between longitudinal and
transverse frequencies embodied in eqn (9.10) is the Lyddane–Sachs–
Teller formula. Note that the relationship between field and spatial
displacement, which may be derived from eqns (9.1)–(9.7), is

ξ = − e∗
L

V0ε0

(
ω2 − ω2

T

ω2
L − ω2

T

)
uL (9.11)
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where

e∗2
L = MV0ε

2
0ω

2
L

(
1
ε∞

− 1
εs

)
(9.12)

is the effective charge introduced to describe scattering strength in
Chapter 3, as may be seen by putting ω = ωL in eqn (9.11).

9.3. Plasma modes

Continuing the spirit of the previous section we can describe plasma
modes by an equation of motion as follows

m∗üe = −eξ − FD + FP (9.13)

where ue is the electron displacement, m∗ is the effective mass, FD is
a damping force, and FP is the pressure force of the electron gas. In a
relaxation-time approximation

FD = 
u̇e (9.14)

where
 is a reciprocal time-constant, whose significance we will discuss
later. The pressure force is

FP = − 1
n0

grad p (9.15)

where n0 is the uniform density and p is the pressure. Kinetic theory
gives for the latter

p = 1
3nm∗υ2 (9.16)

where υ2 is the mean square velocity of the electrons, to be regarded
as a spatially uniform quantity. The gradient of density, n, can be re-
lated to the electron field via Gauss’s theorem, and for a plane wave,
wavevector q aligned along ξ, we may express the pressure force as
follows

FP = −m∗υ2ε0q2

3en0
ξ = − eυ2q2

3κ∞ω2
P

ξ (9.17)

where we have introduced the plasma frequency

ω2
P = e2n0

ε∞m∗ (9.18)

and the high-frequency dielectric constant κ∞ = ε∞/ε0. Equation
(9.13) then yields

ue = e

m∗ ·
(
ω2

P + ω2
q

)
ω2

Pω (ω − i
)
· ξ (9.19)

where we have introduced the frequency ω2
q = υ2q2/3κ∞.
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The electronic polarization is given by Pe = −en0ue and so

Pe = −
(
ω2

P + ω2
q

)
ω(ω − i
)

ε∞ξ (9.20)

whence an electronic contribution to the permittivity may be de-
rived viz.

εe = ε0 − ε∞

(
ω2

P + ω2
q

)
ω(ω − i
)

. (9.21)

For pure undamped plasma modes (
 = 0), εe = 0, and so

ω2 = κ∞
(
ω2

P + ω2
q

)
. (9.22)

For long wavelengths (q → 0) ω2 → e2n0/ε0m∗, which is the free-space
plasma frequency.

The parameter 
, which describes the damping, will in general be
dependent on wavevector. For plasma modes whose frequency and
wavevector are such that they cannot interact with individual elec-
trons, interaction being forbidden by the conditions of momentum and
energy conservation described in Section 3.2, 
 is the scattering rate
associated with scattering via impurities and acoustic phonons, etc.
Well-defined plasma modes are possible provided ω > 
, a condition
normally satisfied for the moderate to high carrier densities envisaged
here. On the other hand, when single-particle excitation is possible, the
modes can be severely damped. In this case 
 is high and well-defined
modes with a plasma character cease to exist.

9.4. Coupled modes

Let us now couple together the plasma and polar-optical modes. The
total permittivity is given by

εT = εL + εe − ε0 (9.23)

which, for longitudinal modes, must vanish. Substituting from eqns
(9.9) and (9.21) and setting 
 = 0, we obtain

ω4 − ω2
(
ω2

L + ω2
P + ω2

q

)
+ ω2

T

(
ω2

P + ω2
q

)
= 0. (9.24)

Figure 9.1 illustrates the solutions for q = 0. At low electron densities
ω+ ≈ ωL and ω− ≈ ωP (ε∞/εs)

1/2 corresponding to a pure op-
tical mode plus a pure low-frequency plasma mode. At high densities,
ω+ ≈ ωP and ω− ≈ ωT, corresponding to a pure high-frequency
plasma mode and a totally screened optical mode which, as a con-
sequence of screening, oscillates at the transverse-mode frequency. At
intermediate densities the modes assume a mixed plasma/optical-mode
character.
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FIG. 9.1.
Coupled-mode frequencies in the
long-wavelength limit for electrons and
LO phonons in GaAs.

The scattering strength of these coupled modes can be obtained
using the usual concept of effective charge plus a new concept, namely,
the effective displacement. Thus we may put

P = e∗

V0
u (9.25)

where e∗ is the coupled-mode effective charge and u is the effective dis-
placement. The latter may be chosen so that the mechanical energy is
the sum of the ionic and electronic components. Thus

Mu2 = Mu2
L + nV0m∗u2

e . (9.26)

We have taken the mass of the effective oscillator to be that of the ion
oscillator, ignoring the small contribution of the electrons. The dis-
placements uL and ue are related through their dependencies on ξ as
in eqns (9.11) and (9.19). Eliminating ue in favour of uL we can write

u2
L = Su2 (9.27)

where S is a factor measuring the phonon content of the coupled mode,
given by

S =
⎡
⎢⎣1 +

(
ω2

P + ω2
q

)2 (
ω2 − ω2

T

)2

ω2
Pω

4
(
ω2

L − ω2
T

)
⎤
⎥⎦

−1

. (9.28)

Figure 9.2 depicts S for q = 0. S is unity (pure phonon) only forω = ωT
and falls away rapidly as ω departs from ωT. This expression reduces
to that derived by Kim et al. (1978) in the limit of q → 0 when the
condition which determines the frequency, i.e. eqn (9.24), is used.
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FIG. 9.2.
Phonon (S(ω)) and charge (Q(ω))
factors for n-GaAs when ωP = ωL.

The effective charge is obtained using P = ε0ξ in eqn (9.25), the
relation between ξ and uL i.e. eqn (9.11), and the relation between uL
and u, i.e. eqn (9.27). The result is

e∗2 = e∗2
L Q (9.29)

where Q is a scaling factor measuring the amount by which the effective
charge is increased. It is given by

Q =
(
ω2 − ω2

T

ω2
L − ω2

T

)2

S (9.30)

and depicted in Fig. 9.2.
The scattering rate for an electron interacting with a coupled mode

is given by

W (k) = e2

8π2MV0ε
2
0

∫
e∗2

ωq2
(1 − f (k′))δk±q+k′,0

× (n(ω) + 1
2 ∓ 1

2 )δ(Ek′ − Ek ∓ �ω) dq (9.31)

from which it may be seen that the coupling strength factor measuring
the increased coupling is given by

R = ωL

ω
Q. (9.32)
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FIG. 9.3.
Interaction strengths in the
long-wavelength limits for n-GaAs. The
subscript + refers to the higher
frequency mode, the subscript − to the
lower frequency mode.

This is shown in Fig. 9.3 for q = 0 as a function of electron density for
GaAs. The coupling strength of the ω− mode is comparable with that
for the bare phonon up to densities at which strong screening occurs
(∼1018 cm−3).

That for the ω+ mode rises monotonically with density—a marked
anti-screening effect. The result of increasing the wavevector will be
to increase the frequencies of the two modes and this will modify the
coupling strength, causing an enhancement for the ω+ mode and a re-
duction for the ω− mode in the regime where ω− À ωT. Interaction
with electrons occurs in general at wavevectors large enough for disper-
sion to be an important factor. Nevertheless, depictions of the situation
at long wavelengths are useful in illustrating trends without involving
complicated expressions.

We can draw a few conclusions from the above analysis. Note first
of all that the coupling strength, R−, remains significant even at low
densities, where the frequency of the plasma-like mode is more than an
order of magnitude less than the phonon frequency. This implies that in
the single-particle excitation regime the plasma wave will be relatively
heavily damped, i.e. ω−τ− < 1, where τ− is the lifetime of the mode.
In these circumstances the mode cannot be well-defined and its power
to exchange momentum and energy thereby weakens, along with its
importance as a scattering mechanism. Similar remarks apply to the
upper branch. The enhanced coupling strength, R+, implies that heavy
damping of plasma-like modes at high densities will occur in the single-
particle excitation regime, once again leading to loss of mode identity,
and of scattering power.

It is clear, therefore, that any valid description of coupled modes
in the single-particle excitation regime must incorporate damping in a
self-consistent way. Outside this regime the situation is reasonably well
described by our simple model, but it is exactly the situation within this
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regime which is of importance in determining scattering. Before seeing
what our model can say about this situation let us remind ourselves of
how the single-particle excitation regime is defined.

The interaction of a quantum �ω with an electron in a spherical,
parabolic band is determined by the conservation of crystal momentum
and energy. As pointed out in Section 3.2 absorption of a quantum
entails the following equality

�ω = �
2

2m∗ (q2 + 2kq cos θ) (9.33)

where q is the wavevector of the quantum, k is the wavevector of the
electron and θ is the angle between them. For emission,

�ω = �
2

2m∗ (2kq cos θ − q2). (9.34)

The single-particle excitation regime in each case is defined as the area
in (ω, q) space which satisfies the condition for energy and momentum
conservation. These are shown in Fig. 9.4. In the case of a degenerate
electron gas, at T = 0, the intercept along the q axis occurs at q = 2kF.
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FIG. 9.4.
Regimes for single-particle excitation:
(a) absorption (b) emission. At T = 0 in
the case of degenerate material k can be
taken to be kF, the Fermi wavevector.
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If a mode in the absorption regime is heavily damped, that implies
that the scattering rate of the electron is high as a consequence. We can
describe this situation crudely by making 
, the damping rate for elec-
tron motion, high. (In principle we could choose 
 in a self-consistent
way.) Incorporating 
 in the equation εT = 0 leads to a dispersion
relation in place of eqn (9.24) given by

ω4 − iω3
 − ω2(ω2
L + ω2

P + ω2
q) + iω2

Lω
 + ω2
T(ω2

P + ω2
q) = 0 (9.35)

In general the allowed frequencies are now complex. However if 
 is
large an undamped solution of eqn (9.34) exists, viz.

ω = ωL. (9.36)

Obviously, if electrons cannot move freely the phonon mode emerges
undressed. In this case screening does not occur at all. Thus we would
expect that as the coupled modes enter the absorption region both
will be increasingly heavily damped as more and more electrons find
themselves able to interact. Eventually the ω+ mode converts into pure
phonon mode while the ω− mode disappears, as shown in Fig. 9.5. It
turns out that this picture is reasonably close to the prediction of more
sophisticated theories, as we will see.

The classical model we have developed in the previous sections is
adequate only for the lattice component. As regards the electronic
contribution to the dielectric constant, it takes no account of the
distribution of electrons over the available energy states, nor does it
describe screening in the presence of single-particle excitation. Finally,
its insistence on defining precise modes makes it incapable of deal-
ing with the situation when Landau damping is strong and modes are
not well-defined. In order to deal with the electronic contribution to
the dielectric constant we use Lindhard’s theory to replace the discus-
sion of Section 9.3, and we invoke the dissipation–fluctuation theory to
generalize our description of scattering and of mode definition in the
excitation regime.

ω

ω+

ω–

ωL

q

FIG. 9.5.
Dispersion of coupled modes. In the
single-particle excitation regime for
absorption (shaded) the modes become
ill-defined, and this is depicted by
dashed lines.
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9.5. The Lindhard dielectric function

We need to describe the response of the electron system to a weak po-
tential of the form V0 exp[i(q · r − ωt)]. We assume that the response
is linear and so the electron density varies spatially and temporally as
does the potential, with an amplitude given by

ns = F(q,ω)V0 (9.37)

where F(q,ω) is the density-response function. This variation of dens-
ity gives rise to a screening potential Vs exp[i(q · r − ωt)], according to
Poisson’s equation, and so

Vs = e2

ε0q2
ns = e2

ε0q2
F(q,ω)V0. (9.38)

The total potential seen by the electrons is therefore

VT = V0 + Vs =
(

1 + e2

ε0q2
F(q,ω)

)
V0. (9.39)

The linear response to this potential is, say

ns = G(q,ω)VT = F(q,ω)

1 + e2

ε0q2 F(q,ω)
· VT (9.40)

and a dielectric (strictly permittivity) function εe(q,ω) can be defined
such that

VT = ε0

εe(q,ω)
V0 (9.41)

whence

εe(q,ω) = ε0 − e2

q2
G(q,ω). (9.42)

The function G(q,ω) can readily be calculated using the Liouville equa-
tion for the time evolution of the quantum mechanical density matrix,
and we arrive at the Lindhard formula (Lindhard 1954)†† See Section 11.2 for the derivation of

this important formula.

εe(q,ω) = ε0 − e2

q2V

∑
k

f (Ek+q) − f (Ek)
Ek+q − Ek − �ω − i�α

(9.43)

where V is the cavity volume and α is a collision-damping parameter
which is usually allowed to approach zero. An often more convenient
form is

εe(q,ω) = ε0 + e2

q2V

∑
k

f (Ek)

×
(

1
Ek−q − Ek + �ω + i�α

+ 1
Ek+q − Ek − �ω − i�α

)
.

(9.44)
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In these equations f (Ek) is the distribution function. This equation re-
places eqn (9.21) as the electronic contribution to the total dielectric
function.

The sum can be replaced by an integral and an analytical solution
found for the case of a degenerate electron gas at T = 0 K. The result is

εe(q,ω) = ε0 + e2N(EF)
2q2

[
1 − 1

4η3

{[(
γ + η2

)2 − η2
]

ln

∣∣∣∣∣η + η2 + γ

η − η2 − γ

∣∣∣∣∣
+
[(
γ − η2

)2 − η2
]

ln

∣∣∣∣∣η + η2 − γ

η − η2 + γ

∣∣∣∣∣
}]

(9.45)

where η = q/2kF, γ = (�ω + i�α) /4EF, EF = Fermi energy and
N(EF) = density of states at the Fermi surface (= m∗kF/π

2
�

2).
When q → 0, and α = 0, this reduces (after much algebra) to

εe(q,ω) ≈ ε0 − ε∞
ω2

P

ω2

(
1 + 3

5

υ2
Fq2

ω2

)
. (9.46)

The quantity 3υ2
F/5 is the mean square velocity of the Fermi distri-

bution. Putting ω ≈ ωP in the bracket leads to the result obtained in
our simple model, if allowance is made for the difference in statistics.
The condition under which eqn (9.46) is valid is qυF 
 ω, or, if υq is
the phase velocity, υF 
 υq. Under this condition electrons cannot re-
spond quickly enough to bunch in the troughs of electrical potential,
which would produce screening; instead they lag 180◦ out of phase,
bunch on the potential peaks and produce anti-screening, as indicated
by the minus sign in eqn (9.46).

In the opposite limit when q → ∞, ε → ε0, corresponding to no
screening at all. More precisely, this condition occurs when q � 2kF
and q2 � q2

0, where q0 is the wavevector at which υq equals the group
velocity of the electron, a situation which occurs for �

2q2
0/2m∗ = �ω.

In many cases q0 ≈ kF, and so the two inequalities imply the same
restriction.

We should note in passing that the static screening limit (ω → 0)
gives

εe(q, 0) = ε0 + e2N(EF)
2q2

[
1 + 1

2η

(
1 − η2

)
ln

∣∣∣∣1 + η

1 − η

∣∣∣∣
]

. (9.47)

The frequency must satisfy the conditions implied by γ 
 1
2 and

γ 
 η(1 + η). In the limit q → 0 the permittivity reduces to the usual
Thomas–Fermi screening solution.

The Lindhard function has singularities of the form x ln x near where
γ = (η2 ± η) and γ = (η − η2). These correspond to the boundaries of
the single-particle excitation regime, the former associated with absorp-
tion, the latter with emission, as eqns (9.33) and (9.34) show. Because
x ln x → 0 as x → 0 the dielectric function remains continuous, but a
sharp change occurs at these boundaries.
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The Lindhard dielectric function.

Figure 9.6 illustrates the variation of ε∞/εe(q,ω) with q for a fre-
quency ω = ωL. Large anti-screening can occur for q < q0, where
q0 is the wavevector such that �

2q2
0/2m∗ = �ωL, corresponding to the

wavevector at which the phase velocities of the electron wave and the
optical mode are equal. When q < q0 the phase velocity of the electron
is less than that of the optical mode and the phase of the response is
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therefore to produce anti-screening. The anti-screening effect becomes
weaker and more diffuse towards higher temperatures. It nevertheless
remains important in producing heavy damping of the ω+ mode as it
crosses the low q boundary of the single-particle excitation regime.

If collision damping (e.g. caused by charged impurity or acoustic
phonon scattering) is to be incorporated we can interpret the parameter
α in eqn (9.44) as the damping rate. In this case the Lindhard formula
has to be adjusted to conserve particle number and we have to use the
Lindhard–Mermin dielectric function (Mermin 1970):

εe(q,ω) = ε0 + (1 + iα/ω) (εL (q,ω) − ε0)

1 + (iα/ω) (εL (q,ω) − ε0)/(εL (q, 0) − ε0)
(9.48)

where εL (q,ω) is the Lindhard function. This turns out to be useful
for describing dispersion and line-shapes of the coupled mode system
observed by Raman spectroscopy.

The Lindhard formula (or the Lindhard–Mermin formula) is power-
ful enough to describe coupled modes at all wavevectors, including
those in the single-particle excitation regime without having to intro-
duce arbitrary damping parameters. It remains now to tackle the prob-
lem of ill-defined modes and the interaction of electrons with them.

9.6. Fluctuations

The coulombic coupling between a polar disturbance and an electron,
as we saw in Chapter 3, is described by the interaction energy

Hep =
∫

D · ξ dR (9.49)

= e

q

∑
q

(
iξq exp(iq · r) + c.c.

)
. (9.50)

Instead of using the concept of effective charge we concentrate on the
electric field and the power spectrum of the electric field fluctuations.
To do this we turn to the dissipation–fluctuation theorem, which states
that in thermal equilibrium the power spectrum of fluctuations of a
quantity X is connected with the linear response function T in the
following way:

〈XX∗〉 = �

π
(n(ω) + 1)Im T (9.51)

where n(ω) is the Bose–Einstein function and Im T stands for the ima-
ginary part of T . The linear response function, T , is defined such that
under the influence of an external force F ,

X = TF . (9.52)

From the point of view of the electric field the external force is the
polarization and

ξ = − P
ε(q,ω)

(9.53)
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for longitudinally polarized waves. Consequently

〈ξξ∗〉 = �

π
(n(ω) + 1)Im

(
− 1
ε(q,ω)

)
. (9.54)

We therefore obtain for the scattering rate in a parabolic band

W (k) = 2π
�

∫
dq

(2π)3

+∞∫
−∞

d(�ω)
π

(1 − f (k + q))(n(ω) + 1)

× e2

q2
Im
(

− 1
ε(q,ω)

)
δ(Ek+q − Ek + �ω) (9.55)

and it is understood that crystal momentum is conserved. This expres-
sion is entirely equivalent to eqn (9.31).

To show that eqn (9.55) yields the standard result when plasma
coupling is absent we use the lattice permittivity given by eqn (9.9),
expressed in the following form

1
εL

= 1
ε∞

− ωL

2

(
1
ε∞

− 1
εs

)(
1

ωL − ω + is
+ 1

ω + ωL + is

)
. (9.56)

Using

lim
s→0

1
x ± is

= P

(
1
x

)
∓ iπδ(x) (9.57)

we obtain

∗ The author is indebted to F. A.
Riddoch for the data in Figs. 9.7 and 9.8.

Im
(

− 1
εL

)
= ωLπ

2

(
1
ε∞

− 1
εs

)
[δ(ω − ωL) − δ(ω + ωL)] . (9.58)
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FIG. 9.7.
Coupled-mode strengths in n-GaAs at 300 K for n = 1017 cm−3.∗



Fluctuations 307

Integration over ω gives the usual result. (Note that n(−ω)+1=−n(ω).)
Modes can now be defined in general by the maxima of

Im(−1/ε(q,ω)) with
ε(q,ω) = εL + εe − ε0 (9.59)

where εL is given by eqn (9.56) and εe is given by eqn (9.44) (or eqn
(9.48)). Examples of mode patterns are shown in Figs. 9.7 and 9.8.
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Coupled-mode strengths in n-GaAs for
n = 1018 cm−3. (a) T = 77 K,
(b) T = 300 K.



308 Dynamic screening

The results support the general conclusions of our simple model.
At small q the two modes are well-defined with maxima moving up
in frequency with increasing q, as expected from the dispersion intro-
duced by the plasmons. For the case of n = 1018 cm−3 the ω− mode
is rather weak and the ω+ mode is very strong, just as our plot of
R in Fig. 9.3 predicted. On entering the damping zone both modes
rapidly lose amplitude and there is the growth of a mode at the lon-
gitudinal phonon frequency. This phonon-like mode is anti-screened
over much of the interaction range at the lower electron density, but
screened heavily over much of the range at the higher electron density.
For q > 2q0

(
�

2q2
0/2m+ = �ωL

)
the mode is essentially unscreened.

9.7. Screening regimes

Complex screening effects are important when the carrier density is
such that ωP is within an order of magnitude on either side of ωL. In
the case of n-GaAs this defines a range of electron densities roughly
from 5 × 1016 cm−3 to 5 × 1018 cm−3. Below this range screening is
negligible; above it, it is well-nigh total for moderate wavevectors. (It is
always negligible for large wavevectors.) The regime in which ωP ≈ ωL
can be roughly subdivided into two—a lower density range in which
ωP < ωL with anti-screening as its characteristic feature, and an upper
region in which ωP > ωL and screening becomes dominant.

We can therefore summarize dynamic screening effects in terms of
four regimes, as follows.

1. Weak-screening regime (ωP 
 ωL). Screening and coupled-mode
effects are negligible. What screening there is, is anti-screening.

2. Anti-screening regime (ωP À ωL). The response of the electrons is
too slow to screen at wavevectors such that q < q0 and, instead,
anti-screening occurs. The interaction with the electrons is therefore
enhanced in exactly the range of wavevectors where it is strongest.
Coupled-mode effects are relatively weak, but become important as
ωP approaches ωL. As a result the ‘phonon’ energy becomes less
well-defined as the density increases. In particular, the ω− mode in-
troduces a lower ‘phonon’ energy which may become important in
determining energy relaxation at low temperatures.

3. Screening regime (ωP Á ωL). The electrons now move faster and
screening becomes dominant. Coupled-mode effects are strong with
a large spread of frequencies involved in the interaction with elec-
trons.

4. Strong-screening regime (ωP � ωL). The LO frequency disappears
(except at high q) and is replaced by ωT. Interaction with electrons
by phonon-like modes vanishes. Such interactions that do occur are
entirely plasmon-like.
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Phonon processes10
10.1. Introduction

Interest in semiconductor physics generally focuses on properties
consequent on the quantum transitions made by electrons and holes,
but many of these transitions involve the emission of phonons, and
therefore it is pertinent to ask what happens to these phonons. In
Chapter 3 all the rates were calculated assuming that the phonon pop-
ulation was effectively described by the thermodynamic equilibrium
distribution, but this implicitly assumes that any disturbances created
by carrier emission processes decay instantaneously, which, of course,
is unrealistic. Where electron and hole populations are dense, the emis-
sion of phonons can be rapid enough to create serious departures from
equilibrium in those modes which interact most strongly, and when this
occurs we often speak of ‘hot phonons’, metaphorically relating the in-
crease in phonon numbers to an elevated temperature. The concept of a
phonon temperature is sometimes valuable, even if it has to be limited
to modes lying in a small section of the Brillouin zone, but ‘temper-
ature’ implies randomization, and to justify its use it is necessary to
know how rapidly phonon–phonon interactions occur. The presence
of hot phonons will always slow down the rate of energy relaxation
of carriers through the process of re-absorption, and so it is vital to
know how long emitted phonons live. An emitted phonon in a normal
process stores not only energy but also momentum. It is important to
know how fast this momentum is relaxed since this determines thermal
conductivity, but it is also important for electrical conductivity, for if
momentum relaxation of the phonon is slow then re-absorption re-
stores the momentum initially lost by the carriers (provided the same
type of carrier is involved) and, in that case, hot phonons do not af-
fect the drift of the carriers. It is clear, therefore, that even if our main
interest is directed towards electronic or optoelectronic properties, we
cannot avoid studying the processes that determine phonon lifetime
and scattering rates.

Except at temperatures below roughly 40 K the most important
electron–phonon interaction in semiconductors is that involving op-
tical phonons. Compared with the literature on acoustic phonons, that
on optical phonons is minuscule, and as a consequence the approach
offered here has had to be rather unsophisticated, and for reasons of
brevity the same approach has been adopted for the treatment of pro-
cesses involving acoustic phonons. More rigorous and comprehensive
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accounts of processes involving acoustic phonons can be found in the
books mentioned in the references at the end of this chapter. The aim
here is to present the basic elements of phonon processes and so we ad-
opt some simplifications such as assuming that elastic isotropy prevails
and that all interactions are a consequence of a frequency shift induced
by anharmonicity.

The Hamiltonian for the lattice vibrations is taken, following
Klemens (1966), to be, in lowest order,

H =
∑
r,i, j

M
1/2
i ωiM

1/2
j ωjui · uj. (10.1)

Here r is the position coordinate of the unit cell, Mi, j is the mass of
the oscillator (total mass in the primitive unit cell for acoustic modes,
reduced mass for optical modes), ωi, j is the angular frequency, and ui, j

is the displacement (of the unit cell for acoustic modes, relative for op-
tical modes). Expanding the spatial dependence of the displacement in
a Fourier series we obtain

u = 1√
N

Qqeq exp(iq · r) (10.2)

where N is the number of unit cells, q is the wavevector and eq is the unit
polarization vector. The convenient notation of second quantization
can be exploited by the usual coordinate transformation

Qq =
(

�

2Mω

)1/2 (
a+

q + a−q

)
(10.3)

where aq, a+
q are the annihilation and creation operators which oper-

ate on the eigenstate φ consisting of a product of simple harmonic
oscillator functions:

φ = πn,q
1√
n! (a

+
q )nφ0 (10.4)

where φ0 is the vacuum state. The displacement of eqn (10.2) becomes
the operator

û =
∑

q

(
�

2NMω

)1/2 {
e∗

qa+
q exp(iq · r) + eqa−q exp(−iq · r)

}
. (10.5)

We assume most interactions are small perturbations which change
frequencies by an amount δω 
 ω, so that

H = H0 + Hi (10.6)

H0 =
∑

qi

�ωqi

(
a+

qia−qi + 1
2

)
(10.7)

Hi =
∑
r,i, j

M
1/2
i ωiMjωj

(
δωi

ωi
+ δωj

ωj

)
ui · uj. (10.8)
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Rates are then given by

W = 2π
�

∫ ∣∣〈f ∣∣Hi
∣∣i〉δ(Eφ − Ei) dNf (10.9)

where f, i denote final and initial states and Nf is the number of final
states. The only other type of interaction we will deal with is a Fröhlich
interaction of longitudinally polarized optical modes with charged im-
purities which alters the energy electrostatically via the scalar potential
of the mode.

The usual shorthand notation for vibrational modes will be adopted,
namely LO, TO for longitudinally and transversely polarized optical
modes and LA, TA for the equivalent acoustic modes.

10.2. Three-phonon processes
10.2.1. Coupling constants

Phonons interact via the lattice anharmonicity. The simplest approach
is to assume that a fractional change of frequency is proportional to
strain, in the case of acoustic modes, and to displacement, in the case of
optical modes. This scheme is thus directly analogous to the deforma-
tion potentials introduced to describe the electron–phonon interaction.
For an acoustic mode, (

δω

ω

)
ac

=
∑
r,s

γrsSrs (10.10)

where Srs are components of the strain tensor in reduced notation and
γrs are the corresponding coupling constants. For optical modes,(

δω

ω

)
op

= � · u (10.11)

where � is the anharmonic coupling vector. As in the case of de-
formation potentials the γrs and 
 are hard to obtain from ab initio
calculations. A mode-independent parameter, γ , the Grüneisen con-
stant, can be obtained from the thermal expansion of the crystal and
from frequency shifts; it has a magnitude typically between 1 and 2. A
simplification of eqn (10.10) is therefore, for a travelling wave,(

δω

ω

)
ac

= iγqu. (10.12)

In this approximation the wave produces the same anharmonic effect
whatever its direction of polarization. For a travelling wave S ∼ qu and
so we might expect 
 ∼ qγ with q ∼ π/a0, where a0 is the dimension
of the primitive unit cell. Thus with γ = 1 and a0 = 3 Å we expect

 ∼ 108 cm−1. An equivalent simplification for optical modes is to
take the magnitude of 
 to be independent of direction, that is(

δω

ω

)
op

= 
u. (10.13)
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The optical coupling constant, 
, incorporates all modifications to the
anharmonic Hamiltonian associated with the presence of an optical
mode, and includes the effect due to the difference of force constants
of the two atoms in the unit cell (which was manifested as a reduction
factor, introduced by Klemens (1966)). In practice, we regard γ and 


as phenomenological parameters to be determined by experiment.

10.2.2. Selection rules for acoustic phonons

When the fractional frequency change of eqn (10.12) is substituted in
the interaction Hamiltonian, eqn (10.8), the triple product of displace-
ments allows three-phonon events to occur. Thus

Hi ≡ H3k = 2iMγ
∑
ri, j

ωiωjqkukui · uj

= iγ�
3/2qk

21/2N3/2M1/2ω
1/2
k

∑
ri, j

(ωiωj)1/2

×
{

a+
qk exp(iqk · r) + a−qk exp(−iqk · r)

}
×
{

e∗
qia

+
qi exp(iqi · r) + eqia−qi exp(−iqi · r)

}
×
{

e∗
q ja

+
q j exp(iqi · r) + eq ja−q j exp(−iq j · r)

}
. (10.14)

Note that our simplifying assumption that the anharmonic effect is in-
dependent of the polarization means that we distinguish between the
mode inducing the transition and the two modes which are thereby af-
fected. Products consisting of all creation or all annihilation operators
describe processes which violate energy conservation and so can be dis-
carded. The rest describe processes of two types. In type 1 a phonon
annihilates and creates two other phonons and in type 2 a phonon
interacts with another with the result that both are annihilated and
one phonon is created (Fig. 10.1). The phonon may or may not be the
mode inducing the anharmonic frequency shift—the promoting mode,
in brief.

Type 1

Type 2

FIG. 10.1.
Types of three-phonon processes.

L→Ts+Tp

L→T+T

FIG. 10.2.
Polarizations of TA modes.

It is sometimes helpful to make a distinction between those trans-
verse modes with polarization vectors perpendicular to the plane
containing the three wavevectors involved, the so-called s-modes, and
those whose polarization lies in the scattering plane, the so-called
p-modes (Fig. 10.2). The polarization vectors of the longitudinal
modes always lie in the scattering plane. The following are the possible
three-phonon processes of type 1 or type 2 involving only s and p TA
modes and LA modes:

Ts,p = Ts,p + Ts,p (8) L = L + L (1)
Ts,p = Ts,p + L (4) L = L + Ts,p (2)
Ts,p = L + L (2) L = Ts,p + Ts,p (4).

(10.15)
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The number of processes in each case is given in brackets, 21 in all. This
number is drastically reduced when the necessity of conserving energy
and crystal momentum in normal processes is considered. (Note that
conservation of momentum arises in the usual way from the sum over
the lattice sites.) Labelling the wavevectors and frequencies with numer-
ical subscripts 1, 2, 3 from left to right in one of the above equations
we obtain the equations:

ω1 = ω2 + ω3 (10.16a)

q2
1 = q2

2 + q2
3 + 2q2q3 cos θ23 (10.16b)

where θ23 is the angle between q2 and q3. In the absence of dispersion,
ω = υq, and hence

cos θ23 = 2(υ2υ3/υ
2
1 )q2q3 − q2

2

{
1 − (υ2/υ1)2

}− q2
3

{
1 − (υ3/υ1)2

}
2q2q3

.

(10.17)
If all three modes belong to the same branch, υ1 = υ2 = υ3, and
cos θ23 = 1. This means that the process is allowed, but only if the
modes are collinear; but this condition ensures that the normal rate is
infinitesimal. Thus the processes Ts = Ts+Ts, Tp = Tp+Tp, L = L+L
are ruled out. In the absence of elastic anisotropy, so that the velocit-
ies of s and p polarization are equal, all processes involving transverse
modes of orthogonal polarization (e.g. Ts = Ts + Tp) are also ruled
out. In this way we can get rid of 9 of the 21 interactions depicted in
eqn (10.15). A second culling can be made by noting that if υ1 is smal-
ler than either υ2 or υ3 then cos θ > 1, which is impossible. This rules
out all processes with Ts,p on the left, and so the only allowed processes
with finite rates are (with arbitrary TA polarizations):

L = L + T L = T + T . (10.18)

These turn out also to be the only allowed umklapp processes. To see
this it is sufficient to replace q1 in eqn (10.16b) by |q1 − g|, where g
is a reciprocal lattice vector. All three vectors now lie in the first zone
and provided it is assumed that dispersion can still be neglected the
argument leading to eqn (10.18) proceeds as before.

When neither dispersion nor anisotropy is ignored the situation is
very much complicated and the interested reader is referred to the
books of Ziman (1960), Reissland (1973), and Srivastava (1990).

10.2.3. Rates for LA modes via normal processes

Let us now give a few examples of calculating rates. We begin with the
three-phonon lifetime of an LA mode associated with type 1 processes,
and suppose first of all that it is the promoting mode. The interaction
Hamiltonian (eqn (10.14)) is now

Hi = iγ�
3/2q1

21/2N1/2M1/2ω
1/2
1

(ω2ω3)1/2(e∗
q2

· e∗
q3

)δq1−q2−q3,ga−q1a+
q2

a+
q3

.

(10.19)
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With ω = υq, and noting that the annihilation operator introduces a
factor n1/2 and the creation operator a factor (n + 1)1/2, we obtain for
the absorption rate,

Wa = πγ 2
�ω1

NMυ2
L

∫ ∣∣e∗
2 · e∗

3

∣∣2ω2ω3n1(n2+1)(n3+1)δ(�ω1−�ω2−�ω3) dN

(10.20)

and it is understood that the wavevectors are governed by a Kronecker
delta. There will also be a reverse rate, We, identical to the above except
for the phonon factor, which will be (n1 + 1)n2n3. The net absorption
rate will involve

n1(n2 + 1)(n3 + 1) − (n1 + 1)n2n3 = n1(n2 + n3 + 1) − n2n3. (10.21)

We are usually interested in the rate at which a departure from ther-
modynamic equilibrium relaxes, and so we assume n2 and n3 are the
equilibrium values, which we denote n̄2 and n̄3. But at equilibrium the
net rate must be zero and thus

n̄1(n̄2 + n̄3 + 1) − n̄2n̄3 = 0. (10.22)

It follows that the relaxation rate which determines the lifetime of a
disturbance involves the following phonon factor:

n1(n̄2 + n̄3 + 1) − n̄2n̄3 − {n̄1(n̄2 + n̄3 + 1) − n̄2n̄3}
= (n1 − n̄1)(n̄2 + n̄3 + 1). (10.23)

The reciprocal lifetime is thus

1
τL

= πγ 2
�

2ω1

NMυ2
L

∫ ∣∣e∗
2 · e∗

3

∣∣2ω2ω3(n̄2 + n̄3 + 1)δ(�ω1 − �ω2 − �ω3) dN.

(10.24)
When equipartition prevails, n̄2 ≈ kBT/�ω2, n̄3 ≈ kBT/�ω3 and
n̄2 + n̄3 � 1. Putting in these approximations and exploiting
eqn (10.16a) leads to

1
τL

= πγ 2
�ω2

1kBT

NMυ2
L

∫ ∣∣e∗
2 · e∗

3

∣∣2δ(�ω1 − �ω2 − �ω3) dN. (10.25)

The delta function can be transformed to eliminate, say, ω2 and the
integration taken over mode 3. Thus, for normal processes,

υLq1 = υ2q2 + υ3q3 (10.26a)

q2
2 = q2

1 + q2
3 − 2q1q3 cos θ13. (10.26b)

This approach is convenient for L = T + T , when υ2 = υ3 = υT, for
then

q3 =
{
(υL/υT)2 − 1

}
2 {(υL/υT) − cos θ13}q1. (10.27)
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Putting dN = (V/8π3)q2
3 dq3 d(− cos θ13) dφ, performing the integra-

tions, and replacing
∣∣e∗

2 · e∗
3

∣∣2 by unity for s-polarized modes gives

1
τL

= γ 2ω4
1kBT

8πρυ2
Lυ

3
T

{
1 − (υT/υL)2

}
. (10.28)

When p-polarized TA modes are involved the polarization factor pro-
duces a more complicated angular dependence. This is also true for the
transition L = L + Tp, and for all cases in which the LA mode is the
passive rather than the promoting mode. Summing all the rates for type
1 normal processes leads to the form

1
τL1

= γ 2ω4
1kBT

8πρυ2
Lυ

3
T

FL1(υT/υL) (10.29)

where F(υT/υL) is a portmanteau function of υT/υL whose magnitude
is of order unity and which conceals the results of the integrations
of the polarization factors over the spherical angles, for arbitrary
polarizations. (Note that, typically, υT/υL ≈ 0.5.)

Type 2 processes involve the simultaneous absorption of two modes
and the creation of a third. Instead of eqn (10.21) the net absorption
rate for mode 1 is therefore

n1n2(n3 + 1) − (n1 + 1)(n2 + 1)n3 (10.30)

or with n2 and n3 taking thermodynamic equilibrium values, we end up
with the factor

(n1 − n̄1)(n̄2 − n̄3). (10.31)

The calculation for L = L + T proceeds as before and the result can
be added to eqn (10.29) to give a rate of the same form. Thus the total
rate for normal processes can be expressed as

1
τL

= γ 2ω4
1kBT

8πρυ2
Lυ

3
T

FL(υT/υL) (10.32)

where FL(υT/υL) includes the results for both types of normal process.
LA phonons emitted by non-degenerate electrons in a semicon-

ductor have wavevectors around 2 × 106 cm−1 corresponding to an-
gular frequencies around 1012 s−1. The lifetime of these phonons with
ρ ∼ 5 g cm−3, υL = 5 × 105 cm s−1, υT = 2.5 × 105 cm s−1 and γ = 2,
according to eqn (10.32), is of order 3μs, at room temperature, which is
very long and reflects the weakness of coupling of comparatively low-
frequency LA modes to the thermal bath of other phonons via normal
processes. Umklapp processes, however, prove to be stronger, provided
the temperature is not too low, as we will see.

At low temperatures when equipartition fails, type 2 processes
cannot proceed and only type 1 survives. In this situation τ−1

L ∝ ω5.
It is worth noting that our assumption of a directionally independ-

ent anharmonic effect merely simplifies the angular dependence from
one involving all three polarization vectors to one involving |e2 · e3|2
but does not affect the result other than by a numerical factor of
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order unity. In view of uncertainties attending the assumption of a
mode-independent Grüneisen constant our approach seems reasonably
sensible.

10.2.4. Rates for TA modes via normal processes

The selection rules mean that TA modes are absorbed only via type 2
processes. In the interaction T + T = L the frequencies of the modes
are of comparable magnitude and the calculation of the rates proceeds
along familiar lines, with the result which can be expressed as

1
τT

= 2γ 2ω4
1kB T

πρυ2
Lυ

3
T

FT(υT/υL) (10.33)

which is a larger rate than for LA modes, but still rather small for low-
frequency modes.

A different result is obtained for the process T + L = L because in
this case both of the LA modes can have much higher frequencies than
the frequency of the TA mode, and there is consequently a much higher
density of states available for the scattering process. With the TA mode
as the promoting mode we can write the rate as

1
τT

= πγ 2
�

2ω1

NMυ2
T

∫
| e2 · e∗

3|2ω2ω3(n̄2 − n̄3)δ(�ω1 + �ω2 − �ω3) dN

(10.34)
and

q2
3 = q2

1 + q2
2 + 2q1q2 cos θ12. (10.35)

Restricting our attention to relatively small TA frequencies we can re-
gard q1 as small compared with either q3 or q2 and approximate eqn
(10.35) as follows:

q3 ≈ q2

(
1 + q1

q2
cos θ12

)
(10.36)

and also |e2 · e∗
3|2 ≈ 1. Substituting eqn (10.36) into the delta func-

tion and integrating over the azimuthal angle and over cos θ12 reduces
eqn (10.34) to

1
τT

= γ 2
�

4πρυTυL

∫
ω2

2(n̄2 − n̄3)k2
3 dk3. (10.37)

Because both LA modes often can be much higher in frequency than
the typical TA mode involved in electron–phonon interactions we can
make the approximation

n̄2 − n̄3 ≈ ω1
dn̄3

dω3
(10.38)

and use the integration
∞∫

0

x4ex

(ex − 1)2 dx = 
(5)ζ (4) (10.39)
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where 
(z) is the gamma function and ζ (z) is Riemann’s zeta function
(ζ (4) = 1.0823). The rate is then

1
τT

= 6γ 2
�ω1(kB T)4ζ (4)

πρυTυ
4
L�4

(10.40)

which is appreciable—at room temperature, τT ≈ 10 ps. This curious
property, that only TA phonons can relax rapidly to ‘thermal’ phon-
ons, was noted first by Landau and Rumer (1937), and the interaction
described above is usually referred to as the Landau–Rumer process.

When one of the LA modes is promoting, the TA mode is
p-polarized and this introduces some angular dependence. Approxi-
mating the polarization factor in each case by its spherical average
leads to

1
τT

= 6γ 2
�ω1(kB T)4ζ (4)

πρυTυ
4
L�4

(
1 + 2

3
υT

υL

)
. (10.41)

At room temperature, τT for a mode with wavevector 2 × 106 cm−1 is
about 10 ps. This is to be compared with 3μs for an equivalent LA
mode!

At low temperatures the approximation leading to the integration in
eqn (10.39) fails. In fact n̄2 and n̄3 become negligible and the type 2
process cannot proceed and τ−1

T → 0.

10.2.5. Rates for umklapp processes

In a type 1 process a phonon converts into two other phonons, and all
the wavevectors must lie in the first Brillouin zone. Clearly, for modest
wavevector this can never be an umklapp process. However, in a type
2 process phonons of large wavevector can be created and umklapp
processes become possible (Fig. 10.3).

Adding a reciprocal lattice vector g to the wavevector of the created
mode in a type 2 process (which is always an LA mode) and ignoring
dispersion allows us to write the conservation equations as follows:

υ1q1 + υ2q2 = υL|q3 + g| (10.42a)

|q3 + g|2 = q2
1 + q2

2 + 2q1q2 cos θ12. (10.42b)

g

ZB ZB

q1

q2

q3

FIG. 10.3.
Umklapp process.
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Restricting interest once more to the lifetime of comparatively low-
frequency modes we can assume that maximum rates occur when
q2 ≈ |q3 + g| � q1, i.e. when there is a large density of final states.
Hence

|q3 + g| ≈ q2

(
1 + q1

q2
cos θ12

)
(10.43)

and therefore, approximately, q2 ≈ |q3 + g| ≈ g/2. The rate is thus

1
τ

= γ 2
�ω1

4πρυ2
pυ2

∫
|eie∗

j |2ω2ω3(n̄2 − n̄3) d(− cos θ12)q2
2 (10.44)

where the subscript p denotes the promoting mode and the polariza-
tion vector subscripts denote the passive modes. Because ω1 is small we
can use

n̄2 − n̄3 = −ω1
dn̄2

dω2
= �ω1

kBT

exp(�ω2/kBT)

{exp(�ω2/kBT) − 1}2
(10.45)

giving

1
τ

= γ 2
�

2ω2
1

4πρυ2
pkBT

(
υL

(g

2

)4 exp(�υTg/2kBT)

{exp(�υTg/2kBT) − 1}2

)

×
∫

|ei · e∗
j |2 d(cos θ12) (10.46)

and finally

1
τL

= γ 2
�

2ω2
1

4πρυ2
TkBT

(
υL

(g

2

)4 exp(�υTg/2kBT)

{exp(�υTg/2kBT) − 1}2

)
Fv(υT/υL).

(10.47)

This rate, at high temperature, is bigger than that for LA normal pro-
cesses (eqn (10.32)) by a factor (υLg/ω1)2(υL/υT), and so umklapp
processes allow LA modes to thermalize more rapidly. Rates for TA
modes can be calculated in a similar way, and are of comparable mag-
nitude, but because normal processes already give appreciable rates,
umklapp rates are not as important as for LA modes. For the latter,
with �υTg/2kBT = 1 and ω1 = 1012 s−1, TL is about 200 ps. Obviously
umklapp processes cannot proceed effectively at low temperatures.

10.2.6. Higher-order processes

The general features of third-order processes stem from the proportion-
ality of |H3|2 to ω3 and that of the density of states to ω2, thus giving a
basic rate proportional to ω5. Some of the frequencies are replaced by
kBT/�, say n of them, and so the three-phonon rate is of the general
form

1
τ

∼ ω5−n (kBT/�)n. (10.48)
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Fourth-order processes have |H4|2 proportional to ω4, and the phase-
space integrals add ω5 (volume plus surface). Thus, in this case,

1
τ

∼ ω9−n (kBT/�)n. (10.49)

Such processes actually contribute to the LA rate as significantly as
third-order normal processes, but in most cases they can be ignored,
and we will not consider them further.

LA

LA

TA

LA

ω /2

ω

ω

ω /2

LO,TO

LO,TO

q

FIG. 10.4.
Conversion of an optical phonon into
two LA modes.

10.2.7. Lifetime of optical phonons

Long-wavelength phonons decay by converting into two acoustic
modes†† LO modes can also decay into TO +

LA or TO + TA. In GaN, for example,
the process LO = LA+LA is impossible,
because energy cannot be conserved.

(Fig. 10.4). This is always a type 1 process. With the optical
phonon (LO or TO) as the promoting mode, the Hamiltonian is

H3,0 = 2

∑
r,i, j

Mωiωjuiuju0 (10.50)

where M is the mass of the unit cell. The reciprocal lifetime is therefore

1
τ0

= 2π
2
�

2

NMω0

∫
|e2 · e3|2ω2ω3(n̄2 + n̄ + 1)δ(�ω0 − �ω2 − �ω3) dN.

(10.51)

The factor of 2 appears as a consequence of the reduced mass of the
optical mode. Conservation of crystal momentum entails that

q2
0 = q2

2 + q2
3 + 2q2q3 cos θ23 (10.52)

and since q0 is small we can take q2 ≈ q3, which also implies that
ω2 ≈ ω3 ≈ ω0/2. When dispersion of the acoustic branches is taken
into account it is usually the case that energy conservation can be sat-
isfied only by LA modes. Since cos θ23 ≈ −1 we can take |e2 · e3|2 = 1.
The integrations are straightforward and we obtain, taking the optical
oscillator mass to be M/2,

1
τ0

= 
2
�ω3

0{2n(ω0/2) + 1}
32πρυ3

L

. (10.53)

The equation is the expression derived by Klemens (1966) if 
 is put

equal to
(

4
3

)1/2
γω0/υL.

When one of the LA modes is promoting, the interaction is prac-
tically ruled out for LO modes because the polarization factor is
negligible, but it survives for TO modes. For this case we can re-
place the polarization factor by its spherical average and exchange 
2

for γ 2ω2
0/4υ2

L. Thus, for TO modes, eqn (10.53) holds but with 
2 re-
placed by 
2 + γ 2ω2

0/12υ2
L, amounting to an increase over the LO

rate by a factor of roughly (1 + 1
12 ). The lifetime is typically a few

picoseconds at room temperature.
Type 2, quasi-elastic processes involving an acoustic mode are also

possible provided the dependence of ω0 on q is taken into account, but
the rates are very small.
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10.3. Scattering by imperfections

Deviations from the perfect periodicity of the crystal lattice can scat-
ter phonons by virtue of the frequency shift induced by differences in
mass and force constants. Very often the difference in force constants
can be neglected. Basically the interaction is a two-phonon process in
which an incoming phonon is absorbed and an outgoing one is created
(Fig. 10.5). From eqns (10.5) and (10.8) the perturbation is

H2 = 1
N

∑
r̄,i, j

�δωei · e∗
j exp{i(qj − qi) · r}aia

+
j (10.54)

in which we take δω = 0 except at r = 0. Crystal momentum in this
case is not conserved. The net scattering rate is

1
τ

= �V (δω)2

4π2N2

∫
|ei · e∗

j |2 δ(�ωi − �ωj)q2
j dqj d(− cos θij) dφ. (10.55)

For LA and LO modes |ei · e∗
j |2 = cos2 θij, for s-polarized TA and TO

modes |ei · e∗
j |2 = 1, and for p-polarized TA and TO modes |ei · e∗

j |2 =
sin2 θij. Introduction of the group velocity, υgj = dωj/dqj allows us to
recast eqn (10.55) as follows:

1
τ

= V (δω)2q2

2πN2υg

∫
|ei · ej|2d(− cos θij) (10.56)

where V is the volume of the cavity.
Let us suppose that scattering sites are scattered randomly so that in

fact we have an alloy of the chemical form AxB1−x. The mean square
perturbation on each site is therefore

〈δω〉2 = (�ωAB)2x(1 − x) (10.57)

and so, taking 2
3 for the integral, and with V0 equal to the volume of a

unit cell,

1
τ

= �ω2
ABq2V0x(1 − x)

3πυg
. (10.58)

This equation describes alloy scattering as well as dilute impurity scat-
tering. Thus, �ωAB is the difference of frequencies between the two

ΔM

FIG. 10.5.
Elastic scattering from an imperfection
with mass difference �M.
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pure materials in an alloy, and it is related to a small mass differ-
ence δM in the case of impurity or isotope scattering according to
(�ωAB)2 = ω2(δM/2M)2.

A momentum-relaxation rate can be defined in the usual way for
elastic collisions by weighting the integral in eqn (10.56) by the factor
(1 − cos θij), but because the scattering is random the factor averages
to unity. There is no distinction between scattering and momentum-
relaxation rates.

In the case of acoustic modes scattering off isolated imperfections
whose density is NI, eqn (10.58) is

1
τ

= (δM/2M)2V2
0ω

4NI

3πυ3
L,T

(10.59)

which has the characteristic frequency dependence of Rayleigh scat-
tering. For optical modes the group velocity is not, as in the case of
dispersionless acoustic modes, equal to the phase velocity. Taking a
quadratic dependence of frequency on wavevector near the zone centre,
namely

ω2
0 = ω2

0 − υ2q2 (10.60)

where υ is of order of the acoustic velocity, we get

υg = υ2q/ω0 (10.61)

and hence

1
τ

= (δM/2M)2V2
0ω

3
0qNI

3πυ2
. (10.62)

This rate is much bigger than that for an acoustic mode of similar
wavevector, but even so it is small compared with the reciprocal lifetime
of an optical phonon for impurity concentrations of order 1018 cm−3

and less. Substantial rates (Á 1011 s−1) generally require the large con-
centrations found in alloys or associated with isotopes, but large rates
can also occur in the presence of impurity clusters. Clustering, in fact,
can increase the rate by a factor equal to the number of atoms in the
cluster.

Apart from mass and force-constant differences introduced by im-
purities one might think that there may be effects associated with
the strain caused by the disparity in radii. A static displacement field
surrounding the impurity is of the form (Love 1927, Landau and
Lifshitz 1986)

u(r) = Ar + B

r2 (10.63)

provided the effect of the impurity is like applying hydrostatic pressure
to a spherical surface around the impurity. This field has the property
div u = 3A, i.e. its divergence is a constant everywhere, which means
the volume change is constant everywhere. Consequently this can have
no effect on travelling elastic waves.
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10.4. Scattering by charged impurities

An interaction quite different from the anharmonic interaction can
occur in polar materials when the imperfection carries a charge and
the phonon is an LO phonon (Fig. 10.6). Scattering occurs in a way
analogous to the electron–LO phonon case, i.e. via the Fröhlich inter-
action (Ridley and Gupta 1991). The charge on the unit cell containing
the impurity is the sum of the basic impurity charge, Ze, and the surface
charge associated with the surrounding polarization, that is,

eI = Ze + es. (10.64)

Taking a spherical cavity of radius r0 we can write the surface charge as
es = 4πr2

0σs where σs is the surface density of charge. Standard theory
equates this to −P, where P is the normal component of the polar-
ization. Now P is related to the electric displacement D in the usual
way, i.e. D = ε0E + P, and D = Ze/4πr2, E = Ze/4πεsr

2, where
εs is the static permittivity. Thus P = (Ze/4πr2)(1 − ε0/εs) and hence
es = −Ze(1 − ε0/εs), and it follows that

eI = Ze(ε0/εs). (10.65)

Since ∇ · P = 0, there is no bulk charge in the surrounding medium and
so the interaction energy is simply eIφ, where φ is the scalar potential
associated with the LO mode, namely,

φ = ie∗u

V0ε0qN1/2
(10.66)

where e∗ is the Callen effective charge (see Section 3.5).
The rate, to first order, is zero, because we assume that no energy can

be transferred to the impurity. An elastic scattering process is allowed
only in second order, thus

Ze

FIG. 10.6.
Fröhlich scattering from charged
impurity and from surrounding
polarization.
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1
π

= 2π
�

∫ ∑
n

∣∣∣∣ 〈 f| eIφ| n〉 〈n| eIφ|i〉
Ei − En

∣∣∣∣
2

δ(Ef − EI) dNf. (10.67)

The initial state contains our LO mode of wavevector q, the intermedi-
ate state corresponds to the phonon being absorbed, and the final state
contains an emitted LO phonon of wavevector q′. For a density NI of
charged impurities the scattering rate is

1
τ

= (Ze)4ωNI

4π(εs/ε0)4�2υ2q3

(
1
ε∞

− 1
εs

)2

. (10.68)

As usual for polar interactions, the rate diverges at q → 0. This di-
vergence disappears in the presence of screening electrons. For GaAs
with Z = 1 and q = 2 × 106 cm−1 (the typical wavevector involved
in electron–LO interactions) the rate is about 10−7NI s−1, NI in cm−3.
Compared with the electron-scattering rate this is small, but compared
with the LO phonon lifetime it is appreciable when NI Á 1018 cm−3.
However, the rate increases rapidly as q diminishes.

A similar interaction will be present for piezoelectric modes, but the
effect is likely to be much weaker.

Associated with the polarization is a displacement field surrounding
the impurity. The total polarization has electronic and ionic compon-
ents, the electronic part being (Ze/4πr2)(1 − ε0/ε∞). Thus the ionic
component is (Ze/4πr2) (ε0/ε∞ − ε0/εs), where ε∞, εs are the high-
frequency and static permittivities, and since this is related to the
relative ionic displacement via e∗u(r)/V0 (see Section 3.5), we have a
displacement field given by

u(r) = (ZeV0/4πr2e∗)(ε0/ε∞ − ε0/εs). (10.69)

This field promotes an anharmonic interaction via a radially varying
frequency shift δω/ω = 
u(r) which gives rise to first-order elastic scat-
tering with the Hamiltonian given by eqn (10.54). Carrying out the sum
over the lattice sites reduces the Hamiltonian to

H2 = πZe
�ω0

2e∗N
∣∣qj − qi

∣∣ (ε0/ε∞ − ε0/εs) cos θ aia
+
j

(10.70)

where qi, qj are the incident and scattered wavevectors and θ is the
scattering angle. Attempting to compute the rate in the usual way we
run into a familiar problem—associated with coulombic fields—that is,
the rate is infinite because of the preponderance of small-angle scatter-
ing. This problem was encountered in the context of charged-impurity
scattering of electrons, and the discussion of Section 4.2 is immedi-
ately relevant. Fortunately, the situation here is not as severe because
the rate involves |qj − qi|−2 rather than |qj − qi|−4. The divergence
can be removed by weighting the rate by the factor (1 − cos θ), since
|qj − qi|2 = 2q2(1 − cos θ), and so using eqn (3.150) to substitute for
e∗, and assuming a quadratic form for the dispersion (eqn (10.60)), we
obtain a momentum relaxation rate given by

1
τm

= πZ2e2
2ωNI

24ε0ρυ
2q

(ε0/ε∞ − ε0/εs). (10.71)
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For GaAs with Z = 1 and q = 2 × 106 cm−1, τ−1
m = 5.7 × 10−9NI s−1,

NI in cm−3, which is an order of magnitude less than the direct Fröhlich
rate. This rate will be sensitive to screening by free carriers and by
statistical screening (Section 4.2.4). The anharmonic interaction also
allows TO modes to be scattered by charged impurities.

10.5. Scattering by electrons

The interaction of phonons with electrons and holes has been described
in Chapter 3, with specific rates derived from the point of view of the
electron. To obtain the equivalent rates for a phonon it is only necessary
to integrate over the electron population, including spin degeneracy,
instead of over phonon states, taking into account energy and mo-
mentum conservation. Here we will limit ourselves to quoting the result
for the unscreened Fröhlich interaction (Section 3.5), which is

dn(q)
dt

= 1
2τ0

(
�ω

E3
q

)1/2
⎛
⎜⎝

∞∫
E1

f (E){1 − f (E − �ω)} dE − n(q)

×
E1∫

E1−�ω

f (E){1 − f (E + �ω)}δE

⎞
⎟⎠

(10.72)

where τ0 is the characteristic time-constant for LO-phonon emission,
given by

1
τ0

= e2ω

2π�

(
m∗

2�ω

)1/2 ( 1
ε∞

− 1
εs

)
(10.73a)

and

Eq = �
2q2

2m∗ E1 = (�ω + Eq)2

4Eq
(10.73b)

and f (E) is the distribution function for electrons. When the latter is a
Maxwellian characterized by an electron temperature Te we obtain

dn(q)
dt

= 1
2τ0

(
�ω

E3
q

)1/2
nkBTe

Nc
exp(−E1/kBTe)

× [1 + n(q){1 − exp(�ω/kBTe)}] (10.74)

where n is the carrier density and Nc is the effective density of
states. At low temperatures (kBTe 
 �ω) this rate maximizes when
Eq = �ω. Note that when the phonon occupation number, n(q), is given
by the Bose–Einstein expression for a temperature Te, the rate vanishes.
Equation (10.72) is used in the description of hot-phonon effects in a
polar semiconductor. As in the case of the Fröhlich interaction with
charged impurities (eqn (10.68)) the basic rate is inversely proportional
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FIG. 10.7.
LO phonon emission rate (arbitrary
units) from a non-degenerate electron
gas as a function of wavevector.

to the cube of the wavevector. Figure 10.7 shows the dependence on
wavevector of the rate in eqn (10.74).

(a)  Specular

(b)  Rough

(c)  Mode conversion

FIG. 10.8.
Boundary scattering.

10.6. Other scattering mechanisms

In doped semiconductors phonons can interact with electrons bound in
impurity levels in three ways. The phonon can be scattered elastically
in a second-order process analogous to that discussed in Section 10.4,
say via the deformation potential. Inelastic scattering may occur ac-
companied by a transition of an electron from one state to another—
another second-order process. The phonon can interact with a second
phonon as well as the electron in the impurity. The interaction can
be particularly strong in the case of magnetic impurities such as Fe2+
which have a spread of levels allowing resonant phonon scattering to
occur. The same is true of molecular impurities which can have vibra-
tional levels which can interact resonantly with microwave phonons.
One-phonon resonance rates are of the form

1
τ

∝ 


(ω − ω0)2 + 
2
(10.75)

where 
 is the level width and �ω0 is the energy separation of the
levels.

In the purest materials at low temperatures scattering is eventu-
ally determined by boundary scattering (Fig. 10.8). The efficacy of
boundary scattering depends upon the particular properties of the
surfaces—essentially how rough they are, a measure of which is not
easy to obtain and in any case it will depend upon wavelength. Specular
reflections do not count. However, boundary conditions, such as the
requirement that a free surface is stress free, entail the phenomenon
of mode conversion in which, say, an LA mode incident on a per-
fect surface triggers a TA mode, as well as reflecting non-specularly.
This combination of surface roughness and mode conversion makes
the detailed treatment of boundary scattering somewhat involved. The
problem is often bypassed by simply equating the phonon mean free
path to a suitable dimension of the specimen.
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Dislocations induce elastic strain fields each of which have the
approximate form

S(r) = b

2πr

{
sin θ
cos θ

}
(10.76)

where b is the Burgers vector, and induce frequency shifts according
to δω/ω = γS(r). Computation of the first-order scattering rates for
acoustic modes runs into the same difficulty as we have in Section 10.4
in that the rate diverges as |qj − qi|2, which forces us to look at the
momentum-relaxation rate. This is of the form

1
τm

= Cb2ωNd (10.77)

where Nd is the areal density of dislocations and C is a numerical con-
stant. Note that this simple formula arises only by virtue (if it is a
virtue) of neglecting the differences between edge and screw disloca-
tions, between dilatation and shear strains, and between LA and TA
phonons. It also neglects the fact that at the core of the dislocation
the atomic displacements are so large that they fall outside of elasti-
city theory. Core effects might be expected to add a rate of the form
(Ziman 1960)

1
τm

= C′υa(qa)3Nd (10.78)

where a is the core radius.
Stacking faults and grain boundaries also scatter phonons but are

not likely to be present in experiments on semiconductor physics,
given the remarkably high quality of crystals which are typically
thought worth studying.
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Quantum transport11
11.1. The density matrix

In practice, by far the majority of cases encountered are describable in
terms of so-called ‘pure’ quantum states. Hitherto, in our description of
scattering processes we have assumed that the electron begins in a well-
defined initial state and ends up in an equally well-defined final state,
and that the scattering process conserves energy and crystal momentum
and occurs at a rate given by Fermi’s Golden Rule. The transition
rates involved Planck’s constant, which made them quantum-theoretic,
but otherwise the processes were basically classical, involving well-
defined dynamic states. Such states can only be approximations to
true quantum states, and we need to understand what their validity
is. Moreover, for the most part we have focused on individual events
and ignored the behaviour of populations. But we seldom observe in-
dividual events. We measure, for example, the electrical resistance of
a piece of semiconductor that contains anything between, typically,
1010 and 1020 electrons or holes per cubic centimetre. These are huge
numbers, implying huge numbers of dynamical states among which the
carriers are distributed. As we can never know precisely the dynamic
state of each particle, we need to resort to the concepts of statistical
physics in order to describe the observable properties of the system.
It is therefore necessary to incorporate both quantum and statistical
concepts into our description of semiconductor physics. This can be
achieved via the concept of the density matrix.

A comprehensive treatment involving many-body effects is beyond
the scope of this book. Here we limit our account to the description
of systems that can be reasonably well described in terms of single-
particle states. A convenient shorthand for these states is the bra and
ket notation, so that the Schrödinger equation can be written

i�|α̇〉 = H|α〉,
−i�〈α̇| = 〈α|H. (11.1)

The state |α〉 can be taken to be a member of a normalized, orthonor-
mal set that may describe, for example, the electronic eigenstates of a
simple two-level system or, at the other extreme, the Bloch states of a
conduction band.

We can introduce a statistical element by relating the probability of
occupation, fα, of the state |α〉 to pα, where

pα = 〈α| fα|α〉. (11.2)
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Obviously, in this case p and f are identical: p is the expectation value
of the probability of occupation. This is fine for pure states, but it is
a formalism that cannot deal with mixed states; i.e. when the elec-
tron in some non-classical sense occupies two states at once. In such
a case we have to generalize the concept of occupation probability as
the expectation value of some probability operator:

pα′α = 〈α′|ραα′ |α〉. (11.3)

This probability operator is what we call the single-particle density
matrix element, and we define it as follows:

ραα′ = |α〉fα′α〈α′|. (11.4)

The diagonal terms in this matrix give the occupation probabilities,
but what do the non-diagonal terms mean? These are non-classical
quantities whose nearest classical referents are the dipole moments
associated with electrons oscillating between two states. They can be ex-
pected to assume importance at very short time intervals during which
states couple coherently, and before that coherence is destroyed by per-
turbations within the system or by interactions with the rest of the
universe.

The Schrödinger equation defines the time dependence:

i�ρ̇αα′ = Hραα′ − ραα′H (11.5)

with, in general, H = H0 + H1, where H0 is a time-independent
Hamiltonian and H1 is a perturbation. Note that in the absence of any
perturbation the states can be depicted by |k〉 and

i�ρ̇kk′ = H0|k〉fk′k〈k′| − |k〉fk′k〈k′|H0

= Ek|k〉 fk′k〈k′| − |k〉fk′k〈k′|Ek′ ,

i�〈k′|ρ̇kk′ |k〉 = Ek fk′kδk′k − fk′k Ek′δk′k = 0 (11.6)

where Ek and Ek′ are eigenvalues of the unperturbed system. Further-
more,

〈k′|ρkk′ |k〉 = 〈k′|k〉 fk′k〈k′|k〉 = fk′kδk′k (11.7)

i.e. the density matrix reduces to its diagonal terms. At this point, a
connection can be made with the electron density:

n = 1
�

∑
k

fk = 1
�

∑
k

〈k′|ρkk′ |k〉 (11.8)

where � is the cavity volume.
Now consider the case when there exists a perturbation H1 such that

H1 
 H0. We expand the perturbed states in terms of the unperturbed
states (labelled r):

|α〉 =
∑

r

|r〉〈α|r〉 (11.9)

and put

ραα′ = ρ0αα′ + ρ1αα′ , ρ1αα′ 
 ρ0αα′ . (11.10)
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It is straightforward to show, and the reader may care to verify, that the
equation of motion for expectation values becomes

i�〈k′|ρ̇1kk′ |k〉 = ( fk − fk′)〈k′|H1|k〉 + (Ek′ − Ek)〈k′|ρ1kk′ |k〉
+
∑

r

[〈k′|H1| r〉〈r|ρ1kr|k〉 − 〈k′|ρ1kr|r〉〈r|H1|k〉].
(11.11)

Note that the sum consists of second-order terms. These are important
to retain, because for k′ = k the first-order terms vanish. Equation
(11.11) can therefore be decomposed into two equations, one for the
off-diagonal elements and one for the diagonal elements:

i�〈k′|ρ̇1kk′ |k〉≈ ( fk − fk′)〈k′| H1|k〉 + (Ek′ − Ek)〈k′|ρ1kk′ |k〉, k′ 	= k

i�〈k′|ρ̇1kk|k〉 =
∑

r

[〈k|H1| r〉〈r|ρ1kr|k〉 − 〈k|ρ1kr|r〉〈r|H1|k〉]. (11.12)

The first of these equations describes the rate of change of the polariz-
ation of the electron population—a first-order effect—while the second
describes the rate of change of occupancy—a second-order effect. The
first response to a perturbation is therefore a mixing of states, which
manifests itself in a polarization of the electron gas. Transitions from
one state to another, the sort of scattering that we have been mostly
concerned with, is a much weaker affair.

11.2. Screening

We gave an outline of the dielectric response of an electron gas in
Section 9.5. Here we use the single-particle density-matrix approach
to derive the Lindhard function.

Consider a model perturbation of the form

H1 = 2V0eδt cos(ωt + φ)

= eδt (Veiωt + V∗e−iωt). (11.13)

The polarization or, in other words, the dielectric response, of the
system is obtained from the first of eqn (11.12) and is given by

〈k′|ρ1kk′ |k〉 = ( fk′ − fk)eδt

[
〈k′|V |k〉eiωt

�ωk′k + �ω − i�δ
+ 〈k′|V∗|k〉e−iωt

�ωk′k − �ω − i�δ

]

(11.14)

where �ωk′k = Ek′ − Ek. We can relate this to a perturbation of the
electron density as follows:

n1 = 1
�

∑
k′k

〈k′|ρ1kk′ |k〉. (11.15)

If we imagine that there exists a fixed background positive charge that
keeps the system neutral in the absence of the perturbation, this dis-
turbance in the electron density gives rise to a space charge density
and hence to a screening potential energy Vs related through Poisson’s
equation:
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∇2 Vs = −e2n1

ε
(11.16)

where ε is the permittivity of the lattice. If V0 is the unscreened
perturbation, we have

V = V0 + Vs (11.17)

where Vs is linearly dependent on V .
We now specialize to the important case when the unperturbed states

are the Bloch functions of the conduction band of a semiconductor.
Making a Fourier expansion of the perturbation leads to a connection
of states through the conservation of crystal momentum:

V =
∑

q

V (q)eiq·r,

〈k′|V |k〉 = Vk+q,k(q). (11.18)

Also

Vs(q) = e2n1(q)
εq2

(11.19)

and hence, at t = 0,

Vk+q,k(q) = V0,k+q,k(q)
ε(ω, q)/ε

,

ε(ω, q)
ε

= 1 − e2

εq2�

∑
k

f k+q − f k

Ek+q − Ek − �ω − i�δ
(11.20)

which is the Lindhard expression used in eqn (9.43).
This can be evaluated with δ → 0 using

1
z − δ

δ→0−−→ P

(
1
z

)
+ iπδ(z) (11.21)

where P stands for the principal part, and the dielectric function has a
real and an imaginary component:

ε(ω, q) = ε1(ω, q) + iε2(ω, q),

ε1(ω, q)
ε

= 1 − e2

εq2�

∑
k

f k+q − f k

Ek+q − Ek − �ω
, (11.22)

ε2(ω, q)
ε

= − πe2

εq2�

∑
k

(
f k+q − fk

)
δ
(
Ek+q − Ek − �ω

)
.

In general, the temperature dependence of these components pre-
cludes expressing them in simple analytical form; however, an inform-
ative analytical expression for the real part can be obtained for the case
of a degenerate gas at T = 0 K:
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ε1(ω, q)
ε

= 1 + e2N(EF)

2εq2

{
1 − 1

4η3

[{
γ 2 − (1 − 2γ )η2 + η4

}

ln

∣∣∣∣∣η + η2 + γ

η − η2 − γ

∣∣∣∣∣ +
{
γ 2 − (1 + 2γ )η2 + η4

}
ln

∣∣∣∣∣η + η2 − γ

η − η2 + γ

∣∣∣∣∣
]}

(11.23)

where N(EF) is the density of states at the Fermi level, η = q/2kF, kF
is the Fermi wavevector, and γ = �ω/4EF. For slowly varying or static
potentials γ → 0 and

ε1(0, q)
ε

= 1 + e2N(EF)
2εq2

[
1 +

(
kF

q
− q

4kF

)
ln

∣∣∣∣∣1 + (
q
/

2kF
)

1 − (
q
/

2kF
)
∣∣∣∣∣
]

.

(11.24)

This has the long-wavelength limit:

ε1(0, q)
ε

= 1 + q2
0

q2
, q2

0 = e2N(EF)
ε

. (11.25)

where q0 is the reciprocal of the Thomas–Fermi screening length. On
the other hand, for ω finite, the long-wavelength result is (after carefully
expanding the logarithms)

ε(ω, 0)
ε

= 1 − ω2
p

ω2
, ω2

p = e2n

εm∗ (11.26)

from which it may be seen that the dielectric function vanishes when
ω = ωp, the plasma frequency.

For a non-degenerate electron gas at finite temperatures, the cal-
culation of the dielectric response function is much more difficult.
The distribution function in eqn (11.20) can be taken to be the usual
Maxwell–Boltzmann form and the dielectric function for electrons in a
spherical, parabolic band can be expressed in the following terms:

ε(ω, q)
ε

= 1 − e2m∗

4π2ε�q3λ
π1/2 [Z(A+) − Z(A−)] (11.27)

where λ = (�2/2m∗kBT) and Z(w) is the plasma dispersion function:

Z(w) = 1√
π

∞∫
−∞

e−t2

t − w
dt. (11.28)

The complex arguments of Z are given by

A± = λ1/2
(

m∗ω
�q

± q

2
+ iδ

)
. (11.29)

The properties of Z(w) have been explored in depth (Fried and
Conte 1961). In numerical work Z(w) is usually taken to be adequately
represented by a so-called Padé approximant, which consists of a ratio
of two polynomials:
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Z(w) ≈ p0 + p1w

1 + q1w + q2w2
. (11.30)

The trick is to choose the coefficients p0, p1, q1, and q2 to match the
properties of the exact function as closely as possible. One such choice
which has been shown to give good results (Lowe and Barker 1985) is

Z(w) = i
√
π + (π − 2)w

1 − i
√
πw − (π − 2)w2

. (11.31)

Screening is basically a coherent process in which no energy is ex-
changed between the perturbing field and the system. However, the
appearance of an imaginary component in the dielectric response alerts
us to the inevitability of incoherent processes entering. The strength of
these processes is usually fairly weak, so screening is not materially af-
fected. Before looking at the rate at which incoherent processes occur
it is useful to remain in a state of quantum-coherent bliss in order to
briefly study the important case of the two-level system.

11.3. The two-level system

Consider two levels, labelled a and b, with equal probabilities of oc-
cupancy in the unperturbed state. (This will ensure that the system
remains coherently connected to the perturbation.) Equation (11.12)
becomes

i�〈b|ρ̇1ab|a〉 = �ωba〈b|ρ1ab|a〉
i�〈a|ρ̇1aa|a〉 = 〈a|H1|b〉〈b|ρ1ab|a〉 − 〈a|ρ1ba|b〉〈b|H1|a〉 (11.32)

with a pair of similar equations with a and b interchanged. Converting
the density matrix elements back into probability amplitudes ca and cb,
i.e. 〈b|ρ1ab|a〉 = cac∗

b , and taking the perturbation to be of the form

H1 = Veiωt + V∗e−iωt (11.33)

we obtain

〈b|ρab|a〉 = cac∗
be−iωbat

〈b|ρaa|a〉 = − 1
�

{
Vbacac∗

b

(
ei(ω−ωba)t − 1

)+ V∗
abcbc∗

a

(
e−i(ω−ωba)t − 1

)
ω − ωba

− Vbacbc∗
a

(
ei(ω+ωba)t − 1

)+ V∗
abcac∗

b

(
e−i(ω+ωba)t − 1

)
ω + ωba

}
.

(11.34)

We now suppose that a is the state with the lower energy, so that ωba

is positive. At and near the resonant condition ω = ωba we need retain
only the first term in the bracket, a choice known as the rotating-
wave approximation, the name deriving from the study of magnetic
resonance in which one component of the perturbation stays in phase
with the Larmor precession. Thus
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i�
(
ċac∗

a + caċ∗
a

) = Vbacac∗
bei(ω−ωba)t − V∗

bacbc∗
ae−i(ω−ωba)t

= Vbacac∗
b − V∗

abcbc∗
a, ω = ωba. (11.35)

From this and the equivalent equation for level b we can deduce that

i�ċa = −V∗
abcb

i�ċb = −Vabca (11.36)

with equivalent expressions for the complex conjugates. The equation
of motion for the occupation probability is therefore

c̈a = −|Vab|2
�2

ca = −1
4
ω2

Rca

ω2
R = 4

|Vab|2
�2

= |H1ab|2
�2

(11.37)

where ωR is the Rabi frequency, after Rabi (1937). What this means is
that the occupation of the levels oscillates at a frequency determined by
the strength of the perturbation. Thus, if ca = 1 at t = 0,

ca = cos
(

1
2
ωRt

)
, cb = i sin

(
1
2
ωRt

)

|ca|2 = 1
2
(1 + cosωRt) , |cb|2 = 1

2
(1 − cosωRt) .

(11.38)

A resonant perturbative pulse that lasts for a time t such that
ωRt = π/2—called a π/2-pulse—produces a mixed state; a π-pulse
flips the occupancy.

Two-level systems are of interest to the fields of quantum inform-
ation, quantum cryptography, quantum teleportation, and quantum
computing, where they are known as qubits. Manipulation is effected
by using π/2- and π-pulses, but such manipulation is severely restric-
ted to times less than the decoherence time. Decoherence occurs via the
interaction with the system’s surroundings; for example, via collisions
with photons, phonons’ or other electrons. As a result, information
about phase is irretrievably lost.

11.4. Fermi’s Golden Rule

To quantify the rate of decoherence we return to eqn (11.12).
Substituting from eqn (11.14) into the second equation of eqn (11.12),
and dispensing with second harmonic components that give negligible
amplitude on integration, we obtain

i� 〈k |ρ̇1kk| k〉
=
∑

k′

(
f k′ − fk

)∣∣Vk′k
∣∣2{ 1

�ωk′k +�ω− i�δ
+ 1

�ωk′k −�ω− i�δ

− 1
�ωk′k −�ω+ i�δ

− 1
�ωk′k +�ω+ i�δ

}
eδt.

(11.39)
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In the limit δ → 0, we can use eqn (11.21) to obtain

〈k|ρ̇1kk|k〉= 2π
�

∑
k′

(
f k′ − fk

) ∣∣Vk′k
∣∣2 {δ(�ωk′k−�ω

)+ δ
(
�ωk′k + �ω

)}
(11.40)

which is Fermi’s Golden Rule (Fermi 1950). It quantifies the rate
at which the occupation of the state k changes through transitions
involving all other states in the system for which energy is conserved.

The symbol δ has been used as a mathematical convenience. The un-
derlying assumption has been that the perturbation switches on at t = 0
and (with δ → 0) stays on for ever. But in reality, other collisions occur
so any one interaction, if it is to have individuality, can have only a lim-
ited duration. A more physically meaningful time dependence would
be to replace δ with −
, so that the interaction switches on at t = 0
and decays exponentially with a time constant equal to 
−1. But this
means that we cannot use eqn (11.21). Instead, we must replace the
delta function by a Lorentzian:

δ
(
�ωk′k ± �ω

) → 1
π

�
(
�ωk′k ± �ω

)2 + �2
2
. (11.41)

Energy conservation becomes somewhat fuzzy.
It is clear that Fermi’s Golden Rule will work only if 
 is very small.

If 
−1 is interpreted as being of order of the time between collisions,
tc, the condition is that it must be much longer than the duration, td,
of the collision. A collision duration time can be defined as the time
required for the effect of the energy uncertainty on the squared matrix
element, �

(
= ∣∣Vk′k

∣∣2), to be small. This puts the focus on the energy

dependence of �. Thus, if �0 is the squared matrix element for the case
of perfect energy conservation, the value of � when there is an energy
uncertainty of �E is

� = �0 + d�
dE

�E = �0

(
1 + 1

�0

d�
dE

�E

)
. (11.42)

The expansion assumes that the variation with energy is not large. The
uncertainty in the energy will not matter provided that the second term
in the brackets is much smaller than unity. The Uncertainty Principle
can be invoked to estimate the uncertainty in the energy within the av-
erage time between collisions, i.e. �E ≈ �/tc. The Fermi Golden Rule
will be valid provided that

tc � td, td = �
d ln�

dE
(11.43)

where we have identified an expression for the collision duration time.
This is the expression quoted in eqn (3.2). It turns out that the
condition in eqn (11.43) is usually well-satisfied.
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11.5. Wannier–Stark states

One of the most important interactions experienced by electrons in a
semiconductor is with a uniform electric field associated with either an
applied voltage or a long electromagnetic wave. In order to describe
the quantum theory of this interaction, we must choose an appropriate
gauge to describe the modification to the electron Hamiltonian brought
about by the electric field. There are two obvious choices, either (1) to
modify the kinetics via a vector potential A, with φ, the scalar poten-
tial, equal to zero and ∇ · A = 0, or (2) to modify the potential energy
via a scalar potential with A = 0. We have already described the latter
approach in Section 2.2, regarding the scalar potential as a perturb-
ation. We will first adopt the kinetic approach, especially as this will
apply to all field strengths.

The electric field is described in terms of a time-dependent vector
potential:

F = −dA
dt

(11.44)

and the Schrödinger equation is{
1

2m
(p − eA(t))2 + V (r)

}
�n(r, t) = En�n(r, t). (11.45)

Here m is the free-electron mass, V (r) is the periodic potential of the
lattice and n is a band index. This equation actually has an exact
solution:

�n(r, t) = �n(r)ei(e/�)A(t)·r

{
− �

2

2m
∇2 + V (r)

}
�n(r) = En�n(r).

(11.46)

This shows that the field does not affect the band structure, but merely
adds a phase to the Bloch function. The Bloch function for, say, the
conduction band, has its usual periodic form:

�k = uk(r)eik·r. (11.47)

In this formulation k is a good quantum number, independent of the
electric field, but it is now associated with the total momentum p.
However, the velocity of the electron is given by

v = ∇pH = {p − eA(t)}/m. (11.48)

An electron remaining in the state p0 will appear to move as if it had
made the transition from a field-free state k0 to a field-free state k
given by

k = k0 − eA(t)/�

∴ k̇ = eF/�.
(11.49)

This is the acceleration theorem, and it is clearly true for all
field strengths. It predicts that unfettered motion of the electron in
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a conduction band will result in Bloch oscillations as described in
Section 2.3 provided that the tunnelling probability to other bands
is reasonably small. This in turn implies that the electron becomes
localized about a particular unit cell in a Wannier–Stark state whose
wavefunction will be a combination of time-dependent, free-field,
Bloch states:

�(r, t) =
∑
nk0

cnk0�nk(t)(r) exp

⎧⎨
⎩−(i/�)

t∫
t0

Enk(t′) dt′
⎫⎬
⎭ (11.50)

where k0 = k(t0). For fields low enough for Zener tunnelling to
other bands to be negligible, a Wannier–Stark (W–S) wavefunction
for the Bloch oscillation state in a given band can be obtained from
eqn (11.50) for an eigenvalue Ek⊥n by distinguishing motion parallel
and perpendicular to the field:

k = (
k⊥, k‖

)
, Ek = Ek⊥ + Ek‖(t) (11.51)

converting time dependence to k‖ dependence and solving for the ck:

ψk⊥n(r) = a

2π

+π/a∫
−π/a

�k⊥,k‖ (r) exp

⎧⎪⎨
⎪⎩

−i
eF

k‖∫
0

(
Ek⊥k′‖ − Ek⊥n

)
dk′‖

⎫⎪⎬
⎪⎭dk‖

(11.52)
where n now labels the W–S state in the ladder of states each separated
from its neighbour by the energy eFa, where a is the lattice constant:

Ek⊥n = Ek⊥0 + neFa. (11.53)

To the best of the author’s knowledge, Wannier–Stark states have
never been observed in bulk material. There are perfectly good reasons
why this is the case, not least is the stringent condition on the scattering
time τ :

ωBτ � 1, ωB = eFa/� (11.54)

where ωB is the Bloch angular frequency (see Section 2.3). The neces-
sity for the field to be very high means that electrical breakdown is
not avoidable in most semiconductors. The increasing purity of wide-
band gap materials such as AlN, GaN, ZnO, ZnS, and so on may allow
W–S states to be observed. At the time of writing they have been ob-
served only in the miniband of a semiconductor superlattice. A good
account of this and related topics can be found in the book edited by
Schöll (1998).

11.6. The intracollisional field effect

As discussed in Section 11.4, the duration of a collision is usually short
compared with the period between collisions. Nevertheless, we have just
seen that in the presence of an electric field the field-free Bloch func-
tions become time-dependent, so that during a collision the initial and
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final states are not constant. The influence of this on the scattering rate
is known as the intracollisional field effect.

There are two significant changes induced by the presence of a field.
One is a change of energy of the electron during the collision which,
for example, may enable an electron to emit an optical phonon or
transfer to an upper valley even though its initial energy was too low.
The second is that, inevitably, energy conservation becomes fuzzy. As
a result, the energy-conserving delta function in the expression for the
transition rate must be replaced by

δ(�ωk′k ± �ω) → 1
π

�
(
Ek′⊥,k′‖+eFtd/�

− Ek⊥,k‖+eFtd/� ± �ω
)2 + �2
2

�
 = eF
(
υ ′ − υ

)
‖ td

∴ 
 = eF
(

k′‖ − k‖
)

td. (11.55)

Alternatively, one may use Wannier–Stark wavefunctions instead of
time-dependent Bloch functions, in which case the intracollisional field
effect would be automatically accounted for.

If it is supposed that td ≈ 10−15 s it would require fields of at least
1 MV/cm for there to be significant effects.

11.7. The semi-classical approximation

The physics of phenomena with characteristic time scales much longer
than the decoherence times of the underlying quantum phenomena can
be very satisfactorily dealt with using the concept of long-lived pure
states. Mixed states can be ignored and the Fermi Golden Rule, ac-
commodating level broadening if necessary, can be used to describe
interactions in which the collision duration time is much shorter than
the average time between collisions. The common feature that is re-
tained (common at any rate in our random-phase, one-particle theory,
described in the previous sections) is the statistical nature of the de-
scription involving the Markovian approximation that collisions are
uncorrelated. It is also assumed that only binary collisions occur.

One advantage that these simplifications afford is that spatially non-
uniform systems can readily be treated, provided that the distribution
function does not vary too rapidly over an electron wavelength.
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Semi-classical transport 12
12.1. The Boltzmann equation

As we have seen in Chapter 11, a comprehensive account of the re-
sponse of electrons in semiconductors to external fields has to take into
account their quantum nature. This is particularly necessary in order to
describe phenomena at ultrashort length and time scales and high field
strengths, when the electron cannot be regarded as being in an eigen-
state of the unperturbed crystal, and when the effects of the uncertainty
principle blur momentum and energy conservation. There is, however,
a vast range of conditions over which the behaviour of electrons can be
treated semi-classically, quantum effects entering only through band
structure and through scattering, and this is what we will assume in
what follows. This means that we can take the electron to be in one
of the Bloch states of the conduction band with a well-defined energy,
E, and a well-defined wavevector, k, as we have done throughout the
book, and we can exploit all the scattering rates discussed in previous
chapters.

What we have to do that is different is to take account of the fact that
in all experiments involving bulk material, typically, a large number of
electrons is involved and only average quantities are ever measured.
Statistics therefore enters. Electrons move between states in response
to applied fields and scattering mechanisms, and it is necessary to
have a book-keeping operation to follow the net occupancy of states.
The Boltzmann equation provides just such a book-keeping opera-
tion. If f (k) is the probability that the state is occupied, then its rate
of change with time is determined by a conventional continuity equa-
tion consisting of a volume rate and a divergence of a probability
current:

∂f (k)
∂t

=
[
∂f (k)
∂t

]
vol

− ∇ · (v(k)f (k)) (12.1)

where v(k) is the group velocity. The volume rate is the sum of indi-
vidual rates associated with applied fields, scattering, generation, and
recombination, viz.:

[
∂f (k)
∂t

]
vol

=
[
∂f (k)
∂t

]
fields

+
[
∂f (k)
∂t

]
scat

+
[
∂f (k)
∂t

]
gen

+
[
∂f (k)
∂t

]
recomb

.

(12.2)
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The field term can be related to a probability current flow in k-space:[
∂f (k)
∂t

]
fields

= −∇k · jk = −∇k ·
[

dk
dt

f (k)
]

= −dk
dt

· ∇k f (k). (12.3)

The rate of change of wavevector is just proportional to the force, F :

dk
dt

= F
�

(12.4)

where the force in the presence of an electric field, F, and a magnetic
field, B is

F = ē(F + v × B). (12.5)

In addition to the accelerating effect of the applied fields, there is
also a polarizing effect that mixes states with the same k in different
bands and induces inter-band transitions, such as occur in the Zener
Effect. We will assume that the field strength is too small for tunnelling
between bands to be important. Once more, we define ē to carry the
sign of the charge.

The volume scattering rate is given by eqn (8.1), which for conveni-
ence we reproduce here:[
∂f(k)
∂t

]
scat

=
∫ [

W (k′, k) f (k′){1 − f (k)} − W (k, k′) f (k){1 − f (k′)}]
× δ(Ek′ − Ek − �ωq)dk′

+
∫ [

W (k′′, k) f (k′′){1− f (k)}−W (k, k′′) f (k){1−f (k′′)}]
× δ(Ek′′ − Ek + �ωq) dk′′. (12.6)

The integrals are over the final electron states, with conservation of
crystal momentum having been taken into account. This rate describes
the situation when a quantum of energy �ωq is absorbed or emitted dur-
ing the scattering event. For elastic processes such as charged-impurity
scattering, alloy scattering, and so on, the energy of the quantum can be
put to zero and the second integral eliminated. Equation (12.6) is also
the form for radiative generation and recombination processes. It does
not, however, describe carrier–carrier scattering, Auger, or impact ioni-
zation rates. The net rate for carrier–carrier scattering will be described
later.

Here, we will focus on charge transport in the presence of an applied
electric field, with the aim of describing some of the non-linear effects
that make semiconductors so fascinating. (Transport in a magnetic field
was discussed in Chapter 7.)

In the absence of non-uniformity in the carrier distribution, the
steady-state Boltzmann equation is

ēF
�

· ∇k f (k) =
(
∂f (k)
∂t

)
scat

. (12.7)

The presence of the field will induce both symmetric and antisym-
metric disturbances to the distribution function. In order to model
this analytically, we first expand the distribution function in Legendre
polynomials:
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f (k) =
∞∑

j=0

fj(E)Pj(x) (12.8)

where Pj(x) is the Legendre polynomial of order j and x = cos θ ,
where θ is the angle between k and F. The components of ∇k f (k) are

∇k f (k) =
(
∂f (k)
∂k

,
1
k

∂f (k)
∂θ

)
=
(

�υ(E)
∂f (k)
∂E

,
1
k

∂f (k)
∂θ

)
. (12.9)

Thus

ēF
�

· ∇k f (k) = ēFυ(E)x
∑

j

Pj(x)
∂fj (E)
∂E

+ eF

m∗υ(E)
(1 − x2)

∑
j

fj(E)
dPj(x)

dx
(12.10)

where υ(E) is the magnitude of the velocity. Using the relations

(1 − x2)
dPj(x)

dx
= jPj−1(x) − jxPj(x)

xPj(x) = j + 1
2j + 1

Pj+1(x) + j

2j + 1
Pj−1(x)

(12.11)

we obtain

ēF
�

· ∇k f (k) = ēF
∑

j

[(
j + 1

2j + 1
fj(E)

m∗υ(E)
+ υ(E)

2j + 1
∂fj(E)
∂E

)
jPj−1(x)

+
(
υ(E)

∂fj(E)
∂E

− j

m∗υ(E)
fj(E)

)
j + 1

2j + 1
Pj+1(x)

]
.

(12.12)

As long as the field is not too strong, and as long as the scattering
rate is reasonably high, we can expect the antisymmetric and non-
spherical parts of the distribution function to be relatively small in
amplitude. Thus, retaining only the zero-order symmetrical component
of the distribution function, f0(E), and the first-order antisymmetrical
component, f1(E), we obtain

ēF
�

· ∇k f (k) = ēF

[
1
3

(
2f1(E)

m∗υ(E)
(P0(x) − P2(x)) + υ(E)

∂f1(E)
∂E

(P0(x)

+ 2P2(x))
)

+ υ(E)
∂f0(E)
∂E

P1(x)
]

. (12.13)

The second-order Legendre function, P2(x), can be averaged over all
directions to convert it into a spherically symmetrical form.

The scattering rate can likewise be expanded in Legendre polynomi-
als, and only terms f0(E) and f1(E) retained. Then, equating symmetric
and antisymmetric coefficients, we obtain
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ēF

3

[
2f1(E)

m∗υ(E)
(1 − 〈P2(x)〉) + υ(E)

∂f1(E)
∂E

(1 + 2〈P2(x)〉)
]

=
[∫ [

W (k′, k)f0(E′){1 − f0(E)} − W (k, k′)f0(E){1 − f0(E′)}]
× δ(E′ − E − �ωq) dk′ +

∫ [
W (k′′, k)f0(E′′){1 − f0(E)}

− W (k, k′′)f0(E) {1 − f0(E′′)}] δ(E′′ − E + �ωq

)
dk′′

]

(12.14)

ēFυ(E)
∂f0(E)
∂E

=
⎡
⎢⎣∫

⎡
⎢⎣ W (k′, k)

[
f1(E′)x′

x
{1 − f0(E)} − f1(E)f0(E′)

]
−W (k, k′)

[
f1(E){1 − f0(E′)} − f1(E′)x′

x
f0(E)

]
⎤
⎥⎦

× δ(E′ − E − �ωq) dk′

+
∫ ⎡
⎢⎣ W (k′′, k)

[
f1(E′′)x′′

x
{1 − f0(E)} − f1(E)f0(E′′)

]
−W (k, k′′)

[
f1(E)

{
1 − f0(E′′)

}− f1(E′′)x′′

x
f0(E)

]
⎤
⎥⎦

× δ(E′′ − E + �ωq)dk′′

⎤
⎥⎦ . (12.15)

The products of the antisymmetric components have been assumed to
be negligibly small. Here x′ = cos θ ′ where θ ′ is the angle between k′
and F, and similarly x′′. Now, in general,

cos θ ′ = cosα′ cos θ + sinα′ sin θ sinφ (12.16)

where φ is the azimuthal angle which is to be integrated over, and α′ is
the angle between k′ and k. Nothing in the integrand depends upon φ

except for the second term in eqn (12.16). Integration over φ between
the limits 0 and 2π gives zero; thus, effectively, x′/x = cosα′ and
x′′/x = cosα′′. Both energy and momentum are conserved. Therefore,
for a parabolic band,

(a) E′ − E − �ωq = �
2k′2

2m∗ − �
2k2

2m∗ − �ωq

= �
2q2

2m∗ + �
2kq

m∗ cos θq − �ωq = 0

(b) E′′ − E + �ωq = �
2k′′2

2m∗ − �
2k2

2m∗ + �ωq

= �
2q2

2m∗ − �
2kq

m∗ cos θq + �ωq = 0. (12.17)
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In eqn (12.17a) q1 ≤ q ≤ q2, and in eqn (12.17b) q3 ≤ q ≤ q4, where

q1 = k
[
(1 + {

�ωq/E
}
)1/2 − 1

]
, q3 = k

[
1 − (1 − {

�ωq/E
}
)1/2

]
q2 = k

[
(1 + {�ωq/E})1/2 + 1

]
, q4 = k

[
1 + (1 − {�ωq/E})1/2

]
(12.18)

and it is understood that the integrals involving q3 and q4 vanish if
E < �ωq. These relations are familiar from our discussion in Chapter 3.
Note that if �ω is a function of q, as it is for acoustic modes, the limits
on the phonon wavevector will be modified (unless �ω 
 E, in which
case the collisions are quasi-elastic). The cosine factors are

x′

x
= cosα′ = 1 − (q2/2k2) + (�ωq/2E)

(1 + {�ωq/E})1/2

x′′

x
= cosα′′ = 1 − (q2/2k2) − (�ωq/2E)

(1 − {�ωq/E})1/2
.

(12.19)

Finally, in the 3-D spherical symmetry assumed, one can take
〈P2(x)〉 = 0. (Keeping this average explicit in the equation is useful for
making extensions to low dimensionality (Ridley 1997).) In general, the
scattering coefficients, W (k′, k), have a dependence on crystallographic
direction—an example being the piezoelectric interaction. When this is
the case, it is convenient to take a spherical average so that the integ-
ration over the azimuthal angle can be carried out straightforwardly.
It is usually convenient to convert the integration over final electron
states to an integration over phonon states, exploiting the one-to-one
correspondence between k′ and q via the conservation of crystal mo-
mentum, and to carry out the integration over cos θq with the help of
the energy-conserving delta function. The result is as follows:

(a)
ēF

3

[
2f1(E)

m∗υ(E)
+ υ(E)

∂f1(E)
∂E

]
= Î0

(b) ēFυ(E)
∂f0(E)
∂E

= Î1

(12.20)

where the collision integrals are given by

Î0 = 2πm∗

�2k

qi+1∫
qi

[
W (k′, k)f0(E′){1 − f0(E)} − W (k, k′)f0(E)

× {1 − f0(E′)}] q dq

Î1 = 2πm∗

�2k

qi+1∫
qi

[
W (k′, k){f1(E′){1 − f0(E)} cosα′ − f1(E)f0(E′)}

− W (k, k′){f1(E){1 − f0(E′)} − f1(E′)f0(E) cosα′] q dq

(12.21)
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and i = 1 or 3 (eqn 12.18), with cosα′ chosen appropriately (eqn 12.19)
and E′ = E ± �ωq.

The solutions now depend on the particular scattering mechanisms
and on the strength of the field.

12.2. Weak electric fields

In the absence of a field and with thermodynamic equilibrium prevail-
ing, it is clear that

(a) f1(E) = 0

(b) W (k′, k)f0(E′){1 − f0(E)} − W (k, k′)f0(E){1 − f0(E′)} = 0
(12.22)

for all scattering mechanisms, with f0(E) given by the Fermi–Dirac
function. When there is a weak electric field, f1(E) is non-zero but it is
of the same order as the field and so the left-hand side of eqn (12.20a)
is of second order and can be neglected. This means that the spherical
component of the distribution function is unaffected by the field and
eqn (12.22b) continues to hold good. Exploiting this in eqn (12.20b),
we obtain

Î1 = 2πm∗

�2k

qi+1∫
qi

W (k′, k)f0(E′){1 − f0(E)}

×
(

f1(E′) cosα′

f0(E′){1 − f0(E′)} − f1(E)
f0(E){1 − f0(E)}

)
q dq. (12.23)

In the case of elastic collisions, E′ = E and qi = 0, qi+1 = 2k (from
eqn (12.18)), and we obtain

Î1 = 2πm∗

�2k
f1(E)

2k∫
0

W (k′, k){cosα′ − 1}q dq (12.24)

leading to the definition of a momentum relaxation time in the familiar
way (see Chapter 4). Table 4.1 lists the momentum-relaxation times for
impurity scattering. A momentum relaxation time can also be defined
for acoustic-phonon scattering in the quasi-elastic approximation
(�ωq 
 E) (see Chapter 3). If the momentum relaxation time is τm then
the solution of the Boltzmann equation can be expressed as follows:

f1(E) = −ēv(E)τm(E)F
∂f0(E)
∂E

. (12.25)

When the collisions are inelastic, a relaxation time cannot always be
defined. It is nevertheless useful to define an effective relaxation time,
τ∗(E), using the form of eqn (12.25), which just means replacing τm by
τ ∗. Noting that

∂f0(E)
∂E

= − f0(E){1 − f0(E)}
kBT

(12.26)
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the collision integral is then

Î1 = 2π ēF

kBT�k

qi+1∫
qi

W (k′, k)f0(E′){1 − f0(E)}

× [
τ ∗(E′)k′ cosα′ − τ ∗(E)k

]
q dq. (12.27)

The effective time constant for each energy must be obtained from
eqn (12.20b):

E + π

qi+1∫
qi

W (k′, k)
f0(E′)
f0(E)

[
τ∗(E′)k′ cosα′ − τ ∗(E)k

]
q dq = 0. (12.28)

TABLE 12.1. High-energy relaxation ti-
mes for optical-phonon scattering.

Non-polar
4πρω�

3

D2
0(2m∗)3/2{2n(ω)+1}E1/2

Polar
2E1/2

W0(�ω)1/2{2n(ω) + 1}
D0 = optical deformation constant,

ρ = density, n(ω) = phonon factor,
m∗ = effective mass, W0 = (e2/4π�ε0)
(2m∗ω/�)1/2(1/κ∞ − 1/κS), ε0 = permittivity
of the vacuum, κ = dielectric constant.

The important case here is that for optical-phonon scattering, in
which a q-independent frequency can be assumed. Equation (12.28) is
awkward in that the effective time constant at energy E is related to the
time constants at energies E ± �ω, except for an energy less than the
phonon energy, in which case the only connection is with the state at
E +�ω. Nevertheless, an exact solution is possible for non-polar modes
in the general case and for polar modes provided that we know τ∗(E)
at energies such that E � �ω; that is, where a relaxation time can be
defined. Such a relaxation time is then straightforward to obtain for
non-polar and for polar optical mode scattering (Table 12.1). Working
backwards down the ladder of states (Fig. 12.1) eventually allows us
to establish the effective time constant in the intervals of E where E is
less than or of the order �ω with arbitrary accuracy. This method, ori-
ginally devized by Delves (1959), is superior to variational methods of
solution, in that it is exact and illustrative of the quantum nature of the
scattering process (Fig. 12.2). A good account can be found in Fletcher
and Butcher (1972).

One of the striking features of optical-phonon scattering is the
sudden decrease of the effective time constant at the first threshold
of emission. At temperatures low enough for the population of states
above this threshold to be small, this rapid decrease allows us to define
an approximate relaxation time as that associated solely with the

ωhE +

E

ωhE + 2

ωhE + 3

0
FIG. 12.1.
The optical-phonon ladder.
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Exact solutions of the Boltzmann
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Ridley 1998a).
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FIG. 12.3.
Ratio of averaged momentum relaxation
times for the drifted and standard
models in 3-D and in 2-D (drifted time
divided by standard time). (After
Ridley 1998b.)

absorption process. Basically, this assumes that τ∗(�ω) ≈ 0. Thus we
can obtain

1
τm

≈

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

W0

(
�ω

E

)1/2

n(ω) sinh−1
(

E

�ω

)1/2

polar

πD2
0

ρω
n(ω)N(E + �ω) non-polar

(12.29)

where N(E) is the density of states and the various quantities are
defined in Table 12.1.

The momentum relaxation rate for polar optical-phonon scatter-
ing just quoted can be contrasted with that derived by Callen (1949)
(eqn 3.156). The latter turns out to be valid in the limit of rapid
electron–electron scattering when a drifted Fermi–Dirac distribution
function is established. This has the effect of transferring momentum
back to the low-energy states by the emission process, thereby reducing
the overall momentum relaxation rate. A comparison of the two rates
is shown in Fig. 12.3. For �ω ≈ kBT , as is the case for GaAs at room
temperature, the predictions of the two models coincide, but when
�ω � kBT , as is the case for GaN at room temperature, the ‘drifted’
model predicts a significantly longer momentum relaxation time.

12.3. Electron–electron scattering

It is appropriate at this point to consider the role of electron–electron
scattering. By itself it cannot, of course, relax momentum or energy
gained from the field, since interelectronic collisions conserve both
quantities, but it can redistribute them over the electron states. Thus,
both the symmetric and antisymmetric components of the distribution
function can be affected.

The kinetics of carrier–carrier scattering were described in
Sections 4.6 and 4.7. The net scattering rate associated with the state
with wavevector k1 and energy E1 is(

df (k1)
dt

)
ee

=
∫∫∫ [

W (k′
1, k′

2, k1, k2)f (k′
1)f (k′

2){1−f (k1)}{1−f (k2)}
− W (k1, k2, k′

1, k′
2)f (k1)f (k2){1 − f (k′

1)}
× {1 − f (k′

2)}] dk2dk′
1dk′

2 (12.30)
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where k′
1 + k′

2 − k1 − k2 = 0, and

W (k1k2k′
1k′

2) = 2π
�

|M|2 δ(E′
1 + E′

2 − E1 − E2)∣∣M2
∣∣ = M2

12 + M2
21 − M12M21

M2
12 =

(
e2

4�εK2
12 sin2(θ/2)

)2

, M2
21 =

(
e2

4�εK2
12 cos2(θ/2)

)2

.

(12.31)
Following the same procedure as before, we obtain the following
scattering integrals:

Î0 =
∫∫∫ [

W (k′
1k′

2k1k2)f0(E′
1)f0(E′

2){1 − f0(E1)}{1 − f0(E2)}
−W (k1k2k′

1k′
2)f0(E1)f0(E2){1 − f0(E′

1)}
× {1 − f0(E′

2)}] dk2dk′
1dk′

2 (12.32)

Î1 = ēF�

m∗kBT

∫∫∫
V (k′

1k′
2k1k2){τ∗(E′

1)k′
1+τ∗(E′

2)k′
2

−τ ∗(E1)k1 − τ ∗(E2)k2}dk2dk′
1dk′

2 (12.33)

where

V (k′
1k′

2k1k2) = V (k1k2k′
1k′

2)

= W (k′
1k′

2k1k2)f0(E′
1)f0(E′

2){1−f0(E1)}{1−f0(E2)}.
(12.34)

For brevity, we have quoted the antisymmetric scattering integral only
for the case when the symmetric integral is zero, which allows us to
simplify the expression considerably. This corresponds to the situation
when the symmetric component of the distribution is of the form of
a Fermi–Dirac function, which occurs either in the weak-field case or
when electron–electron scattering is strong enough to randomize the
energy and to define an electron temperature. These, in fact, are just the
cases when it is interesting to look at the antisymmetric contribution of
electron–electron scattering.

The permittivity that enters these equations is the appropriate dielec-
tric function for the collision. This is the sum of a lattice term and a
screening term (Chapter 9):

ε(q,ω) = εL(ω) + εe(q,ω)

εL(ω) = ε∞
ω2

LO − ω2

ω2
TO − ω2

εe(q,ω) = e2

q2�

∑
k

f (k)
[

1
Ek−q − Ek + �ω + i�α

+ 1
Ek+q − Ek − �ω − i�α

]
. (12.35)

The frequency is q · vcm, where q = K′
12 − K12 and vcm is the velo-

city of the centre of mass. An assumption often made is that since
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the coulombic interaction favours small exchanges of momentum a
static-screening approximation can be made, and so

ε(q,ω) ≈ εs

(
1 + q2

0/q2
)

(12.36)

where q0 the reciprocal screening length. A restriction of the colli-
sions to purely binary encounters should also be made (Section 4.2.4).
(For an example of the application of statistical screening to electron–
electron scattering see Ridley (1998a).)

Conservation of crystal momentum converts the triple integral of
eqn (12.33) to a double integral over k2 and either k′

1 or k′
2, but little

further progress can be made without resorting to numerical tech-
niques. Nevertheless, some general observations can be made regarding
the effect of electron–electron collisions on momentum relaxation:

1. The occupation factors favour collisions in which all of the elec-
trons are within kBT of the band edge in the non-degenerate case,
or within kBT of the Fermi level in the degenerate case.

2. Small momentum changes are favoured.
3. Electron–electron scattering acts to redistribute momentum among

the energy states. Unless the momentum relaxation in the absence
of electron–electron collisions is heavily energy-dependent, the ef-
fect of redistributing momentum will be small. Charged-impurity
scattering in a non-degenerate population at low temperatures does
produce a momentum relaxation time that is markedly energy-
dependent and the corresponding mobility is found to be affected
significantly. Other elastic processes are only weakly affected.

4. In optical-phonon scattering, the variation with energy of mo-
mentum relaxation is large only at the emission threshold. It fol-
lows that any significant effect can come from those less frequent
electron–electron collisions involving at least one electron with en-
ergy above �ω. An estimate of the collision rate for these processes
can be made which gives, ignoring screening

Wee = (2πn)1/3υ(�ω)f0(�ω) (12.37)

where n is the electron density and υ(�ω) is the group velocity of
electrons at the phonon energy.

5. In a fully drifted distribution the effective relaxation times at each
energy are equal to one another, so the net electron–electron scat-
tering rate vanishes. This will occur when momentum redistribution
dominates everything, which will be a rare occurrence.

6. On the other hand, the rate of energy redistribution at high elec-
tron concentrations can be an important factor, since the rate of
energy relaxation is often much smaller than the rate for momentum
relaxation. In this case the spherical part of the distribution is
Fermi–Dirac with an electron temperature usually larger than the
lattice temperature. If this can be assumed it makes the quantitative
description of transport at high fields much simpler.

Carrier–carrier scattering also includes electron–hole scattering, but
this is a very different affair, since this always contributes to the energy
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and momentum relaxation of the particular population, electron, or
hole. Electron–hole scattering is treated in Section 4.6.

12.4. Hot electrons

With increasing strength of electric field the electrons become hot in
the sense that their mean energy rises above that at thermodynamic
equilibrium. Of course, that happens at all field strengths, but it be-
comes experimentally noticeable by measurements of mobility, and by
more spectacular manifestations such as negative differential resistance
(NDR) effects and breakdown.

Theoretical work on hot electrons dates back to the 1930s. The
prime motive was to understand electrical breakdown in insulators—
so-called dielectric breakdown—and that is still a problem of some
topical interest for large-gap semiconductors such as ZnS and GaN.
Why the study of hot electrons should begin with the study of con-
duction processes in insulators is not hard to explain. The cause of
breakdown was seen to have its origin in either a thermal runaway
through excessive Joule heating or in purely electrical effects. The most
straightforward way of creating hot electrons is to apply a strong elec-
tric field, but if that is done to a metal—or even a semiconductor—it
simply melts, Joule heating being very powerful. Having very few
electrons, an insulator does not get hot, although the few electrons
might get very hot indeed. The study of the purely electrical effects in
steady, high electric fields can be done only in insulators, and then only
up to the breakdown field (106–107 V/cm).

An early theory of breakdown was that of Zener (1934), who de-
scribed it in terms of quantum-mechanical tunnelling between valence
and conduction bands, but the breakdown fields predicted proved to
be much larger than any observed in the alkali halides. Other mech-
anisms proposed drew on the familiar field of breakdown in gases and
emphasized impact ionization and subsequent avalanching.

The principal energy-relaxing mechanism for electrons in a solid is
the emission of optical phonons, and the analysis by Fröhlich (1937)
of the collision rate via the polar interaction stands today. Not quite as
equally valid today is the idea of Von Hippel (1937) that breakdown is
associated with electrons gaining more energy from the field than they
can dissipate via inelastic collisions, until they initiate an avalanche.
This concept of runaway stems from the character of the polar inter-
action, whose strength weakens with increasing electron energy. Above
a critical field no energy balance is possible with this particular scat-
tering mechanism, so an energy runaway occurs and this was thought
to be the cause of breakdown. Now we know that there are non-polar
interactions that stop this runaway, so the mechanism of breakdown is
not so simple, but the idea is interesting in providing the first example
of a possible instability associated with hot electrons.

As in the case of a good deal of solid state physics, a tremendous
boost came with the advent of the transistor around 1947. If it were
true that the study of hot electrons in metals was difficult, this was not
the case for semiconductors, provided that fast electrical pulses were
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used. In those days, microsecond pulses were fast and were sufficient.
In non-degenerate semiconductors, as in insulators, the thermal energy
of the electron is (3

2 kBT , a matter of 25 meV at room temperature, and
far less than the Fermi energy of a typical metal. Thus, even though
semiconductors had higher electron concentrations than insulators, it
was just as easy to engineer changes in the average energy as it was in
insulators, and moreover, the higher electron concentration facilitated
the observation of hot-electron effects. In fact, semiconductors were the
ideal materials, and as the control of impurities improved, quantitative
studies began to emerge.

A significant difference between the study in insulators and that in
semiconductors was that the paradigm material for transistors was ger-
manium, which is, unlike most insulators that were studied, non-polar.
The Fröhlich interaction did not apply, but, rather, the deformation-
potential interaction. Consideration of non-polar scattering by acous-
tic phonons led to the quantitative prediction of a deviation from
Ohm’s Law by Shockley (1951) and, ultimately, a saturation of drift
velocity at around 107 cm/s, which was determined primarily by the
interaction with optical modes. These effects were observed in ger-
manium, first by Ryder (1953) and in more detail by Gunn (1956).
Shibuya (1955) predicted that the spheroidal valley structure of the
group IV semiconductors would lead to anisotropic conduction at high
fields as electrons in some valleys became hotter than those in oth-
ers, and this was observed by Sasaki, Shibuya, and Mizuguchi (1958).
The same effect was also responsible for the crystals becoming birefrin-
gent. These developments were reviewed by Gunn (1957), Reik (1962),
Schmidt-Tiedermann (1962), Paige (1964), and Conwell (1967).

In order to account theoretically for hot-electron effects it is neces-
sary to tackle the problem of the electron distribution function, which
deviates from the thermodynamic-equilibrium Maxwell–Boltzmann or
Fermi–Dirac forms in the presence of a high field. This can sometimes
be done analytically by solving the Boltzmann equation. Solutions
were obtained when non-polar phonon scattering is dominant: for
acoustic phonons, Davydov (1937); and, for optical phonons, Reik and
Risken (1961). Assuming electron–electron scattering to be dominant,
Fröhlich and Paranjape (1956) used a drifted Maxwellian characterized
by an electron temperature. In many cases, however, an electron tem-
perature cannot be defined and only the average energy is meaningful.
Nevertheless, where an electron temperature can be defined its value
can be determined by a number of techniques, such as, for example,
measuring the spectral dependence of photoluminescence or at low
temperatures, relating the lattice-temperature dependence to the field
dependence of Shubnikov–de Haas oscillations. The topic has been
reviewed by Bauer (1974). The more general approach to obtaining
the distribution function using the numerical techniques of the Monte
Carlo simulation following Kurosawa (1965) have been increasingly
used by Fawcett, Boardman, and Swain (1970), Rees (1972) and, more
recently, Jacoboni and Reggiani (1983).

The increase in energy of an electron in the presence of an elec-
tric field is heavily influenced by the scattering mechanisms and, since
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these are dependent upon electron energy, the dynamic situation is
fundamentally non-linear and possibly unstable.

That this is so can be most simply illustrated by the basic dynamical
equations that describe the momentum and energy conservation of a
representative electron:

d (m∗v)

dt
= eF − m∗v

τm

dE

dt
= eFv − E − E0

τE

(12.38)

where m∗ is the effective mass, υ is the velocity, F is the electric field,
E is the energy, E0 is the energy at zero field, τm is the momentum
relaxation time, and τE is the energy relaxation time, and we over-
look the problem that in some cases relaxation times cannot strictly
be defined (most notoriously in the important case of polar-optical-
mode scattering). These equations are directly coupled through the
velocity and indirectly coupled through the energy dependences of m∗
(non-parabolicity) and the time constants. In the steady state,

υ = eτm

m∗ F = μF

E = E0 + (eF)2 τmτE

m∗
(12.39)

where μ is the mobility, which is field-dependent through the energy
dependences of the momentum relaxation time and the effective mass.
An estimate of the threshold field for hot-electron effects to appear is
therefore

Fth =
√

E0

eμ (E0) τE (E0)
. (12.40)

Typical values are μ = 1 m2/Vs, τE = 1 ps and E0 = 25 meV, giving
Fth ≈ 1 kV/cm.

The field dependences of energy and drift velocity can most simply
be illustrated by assuming that the conduction band remains para-
bolic and that the energy dependence of the time constants can be
represented by

τm = AEp, τE = BEq. (12.41)

We then obtain

E =
(
(eF)2 AB

m∗

)1/(1−p−q)

v = eFA

m∗

(
(eF)2 AB

m∗

)p/(1−p−q)

. (12.42)

There are two things to note here. One is that the field dependences are
crucially determined by the energy dependences of the scattering time
constants. The other is that no steady-state solution is possible unless

1 − p − q > 0. (12.43)
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FIG. 12.4.
A schematic ‘phase’ diagram for hot
electrons: non-polar phonon scattering
time versus electric field. I, Ohmic; II,
warm electron; III, hot electron; IV,
streaming; V, saturation drift; VI,
impact ionization. tT = m∗vT/eF , t0 =
m∗v0/eF ; vT is the average thermal
velocity and v0 is the group velocity of
the electron when its energy equals the
optical phonon energy. (After
Ridley 1986.)

For the polar interaction with phonons at high enough energies for the
momentum and energy time constants to be well defined, both p and
q are positive quantities and this condition is violated; consequently,
there is no steady state. However, as the polar interaction weakens to-
wards high energies non-polar interactions, always present, take over if
they have not been dominant before and, as for these p is negative and
q = 1 + p for optical modes and q = p for equipartitioned acoustic
modes, the stability condition can be met.

The non-polar interaction with phonons, particularly with optical
and short-wavelength acoustic phonons, is therefore of great import-
ance for determining the behaviour of very hot electrons. Usually, the
energy dependence of the momentum relaxation time is that of the
density-of-states function of the electronic band structure. For a simple
parabolic band in 3-D this means that p = −1/2 and q = 1/2. Equation
(12.42) then predicts that the energy increases with the square of the
electric field and the drift velocity saturates.

The time dependence of hot-electron effects can best be appreciated
by imagining an electron being accelerated from zero velocity in an elec-
tric field. Figure 12.4 gives a schematic picture of the various zones
of behaviour delineated by imaginary vertical lines for the non-polar
interaction.

12.5. Hot electron distribution functions

The quantitative problem is to establish the distribution function as a
function of applied electric field for arbitrary field strengths by solving
the Boltzmann equation. It is usually reasonable to assume that the dis-
tribution of hot electrons is non-degenerate, so that classical statistics
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can be used. For the present we will assume that electron–electron scat-
tering is too weak for a Fermi–Dirac distribution to be formed. The
problem, in practice, is usually solved numerically using Monte Carlo
techniques, but there are a few cases when analytical solutions can be
found. As these are of considerable importance for understanding the
consequences of the complex dynamics of energy and momentum in-
put and energy and momentum relaxation, they are worth describing
here, even though they generally involve the unrealistic assumption that
only one scattering mechanism is operative. And, of course, if only one
scattering mechanism is operative it has to be associated with phonons,
since phonon mechanisms provide the necessary passage of energy to,
ultimately, the thermal bath which determines the lattice temperature.
In this case, the collision integrals take the form

Î0 = 2πm∗

�2k

q2∫
q1

W [{n(ω) + 1}f0(E + �ω){1 − f0(E)} − n(ω)f0(E)

× {1 − f0(E + �ω)}] q dq

+ 2πm∗

�2k

q4∫
q3

W [n(ω) f0(E − �ω){1 − f0(E)} − {n(ω) + 1}f0(E)

× {1 − f0(E − �ω)}] q dq

Î1 = 2πm∗

�2k

q2∫
q1

W
[{n(ω) + 1} { f1(E + �ω){1 − f0(E)} cosα′

−f1(E)f0(E + �ω)} − n(ω) { f1(E) {1 − f0(E + �ω)}
−f1(E + �ω)f0(E) cosα′] q dq

+ 2πm∗

�2k

q4∫
q3

W
[
n(ω){ f1(E − �ω){1 − f0(E)} cosα′′

− f1(E)f0(E − �ω)} − {n(ω) + 1}{ f1(E)

× {1 − f0(E − �ω)} − f1(E − �ω) f0(E) cosα′′] q dq

(12.44)

where, for unscreened interactions,

W = Wa = Ξ2q2

8π2ρω
non-polar acoustic

= Wpz = e2K2
avcav

8π2εsρω
piezoelectric

= Wo = D2
0

8π2ρω
non-polar optical

= Wpo = e2ω

8π2q2

(
1
ε∞

− 1
εs

)
polar optical

(12.45)
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Except at very low temperatures in non-degenerate material, the
acoustic phonon scattering can be taken to be quasi-elastic in the sense
that �ω 
 E for most collision processes. The validity of this assump-
tion improves as the electrons get hot, and for extremely hot electrons
it can even apply to the case of optical-phonon scattering. In the case
when we can adopt the quasi-elastic approximation it is possible to ex-
pand the distribution function in a Taylor series and retain only the
leading terms, i.e.

f0(E ± �ω) ≈ f0(E) ± �ω
df0(E)

dE
+ 1

2
(�ω)2 d2f0(E)

dE2

f1(E ± �ω) ≈ f1(E) ± �ω
df1(E)

dE
(12.46)

After some manipulation, we obtain the quasi-elastic collision
integrals:

Î0 = W
4πm∗ωk

�E

[
f0(E){1 − f (E)} + n(ω)�ω

df0(E)
dE

]
q=2k

+
2k∫

0

W
2πm∗ω

�k

[
df0(E)

dE
{1 − 2f0(E)}

+ �ω

2
{2n(ω) + 1}d2f0(E)

dE2

]
q dq

Î1 = −
2k∫

0

W
πm∗q3

�2k3
f1(E){2n(ω) + 1}dq. (12.47)

We have already seen from our simple model that a steady state at
high fields is possible only for non-polar scattering (eqn 12.43). Thus
we need only investigate solutions of the Boltzmann equation for non-
polar interactions.

12.5.1. Scattering by non-polar acoustic phonons

Because acoustic-phonon scattering is the dominant energy-relaxing
process at low temperatures, we will not assume that the distribution is
non-degenerate. We will, however, assume that the phonon occupation
obeys classical equipartition, i.e. n(ω) = kBT/�ω�1, and that the
long-wavelength dispersion relation ω= υsq applies. Putting W = Wa,
we obtain:

Î0 = Ξ2(2m∗)5/2E1/2

2πρ�4

×
⎡
⎢⎣2f0(E){1 − f0(E)} + [E{1 − 2f0(E)} + 2kBT ]

df0(E)
dE

+ EkBT
d2fo(E)

dE2

⎤
⎥⎦

Î1 = −Ξ2(2m∗)3/2kBTE1/2

2πρυ2
s �4 f1(E). (12.48)
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Equating these to the corresponding field terms in eqn (12.20), we
obtain the following equation for the distribution function:

d2f0(x)
dx2

(x + s) + df0(x)
dx

[
x{1 − 2f0(x)} + 2 + x

s

]
+ 2f0(x){1 − f0(x)} = 0

x = E

kBT
, s = (eFλ)2

6m∗υ2
s kBT

, λ = πρυ2
s �

4

Ξ 2m∗kBT
. (12.49)

Here, λ is the energy-independent mean-free path. Liboff and
Schenter (1986) (see also Schenter and Liboff 1987) have shown that
the solution is (Fig. 12.5)

f0 (x) = 1
1 + e−μ/kBT [s/(x + s)]s ex

. (12.50)

For zero field (s = 0), the distribution function becomes the Fermi–
Dirac expression, as it should. For the case of non-degeneracy (μ < 0),

f0(x) = A(x + s)se−x, A = eμ/kBT/s s. (12.51)

This is the form first given by Davydov (1937). A is essentially a
field-dependent normalizing constant maintaining a constant electron
density. At high fields, the distribution becomes Gaussian:

f0(E) = eμ/kBT e−x2/2s (12.52)

a distribution known as the Druyvestyn distribution (Druyvestyn
1930).

These results were obtained with the assumption of equipartition,
but this can fail at low temperatures and high fields when there are few
phonons of high enough energy to participate in scattering processes
with high-energy electrons. As we noted in Section 3.3.2, the scattering
rate is modified when n(ω) 
 1, with the momentum relaxation time
being given by eqn (3.109). When this is the case, the equation for the
spherical component becomes
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FIG. 12.5.
Schenter–Liboff distribution function
(see text).
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d2f0(E)
dE2 + 1

2

(
1
E

+ 5βE3/2
)

df0(E)
dE

+ 5βE1/2f0(E) = 0

β = 8(2m∗υ2
s )1/2

(kBT)3s
, s � m∗υ2

s

kBT
x2,

(12.53)

the solution of which (Stratton 1957) is

f0 (E) = Ae−βE5/2
. (12.54)

Note that β is independent of lattice temperature, since s is inversely
proportional to T3.

12.5.2. Scattering by non-polar optical modes

An analytical solution can be found only for the high-energy re-
gime where the quasi-elastic approximation can be made and n(ω) is
no longer very much greater than unity. The collision integrals then
become

Î0 = D2
0(2m∗)3/2

4πρ�2E1/2

⎡
⎢⎢⎣

f0(E){1 − f0(E)} + E{1 − 2f0(E)}df0(E)
dE

+1
2

E�ω{2n(ω) + 1}d2f0(E)
dE2

⎤
⎥⎥⎦

Î1 = −D2
0(2m∗)3/2{2n(ω) + 1}E1/2

4πρ�3ω
f1(E) (12.55)

At high energies it is a good approximation in most situations to as-
sume a non-degenerate distribution, i.e. f0 (E) 
 1. For high fields the
equation for the spherical component is

d2f0(x)
dx2

xαs + df0(x)
dx

(x + αs) + f0(x) = 0

x = E

kBT
, α = �ω{2n(ω) + 1}

2kBT
, s = 2(eFλ)2

3(�ω)2 � 1,

λ = 2πρω�
3

D2
0m∗2{2n(ω) + 1} . (12.56)

This has the solution (Reik and Risken 1961)

f0(E) = Ae−E/kBTe , kBTe = (eFλ)2{2n(ω) + 1}
3�ω

. (12.57)

The distribution is Maxwellian, with an electron temperature Te. It
is straightforward to show that this distribution function is associ-
ated with a current that is field-independent. It should be noted that
the above treatment is applicable to inter-valley scattering involving
modes, both optical and acoustic, in the region of flat dispersion with
wavevectors near the zone edge.
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12.5.3. The drifted Maxwellian

The analytical solutions of the Boltzmann equation just described were
obtained with the assumption that the conduction band was spherical
and parabolic. An extension to the case of spheroidal valleys is straight-
forward using the transformations described in Chapter 3, but any
non-parabolic energy dependence invalidates the solutions. A differ-
ent analytical approach to the hot-electron problem is to bypass the
Boltzmann equation and assume a form for the distribution function
which satisfies momentum and energy-balance equations. This can then
be used even in the case of non-parabolic bands to describe hot-electron
transport. The simplest choice is the drifted Maxwellian:

f (k, E) = Ae−E(k−kD)/kBTe

f (k, E) ≈ f0(E) − kD · ∇k f0(E)
(12.58)

where kD is the shift in wavevector, common to all electron states, due
to the field, and Te is the electron temperature. This is physically pos-
sible only if electron–electron collisions are extremely frequent, so that
drift momentum is randomized. Extra energy picked up from the field
will also be randomized and will lead to the Maxwell–Boltzmann form.
Since the rate of energy relaxation in phonon collisions is smaller than
the rate of momentum relaxation, it is easier for electron–electron scat-
tering to randomize energy than it is to randomize momentum. Thus, it
is often possible to justify the use of an electron temperature at electron
concentrations typically of 1017 cm−3 and above. Justifying a common
wavevector shift is less easy, but because a sum over all states is always
involved, choosing a common shift, and regarding it as a kind of pre-
emptive averaging, might be expected to produce little error. At high
electron concentrations the drifted Maxwellian distribution is therefore
a reasonable choice, even though complete momentum randomization
is not to be expected.

The quantities kD and Te are derived from equations describing the
momentum and energy balance:〈

d(�k)
dt

〉
= ēF〈

dE

dt

〉
= ē〈vD · F〉

(12.59)

where the angular brackets denote averages over the distribution func-
tion of the loss rates associated with the scattering mechanism. General
expressions for these averages have been obtained for the case of spher-
oidal, non-parabolic bands, with scattering dominated by non-polar
acoustic phonons obeying equipartition or by polar optical phonons
(Harris and Ridley 1973). The non-parabolicity is taken to be of the
form

�
2k2

1

2m∗
1

+ �
2k2

t

2m∗
t

= E

(
1 + E

E∗
g

)
(12.60)
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where E∗
g is an effective band gap, and the subscripts l and t

denote longitudinal and transverse.
For acoustic-phonon scattering,

〈
d(�kα)

dt

〉
= 3Ξ2

αm∗
dkBT(m∗

dkBTe)1/2
�kDα

21/2π�4c1

(
0M2

1

)
(

0M
3/2
0

)
〈

dE

dt

〉
= 3Ξ2

0 m∗
t (2m∗

dkBTe)3/2(1 − T/Te)

π�4ρ

(
0M1

3

)+ 2β
(

0M2
1

)
(

0M
3/2
0

)
(12.61)

where Ξα,Ξ0, and m∗
d are defined in Section 3.3.3, β = kBTe/E∗

g , and
the M factors are the Maxwellian limits of the non-parabolic integrals
(Kolodziecjak and Zukotynski 1964):

kMm
n =

∞∫
0

e−xxk(x + βx2)m(1 + 2βx)ndx (12.62)

where x = E/kBTe.
For polar optical modes,

〈
d(�kα)

dt

〉
= 1

2
W0

(
�ω

kBTe

)1/2 n(ω)Yα�kDα(
0M

3/2
0

) {J1 + J2eλ0−λ}

〈
dE

dt

〉
= 3

2
W0

(
�ω

kBTe

)1/2 n(ω)Y0�ω(
0M

3/2
0

) I{eλ0−λ − 1}
(12.63)

where

W0 = e2

4π�

(
2m∗

dω

�

)1/2 ( 1
ε∞

− 1
εs

)
, λ0 = �ω

kBT
, λ = �ω

kBTe

(12.64)

and the anisotropy factors are

Y1 = 3(t + 1)
(

t1/2 − tan−1 t1/2
)

t−3/2

Yt = (3/2)
{

(t + 1)tan−1t1/2 − t1/2
}

t−3/2

Y0 = t−1/2(t + 1)1/3 tan−1 t1/2

t = m∗
1

m∗
t

− 1. (12.65)
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The other parameters are the integrals

I =
∞∫

0

e−x(1 + 2βx){1 + 2β(x + λ)} sinh−1 χ1/2dx

J1 =
∞∫

0

e−x{1 + 2β(x + λ)}
[
ψ − λ{1 + β(2x + λ)} sinh−1 χ1/2

]
dx

J2 =
∞∫

0

e−x(1 + 2βx)
[
ψ + λ{1 + β(2x + λ)} sinh−1 χ1/2

]
dx (12.66)

where

χ = x + βx2

λ{1 + β(2x + λ)} , ψ = (x + βx2)1/2{x + λ + β(x + λ)2}1/2.

(12.67)

The mobility can be expressed in terms of kD via the current density:

jα = ē

∫
υα f (k, E)dk = ēμαFα

∫
f ( k, E)dk

∴ μα = �kDα(0M
3/2
−1 )

m∗
αFα(0M

3/2
0 )

. (12.68)

From eqns (12.59), (12.61), and (12.63), kD is proportional to the field,
and so the field can be eliminated from eqn (12.68): we obtain the mo-
bility as a function of electron temperature. Putting υDα = μαFα in
eqn (12.59), we can obtain from the energy rate equations the rela-
tion between field and temperature. The variation of mobility and field
with temperature can be deduced for either scattering mechanism or
a mixture of both provided that the rates can be regarded as additive.
Figure 12.6 shows the results for a few cases in which the ratio of optical
to acoustic scattering rates and the non-parabolicity is varied. The run-
away for purely polar mode scattering is exhibited, and it is also shown
that a small degree of non-parabolicity removes this feature entirely,
but it also produces a negative differential resistance (NDR) above a
certain threshold field. This feature (NDR) remains when there is an
equal amount of acoustic phonon scattering, even when the band is
parabolic.

In a real material such as GaAs the role of the L and X valleys
in the conduction band becomes important. Electron transfer to one
or more of these valleys reduces the average mobility and produces a
strong NDR (Ridley and Watkins 1961, Hilsum 1962), which is the
basis of the Gunn effect (Gunn 1963). In general, NDR at high fields
can be caused by a combination of mixed scattering, non-parabolicity,
and inter-valley transfer.
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In the case of spherical, parabolic bands the anisotropy factors are
all unity and the integrals in eqns (12.62) and (12.66) are standard:

0M0
0 = 0M1

0 = 1, 0M2
0 = 2, 0M

3/2
0 = 3

√
π/4

∞∫
0

e−x sinh−1
(x

λ

)1/2
dx = 1

2
eλ/2K0 (λ/2)

∞∫
0

e−xx1/2 (x + λ)1/2 dx = λ

2
eλ/2K1 (λ/2)

(12.69)

where Kn(x) is the modified Bessel function. For acoustic-phonon
scattering,

〈
d(�kα)

dt

〉
= 8Ξ2

d m∗kBT(m∗kBTe)1/2
�kDα

21/2π3/2�4c1〈
dE

dt

〉
= 4Ξ2

d m∗(2m∗kBTe)3/2(1 − T/Te)

π3/2�4ρ

(12.70)
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For polar optical-phonon scattering,〈
d(�kα)

dt

〉
= W0

(
�ω

kBTe

)3/2 n(ω)�kDα

3π1/2

×
[

K1(λ/2) − K0(λ/2)

+ {K1(λ/2) + K0(λ/2)}eλ0−λ

]
eλ/2

〈
dE

dt

〉
= W0

(
�ω

kBTe

)1/2 n(ω)�ω
π1/2 {eλ0−λ − 1}eλ/2K0(λ/2). (12.71)

Even after the adoption of a simple form for the distribution func-
tion and a simple form for the band structure, we are still faced with
finding the mobility as a function of field from the transcendental
equations that describe momentum and energy balance, which requires
numerical work. In view of this and the unsatisfactory feature of es-
timating the form of the distribution function, it has become common
practice to deal with the problem numerically right from the start using
Monte Carlo techniques. This has the advantage that the best model
band structure can be used and it can be applied to inhomogeneous
semiconductors with all scattering mechanisms included. It has the
disadvantage that understanding how the result comes about is more
difficult than in a quasi-analytical approach. The Monte Carlo method
usually produces a particular result for a particular system more accur-
ately than an analytical method. The analytical method, although less
accurate for a given system, produces a result that encompasses an in-
finite number of situations, and it therefore provides a general insight
into the problem. The two methods are complementary to one another
and, ideally, should be used side by side.

The Monte Carlo method was first used by Kurosawa (1965). There
are several general accounts of the method (see Price 1979, Jacoboni
and Reggiani 1983, Binder 1984).
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Space-charge waves13
13.1. Phenomenological equations

The time constants that describe energy and momentum relaxation are
typically picoseconds or less. At times longer than this, one can often
assume that average energies and drift velocities have become estab-
lished and measurable quantities, such as the mobility and the diffusion
constant, have become well-defined. At even longer times the generally
slower processes of trapping and recombination become characterized
by time constants typically longer than a nanosecond. These distinc-
tions based on characteristic times can frequently be made, but there
are situations where this would be invalid; for example, in the case of
an injection laser, where thermalization and stimulated emission times
may be comparable. Such cases apart, it is possible to describe the vari-
ous phenomena of charge transport in terms of average, rather than
microscopical, quantities, relating the two through equations such as
eqn (12.68), with electric and magnetic fields described by Maxwell’s
equations.

Quantum transport

Boltzmann Equation

Hydrodynamic model

Drift-diffusion model

FIG. 13.1.
A hierarchy of theoretical models of
transport phenomena.

Defining statistical averages and moments from the Boltzmann equa-
tion leads to the so-called hydrodynamic model of transport, which
is very often used in device simulation. In many practical cases the
speed of momentum and energy relaxation is relatively so fast that
simple phenomenological quantities such as the mobility and the dif-
fusion constant can be used. This leads to the simplest transport
model—the drift-diffusion model (Fig. 13.1). In what follows, we look
at a selection of special transport phenomena amenable to a drift-
diffusion model description, and limit our discussion to the case of
non-degenerate distributions of electrons in a conduction band and
holes in a valence band of a piezoelectric semiconductor. Our selec-
tion has taken into account that stable transport has been adequately
treated by the drift-diffusion model in a number of standard texts; we
therefore focus on phenomena that involve some kind of instability,
since they are more exciting. (Certainly, the experimental investigation
of transport instabilities can be regarded quite often as a complicated
way of destroying specimens!)
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We begin with Maxwell’s equations, which take the form

∇ × H = j + ∂D
∂t

∇ × E = −∂B
∂t

∇ · B = 0
∇ · D = ρ. (13.1)

We limit our discussion to cases in which there is an absence of tem-
perature gradients and flow of energy and focus on charge and particle
transport. Since we will not need to refer specifically to energy in what
follows, we use the usual convention of using E to denote the electric
field. The electric displacement is related to the field and to the local
elastic strain via the permittivity and piezoelectric tensors, and the field
is related to the elastic strain and the stress tensor via the piezoelectric
and the elastic-constant tensors:

Di =
∑

j

εijEj +
∑

kl

eiklSkl

Tij =
∑

kl

cijklSkl −
∑

k

eijkEk. (13.2)

The current density, with B = 0 for simplicity, is composed of drift and
diffusion components:

ji = e
∑

j

((
nμnij + pμpij

)
Ej + Dnij

∂n

∂xj
− Dpij

∂p

∂xj

)
(13.3)

where e is the magnitude of the electron charge, n and p are the electron
and hole concentrations, μn,pij is the mobility tensor, and Dn,pij is the
diffusion-constant tensor. (Note that the presence of the subscript n or
p will distinguish the diffusion constant from the electric displacement.)
The space-charge density is composed of deviations from equilibrium
concentrations of electrons and holes in bands and traps:

ρ = e

[
p − p0 − (n − n0) −

∑
t

(nt − nt0)

]
(13.4)

where nt is the electron concentration in the trap, and the subscript
zero denotes equilibrium values. The particle continuity equation for
electrons is

∂n

∂t
=
(
∂n

∂t

)
cap/gen

− ∇ · jn

jn = − n�μnE − "
Dn∇n

(13.5)

where the superscript denotes a tensor quantity. A similar equation
can be written down for holes, with appropriate sign changes. The
capture/generation rate for electrons has four components:
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∂n

∂t

)
cap/gen

=
(
∂n

∂t

)
Auger

+
(
∂n

∂t

)
rad

+
(
∂n

∂t

)
exc

+
(
∂n

∂t

)
trap

. (13.6)

Auger processes are carrier–carrier interactions that include recombin-
ation, trapping, and impact ionization; radiative processes involve the
emission and absorption of a photon; excitonic processes are the form-
ation and disruption of excitons; and trapping is the capture into and
generation out of one or more localized states. All of these processes
are comprehensibly described in the book by Landsberg (1991). Here
we will limit our attention to the trapping of electrons at a single deep
level. (For an account of trapping at a spread of trapping levels, see
Rose (1951) and Ridley and Leach (1977).) The trapping rate is(

∂n

∂t

)
trap

= −cnptn + enNcnt

nt + pt = Nt

(13.7)

where cn is the volume trapping rate and en is the volume emission
rate; Nc is the effective density of states in the conduction band (non-
degeneracy assumed), and Nt is the density of traps.

We now apply these equations to some cases in which the transport
is anomalous, but interesting.

13.2. Space-charge and acoustoelectric waves

The first and fourth of Maxwell’s equations can be combined to give
the equation for current continuity in the form

∂ρ

∂t
= −∇ · j (13.8)

which, for one type of carrier in the case that spatial variations are
limited to one dimension, becomes

∂ρ

∂t
= −ēυ

∂n

∂x
− ēn

∂υ

∂x
+ ē

∂Dn

∂x

∂n

∂x
+ ēDn

∂2n

∂x2
(13.9)

where υ is the drift velocity and, to avoid possible confusion arising
out of the convention for sign of current and field, we use the symbol
for electron charge which implies that it carries the sign of the charge.
Effectively, we regard the electrons in the manipulation as positively
charged and leave the insertion of the sign to the end of the calculation.
Within the time hierarchy assumed here, υ is an instantaneous function
of the field; thus

∂υ

∂x
= dυ

dE

∂E

∂x
= μd

∂E

∂x
(13.10)

where μd is the differential mobility at the field E. If the deviations
of electron density, and therefore space charge, are small, μd can be
taken to be a constant and we can therefore ignore the spatial variation
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of Dn, since it is related to the mobility by the same scattering mech-
anisms at the same average energy. The field is related to the electric
displacement, and hence to the space-charge density, via eqn (13.2) but,
in piezoelectric materials, the relationship involves the strain and hence
the stress. The latter can be eliminated by using the equation of motion
of the lattice (see eqn (3.196)). For variations in one direction only, the
equation of motion reduces to

∂T

∂x
= ρm

∂2u

∂t2

∂2T

∂x2
= ρm

∂2S

∂x2

(13.11)

where ρm is the mass density, and T and S are the components that
vary along that direction. From eqn (13.2), we obtain

∂2S

∂t2
= υ2

s
∂2S

∂x2
− υ2

s
ε

ep
K2 ∂

2E

∂x2

υ2
s = c

ρm
, K2 = e2

p

εc

(13.12)

where υs is the velocity of sound, K2 is the dimensionless electromech-
anical coupling coefficient, and c, ep, and ε are the appropriate com-
ponents of the elastic-constant, piezoelectric, and permittivity tensors.
For a travelling plane wave of the form exp{i(kx − ωt)} the relation
between S and E is

epS = − ευ2
s K2k2

ω2 − υ2
s k2

E (13.13)

and this allows us to define an effective permittivity as follows:

D = ε∗E

ε∗ = ε
ω2 − υ2

pk2

ω2 − υ2
s k2

, υ2
p = υ2

s

(
1 + K2

)
.

(13.14)

For semiconductors that crystallize in the sphalerite structure, the elec-
tromechanical coupling coefficient is rather small (see Tables 3.4 and
3.5), so unless the velocity of the wave is extremely close to the velocity
of sound, the effective permittivity can be replaced by its usual value.
Piezoelectric effects are significantly stronger in wurtzite structures, so
a larger range of wave velocities is affected.

We obtain the general relation between field and space charge:

∂E

∂x
= ρ

ε∗ . (13.15)

Equation (13.9) becomes

∂ρ

∂t
= − ēnμd

ε∗ ρ − υ
∂ρ

∂x
+ Dn

∂2ρ

∂x2

ρ = ē(n − n0). (13.16)
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This is a non-linear equation through the first term on the right-
hand side. For small deviations from space-charge neutrality, n can be
replaced by n0, and the linearized equation can be solved in terms of
travelling space-charge waves:

ρ = ρ0 exp{i(kx − ωt)}
−iω = −ω∗

c − iυk − Dnk2

ω∗
c = ēn0μd

ε∗ = ωc
ε

ε∗ , ωc = ēn0μd

ε

(13.17)

where ωc is the differential conductivity frequency. We can cast the
solution in terms of temporally attenuating travelling waves, by letting
ω → ω − i/τ , or in terms of spatially attenuating waves, by letting
k → k+ iα, and equating real and imaginary quantities. The frequency
dependence of the effective permittivity generates three distinct solu-
tions: a simple space-charge wave; and two acoustoelectric waves, one
travelling forwards and the other backwards.

To be specific, we will give the solutions in terms of spatially atten-
uating waves. The space-charge wave is obtained when the condition
υ 	= υs is met:

ρ = ρ0e−αxei(kx−ωt)

ω = υk

α = ωc + Dnk2

υ
, α 
 k. (13.18)

In the Ohmic regime, any space-charge fluctuation dissipates at a rate
determined by the conductivity and by diffusion. In the hot-electron
regime, the differential conductivity can be negative, i.e. ωc < 0. In this
case, the waves grow when ωc + Dnk2 < 0 and the system is electrically
unstable.

When υ ≈ υs one obtains the acoustoelectric solutions:

ω2 = υ2
s

(
1 − 2α

(
1 + k2L2

)

k2L2

)
k2, α 
 k

2α = − K2
k2L2(
1 + k2L2

)2 + 
2k2L4

L2 = Dn

ωc
, 
 = (υ − υs)

Dn

(13.19)

Here, L is the Debye screening length. The waves attenuate when they
travel against the drift, i.e. υs < 0. They grow when υ > υs (Fig. 13.2).
(Actually, the condition for amplifying acoustic waves is more strin-
gent than this, since the non-electronic losses described in Chapter 10
have to be overcome.) The acoustoelectric effect was first described
by Hutson and White (1962), White (1962), and Gurevitch (1962).
The gain is a maximum for k2L2 = 1 and 
L = 2, in which case
2αL = K2/4.
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FIG. 13.2.
Acoustoelectric gain versus field
(eqn (13.19)) for the frequency of
maximum gain.

In the presence of a negative differential resistance (NDR), L2 is neg-
ative and the conditions for acoustic amplification are reversed. Since
NDR depends on hot-electron non-linearities which appear at drift
velocities well above the velocity of sound, the effects are generally ex-
pected to be small. However, it is not the drift velocity of the carriers
that matters but, rather, the drift velocity of the space charge. In the
presence of trapping, these two velocities are not the same; in fact, the
drift of trapped space charge can be much slower. There exists, there-
fore, the possibility of NDR when the drift velocity of space charge is
in the vicinity of the velocity of sound.

The trapping rate is given by eqn (13.7) and the space-charge dens-
ity by eqn (13.4). The total rate of change of free electron density is
therefore

∂n

∂t
= −cn(Nt − nt)n + enNcnt + ∂N

∂t

≈ −n

τ
+ N

τg
+ ∂N

∂t

(13.20)

where N is the total electron density free and trapped. Equation
(13.7) is recovered if the total density remains fixed, but this is not
the case when there is space-charge build-up. Without trapping the
rate of change of free electron density would equal that of the total.
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Introduction of the frequency of the wave leads to the following
relation between free and total densities:

n = f − iωτ
1 − iωτ

N

f = τ

τg

(13.21)

Here, τ is the trapping time constant, τg is the generation time con-
stant and f is the trapping factor. With ρ = ē(N − N0), the attenuation
coefficient is (Uchida et al. 1964)

2α = K2k

[
kL2(
0 f b − 
s) − a

(
k2L2f b + k
sL

2a
)]

[
1 + k2L2f b + k
sL2a

]2 + k2L4
[

0 f b − 
s + (

a/kL2
)]

(13.22)

where

a = (1 − f )ωτ
f + ω2τ 2

, b = f 2 + ω2τ 2

f
(

f + ω2τ 2
)


0 = υ

Dn
, 
s = υs

Dn
(13.23)

In the absence of trapping (τ →∞), a = 0, and b = 1/f , and we return
to eqn (13.19). In the case of fast trapping τ → 0, a = 0, and b = 1, we
obtain eqn (13.19) once again, but this time the effective drift velocity
is fυ, which can be much less than typical hot-electron drift velocities.
Thus, it is possible for NDR and acoustoelectric effects to be coincident
(Ridley 1974). As far as the author knows, this situation has never been
investigated.

13.3. Parametric processes

In eqn (13.16), the non-linear term consisting of the product of car-
rier density and space-charge deviations from equilibrium was ignored.
When there is an instability, this term cannot be neglected. Its effect is
to modify the wave being amplified by engendering a second-harmonic
component and producing a frequency shift. This self-interaction is
not as important as the principal effect of the non-linearity, which
is to couple waves to one another via parametric processes. A para-
metric process involves the transfer of energy from one wave, termed
the pump, to two other waves, known (unpoetically) as bucket modes,
which are phase matched to the pump. The pump is typically one of the
waves whose growth is favoured by the amplification process, and the
bucket modes are waves that may not be amplified very much, or even
at all, in the linear regime.

If ρ1 is the amplitude of the space-charge of the pump and ρ2 and
ρ3 are the corresponding amplitudes of the bucket modes, the set of
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equations describing growth, neglecting diffusion for simplicity, is as
follows:

∂ρ1

∂t
= α1ρ1 − β1ρ2ρ3

∂ρ2

∂t
= α2ρ2 + β2ρ

∗
3ρ1

∂ρ3

∂t
= α3ρ3 + β3ρ1ρ

∗
2 (13.24)

plus corresponding equations for the complex conjugates. The waves
obey the phase-matching conditions:

k1 = k2 + k3

ω1 = ω2 + ω3.
(13.25)

In the case of the acoustoelectric effect, the growth coefficients (in time)
in the weak activity regime (
 small) are

αi = K2

2
υsk

2
i L2
(

1 + k2
i L2

)2 − αLi

βi = K2

2
υsk

2
i L2(

1 + k2
i L2

)2 ekjkkL2

kBTε
.

(13.26)

The linear growth coefficient differs from that in eqn (13.19) in de-
scribing the growth of amplitude, not intensity (which accounts for
the factor of 2), growth in time rather than space (which accounts
for the appearance of the velocity of sound), and it includes a lattice-
loss term. Parametric acoustoelectric processes have been treated by
Ganguli and Conwell (1969), Reik, Schirmer, and Hinkelmann (1969),
and Ridley (1971). The expression for the parametric gain is taken from
the last reference.

The process described above can be described as (p,bb) in obvious
notation, and it is a downconversion process; that is, energy is trans-
ferred to lower frequencies. The rate of downconversion maximizes for
the subharmonic, ω2 = ω3 = ω1/2. Another downconversion process
is (p,pb). Upconversion processes are (pp,b) and (pb,b), the latter being
weak.

We have described the interaction between three waves but, in reality,
there are many waves, and a bucket mode will receive energy from a
wide spectrum. The net result, as revealed experimentally by Brillouin
scattering, is a huge shift in frequency downwards (Fig. 13.3).

13.4. Domains and filaments

Ultimately, the situation becomes determined by the inherent non-
linear dynamics of the growth process, and new physical features
emerge. In the case of NDR-generated growth, the emergent phe-
nomenon is either a propagating high-field domain or a stationary
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high-current filament (Ridley 1963). In the case of the acoustoelec-
tric effect, it is a domain of both high field and high acoustic flux that
propagates at the speed of sound.

The high-field domain is a creature of so-called N-type NDR. The
latter is characterized by the current falling beyond a certain field—to
be distinguished from the S-type NDR, in which the field falls beyond
a certain current (Fig. 13.4). The domain is a dipole layer propagating
from cathode to anode; that is, in the direction of the electron drift, with
a leading depletion layer and a trailing accumulation layer. Whereas
accumulation is unlimited, depletion is limited by the electron dens-
ity. In a completely depleted layer the space charge is constant and
the field drops linearly, giving a triangular shape to the field profile
(Fig. 13.5). When the domain reaches the anode it collapses: a new one
is formed near the cathode and the process is accompanied by a cur-
rent spike. Thus, current pulses are produced with a period equal to
the transit time of the domain and these can be exploited as a source
of microwave power. Domain formation requires that there be sufficient
electron density in the sample to form a dipole layer. This imposes a cri-
terion on the product of electron density and sample length, l: in GaAs,
nl > 1011 cm−2. When this is not satisfied, a stationary domain forms
at the anode. If situated in a resonant cavity, space-charge build-up can
be controlled to inhibit domain formation. In this way, microwave fre-
quencies up to 100 GHz can be generated, the limit being the rate at
which electrons return from the upper valley to the central valley.
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domain propagating to the right.

There are a number of mechanisms that produce a NDR, the
main ones being electron transfer to an upper valley (Ridley and
Watkins 1961a), scattering induced (Hilsum and Welborn 1966; see also
Fig. 12.6), field-enhanced capture over an impurity barrier (Ridley and
Watkins 1961b), impact ionization (Schöll 1981), and double injection
(Stafeev 1959). For a survey of these mechanisms in 3-D and in 2-D,
see Ridley (1993).

The acoustoelectric domain is also a high-field dipole layer, but its
structure is determined by its intense acoustic flux, which acts simply
as a high resistance, limiting the current to that corresponding to a drift
velocity near to and just above the velocity of sound.

S-type NDR is associated with impact ionization and it produces
more complicated behaviour involving both longitudinal and trans-
verse charge instabilities. Ultimately, a high-current filament is formed
from cathode to anode.
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To treat these non-linear effects properly would require another
book. Individually, they have been discussed by a number of authors.
A far from complete bibliography might include: for transferred-
electron NDR and domains, Carroll (1970) and Bulman, Hobson,
and Taylor (1972); for filaments, Gaa, Kunz, and Schöll (1996)
and Schöll (1998); and for the acoustoelectric effect, Meyer and
Jörgensen (1970). Here, we focus our attention on a simple model of a
propagating field domain (Fig. 13.3) associated with an N-type NDR.

The equation for current continuity is

∂ρ

∂t
= − ∂j

∂x
. (13.27)

In a stable space-charge structure propagating with velocity υD, a con-
version to a moving coordinate system, x → x − υDt, will remove all
time dependence. Thus,

∂

∂t
→ −υD

d
dx

∴ υDρ = j − ēn0υ0. (13.28)

The integration constant is just the drift-current density in the re-
gions on either side of the domain where there is no space charge. The
current-density equation can be written thus:

ēDn
dn

dx
= ēn(υ − υD) − ēn0(υ0 − υD)

ρ = ē(n − n0).
(13.29)

Replacing d/dx by (dE/dx)d/dE and using Gauss’s equation, we
obtain.

(
ēDn/ε

∗) (n − n0)
dn

dE
= n(υ − υD) − n0(υ0 − υD)

ε∗ = ε
υ2

p − υ2
D

υ2
s − υ2

D

.
(13.30)

Assuming that the diffusion coefficient is field-independent, the equa-
tion can be integrated to give

n

n0
− ln

n

n0
− 1 = ε∗

ēDnn0

E∫
E0

[
(υ − υD) − n

n0
(υ0 − υD)

]
dE. (13.31)

Now n = n0 on either side of the domain where the field is E0 and
both sides of the equation vanish. But n = n0 also in the interior of the
domain when the field is at its maximum value ED, and since the left-
hand side again vanishes, so must the integral with the upper limit equal
to ED. But this integral can be performed over either the acumulation
layer or over the depletion layer, and the only way it can be zero in both
cases is if υD = υ0. Thus the domain velocity is the same as the drift
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velocity of electrons outside the domain. But υD must also be such that
(Butcher 1965)

ED∫
E0

(υ − υD)dE = 0. (13.32)

In other words, the domain velocity is such that the area under the
curve of drift velocity and field above υD must be equal to that below
it (Fig. 13.4). This, in turn, determines υ0.

The domain dynamics can be repeated in the presence of fast trap-
ping. Similar results are obtained with n replaced by the total electron
density, free and trapped, N, and all velocities reduced by the trapping
factor τ/τg. Domains in the Gunn effect travel at around 107 cm/s, but
the velocity of slow domains that have been observed can be as low as
10−4 cm/s. NDR domains (as distinct from acoustoelectric domains)
that travel near the velocity of sound have not been observed, to the au-
thor’s knowledge, but they are predicted to have interesting properties
(Ridley 1974).

13.5. Recombination waves

So far, we have considered processes involving a single type of carrier;
we now look at an instability involving the recombination of electrons
and holes. We need all the equations from eqns (13.1)–(13.8) but we do
not need to consider Auger, radiative, or excitonic processes. Writing
these explicitly, we have

∂D

∂t
= e(μpp0 + μnn0)E0 − e

[
(μpp + μnn)E − Dp

∂p

∂x
+ Dn

∂n

∂x

]
∂D

∂x
= e(δp − δN)

∂p

∂t
= −δpωp + gp(δn − δN) − ∂

∂x

(
μppE − Dp

∂p

∂x

)
∂n

∂t
= −δnωn + gnδN − ∂

∂x

(
−μnnE − Dn

∂n

∂x

)
(13.33)

ωp,n and gp,n are capture and generation rates averaged over the traps,
and N is the total electron density, free and trapped. We also have D =
ε∗E. Linearizing in the usual way, we obtain four equations for the four
unknowns δE, δp, δn, and δN, each considered to be small compared
with equilibrium value, and to vary as exp{i(kx − ωt)}.

Solutions exist provided that a certain dispersion relationship is satis-
fied. Deriving this dispersion relationship in the general case involves a
tedious amount of algebra. In the situation we are interested in, certain
approximations are allowable. We assume that the conductivity fre-
quencies associated with the electrons and holes are much larger than
the frequencies associated with the single deep centre through which
the recombination traffic proceeds. Additionally, we regard the centre
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to be deep enough for the generation rates gp,n to be negligible. These
approximations are actually applicable to most practical situations, so
there is not a great loss in generality.

Applying them allows us to express the dispersion relationship as
follows: [

ω + i
{
ωc + k2 (Dp + Dn

)}− k(υp − υn)
]

×
[
ω2 + iω

{
ωp + ωn + ik(μE0 − ikDa)

}
−ωpωn − ik

{
(μω)t E0 − ik(Dω)t

}] = 0 (13.34)

where ωc = e
(
μpp0 + μnn0

)
/ε∗ is the conductivity frequency. In the

second bracket, the terms μ and Da are the ambipolar mobility and
ambipolar diffusion constant respectively:

μ = μpμn(n0 − p0)
μpp0 + μnn0

Da = DpDn(n0 + p0)
μpp0 + μnn0

.

(13.35)

The terms in the last internal bracket are

(μω)t = μpμn(n0ωn − p0ωp)
μpp0 + μnn0

(Dω)t = DpDn(n0ωn − p0ωp)
μpp0 + μnn0

.

(13.36)

The first bracket of eqn (13.34) equated to zero describes an ambi-
polar space-charge wave:

ω = −i
{
ωc + k2(Dp + Dn)

}
+ k(υp − υn). (13.37)

Since the conductivity frequency is large (and here assumed to be
positive), this solution describes heavily damped space-charge waves
travelling with velocity υp − υn. The slower solutions described by the
second bracket of eqn (13.34) therefore describe waves in which elec-
trical neutrality pertains, thereby accounting for the appearance of the
ambipolar transport coefficients.

The character of these slower solutions is easily established for the
case k = 0, viz. ω = −iωp or ω = −iωn. Fluctuations simply decay at
the trapping rate for the individual carrier. However, for k 	= 0 and for
large enough fields so that drift dominates diffusion, at least over some
range of k, a fluctuation may grow. For example, in n-type material
transport is determined by the minority carrier, as eqn (13.35) shows. In
such a case it is also likely that the capture of holes is much more rapid
than for electrons (since the deep centres will tend to be well-occupied
by electrons).
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We can explore this case by assuming that

μnn0 � μpp0

∴ μ → μp, D → Dp

(μω)t → μp(ωn − ωpp0/n0)
(Dω)t → Dp(ωn + ωpp0/n0). (13.38)

Inserting these into the second bracket of eqn (13.34) and equating to
zero gives two solutions, which are

ω+ = −i
{
ωp(1 + a) + k2Dp

}
+ kυp(1 + b)

ω− = −i(ωn − ωpa) − kυpb

a = p0

n0

k2υ2
p

k2υ2
p + (

ωp − ωn + k2Dp
)2
{

1 − Dp
(
ωp − ωn + k2Dp

)
υ2

p

}

b = p0

n0

ωp(ωp − ωn + 2k2Dp)
k2υ2

p + (ωp − ωn + k2Dp)2

(13.39)

where υp is the drift velocity of holes. These are the solutions obtained
by Konstantinov and Perel (1965). The first describes a damped hole
wave travelling in the direction of the hole drift. The second describes
an electron wave travelling in the direction of the electron drift, which
grows in time if

ωpa > ωn. (13.40)

This condition implies that the hole concentration and the drift length
should both be high enough such that

p0ωp

n0ωn
> 1

υpω
−1
p >

√
Dpω

−1
p .

(13.41)

If these conditions are satisfied, then there will exist a range of
wavelengths that are unstable. Current oscillations in silicon that may
be caused by a recombination instability have been observed, for ex-
ample, by Holonyak and Bevacouva (1964). One of the problems in
identifying this instability is that it has to be distinguished from the
instability caused by field-enhanced capture. In principle, there is no
difficulty, since the latter is a hot-electron effect, but in practice a
distinction may not be easy.

Physically, what is happening is that the instability is triggered off
by a local increase, say, in the electron density which reduces the field
(since the electrons are the majority carriers). As a result, holes pile up
on the anode side of the fluctuation and get trapped rapidly. The res-
ultant space-charge attracts more electrons which do not get trapped
quickly, and this results in an enlargement of the field trough and a
movement of the fluctuation towards the anode, i.e. in the direction
of electron drift. Ultimately, stability will be established when the hole
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traps are so full that the electron trapping rate increases. A fuller dis-
cussion can be found in Konstantinov, Perel, and Tsarenkov (1967) in
which the possibility of fast recombination waves, as distinct from the
slow recombination waves that we have been considering, is explored.
These waves travel in the direction of the minority holes and satisfy the
condition

p0ωn > n0ωp (13.42)

which can be satisfied only if the trapping of holes is extremely slow.
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Hot phonons 14
14.1. Introduction

The creation of a large non-equilibrium population of phonons by hot
electrons is a well-known and well-studied phenomenon in both bulk
and quasi-2D semiconductors in zinc blende (Shah 1992), and more re-
cently in wurtzite material (Ridley et al. 2004). Its principal effect is to
reduce the rate of loss of electron energy to the lattice and thence to the
thermal reservoir. This reduction is caused by the increased probabil-
ity of the electron absorbing a phonon. When the effect is strong, the
phonon temperature approaches and may equal the electron temperat-
ure, and when this happens the rate of energy loss is entirely determined
by the lifetime of the phonon. Thus, the phonon lifetime becomes a
critical parameter in the theory of hot-phonon effects, as important as
the emission and absorption rates associated with the electron–phonon
interaction. In cases of interest, the phonons in question are the po-
lar longitudinally polarized optical phonon (LO) modes, as these are
the modes that interact strongly with electrons. Measurements of the
lifetime of hot LO modes, excited optically or by an electric field, have
been carried out in zinc blende semiconductors using the techniques
of Raman scattering and transport measurements. More recent aware-
ness of the importance of the phonon lifetime for III-nitride devices
has stimulated the measurement of Raman scattering data (regarding
its dependence on lattice temperature) in AlN, GaN, and InN, as we
show in Section 14.4.

The hot-phonon effect is naturally associated with a high dens-
ity of electrons. This means that, where the phonons involved are
the polar LO modes (the usual case in practice), the role of the
plasma modes of the electron gas cannot be neglected. It is neces-
sary that the electron–phonon interaction be described in terms of
coupled plasmon–phonon modes, which results in the bare interac-
tion being screened or anti-screened, depending on the wavevector (see
Section 9.4). Raman scattering results in bulk GaAs and GaN have
shown that the lifetime reduces with increasing electron density, which
has the effect of diluting the hot-phonon effect. The simplest inter-
pretation of this is linked to the increase in frequency associated with
plasmon–phonon coupling, as we will see, but the reader should be
warned that our understanding of the properties of hot phonons is by
no means complete.
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14.2. Rate equations

An estimate of the power dissipated per electron by emitting phonons
defined by frequency ω and wavevector q can be made as follows. The
occupation of a state with wavevector q and frequency ω is determined
by the mode rate equation:

dn(q,ω)
dt

= G(q,ω) − n(q,ω) − n(q,ω,TL)
τp(ω)

. (14.1)

Here, n(q,ω) is the occupation number, G(q,ω) is the net rate of
emission with wavevector q and frequency ω, n(q,ω, TL) is the
thermodynamic-equilibrium number at the lattice temperature and
τp(ω) is the phonon lifetime. (Note that eqn (14.1) ignores any role that
the products of phonon decay may play; we discuss this aspect later in
Section 14.8.) The net emission rate is given by

G(q,ω) = Wem(q,ω)[n(q,ω) + 1] − Wabs(q,ω)n(q,ω). (14.2)

We can relate the rates in eqn (14.2) using the principle of detailed
balance:

Wabs(q,ω) = Wem(q,ω)
n(q,ω, Te) + 1

n(q,ω, Te)
(14.3)

where n(q,ω, Te) is the number at the temperature of the electron gas.
The occupation number at the steady state is then

n(q,ω) = n(q,ω, Te)
n(q,ω, TL) + λ(q,ω)
n(q,ω, Te) + λ(q,ω)

(14.4)

and the power dissipated per electron by a mode with frequency ω is

P(ω) = h̄ω

N

∫
[n(q,ω, Te) − n(q,ω, TL)]λ(q,ω)
τp(q,ω)[n(q,ω, Te) + λ(q,ω)]

d3q (14.5)

where h̄ω is the energy of the phonon, N is the electron density, and

λ(q,ω) = Wem(q,ω)τp(q,ω). (14.6)

Here, Wem(q,ω) is the total spontaneous emission rate, obtained by
summing over the electron distribution, and the total power dissipated
is given by a sum over frequency.

When the density of the electron gas is small enough for coupled-
mode effects to be ignored, the only mode that dissipates energy is the
LO phonon mode, whose frequency ωL can be taken to be independ-
ent of wavevector q. When the density is high, as is usually the case
in high-power devices, coupling between plasmons and phonons make
the situation extremely complicated, and progress is possible only by
making a number of approximations. It can be assumed, for example,
that the electron gas can be characterized by an electron temperature,
an assumption that is well founded experimentally. The coupling itself
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is a well-known problem, and we will be content to follow the standard
treatment based on the lowest order of the random phase approxima-
tion (RPA), as discussed in Chapter 9. Because the electrons are hot, it
can be assumed that the hot electron gas can be adequately described
by non-degenerate statistics.

14.3. Lifetime

The lifetime of polar optical phonons is clearly a vital parameter in
the understanding of hot-phonon effects. The study of the decay of LO
phonons using the techniques of Raman scattering show that the life-
time is dependent on temperature and also on electron density. In zinc
blende material there are just two optical modes—LO and transversely
polarized optical phonon (TO)—but in wurtzite there are six, denoted
by E1(LO), A1(LO), E22, E1(TO), B1, and E21 (Fig. 14.1). Of these,
the E1 and A1 modes are both Raman and infrared active, E2 modes
are Raman but not infrared active, and B1 modes are neither Raman
nor infrared active (‘silent modes’). As electrons interact most strongly
with LO modes via the Fröhlich interaction, experiments have focused
on the decay of LO modes.

Ga

E2

B1B1

A1 E1

E2

N

FIG. 14.1.
Ion displacements in wurtzite.

As mentioned in Chapter 10, decay occurs as a result of anharmonic
forces, most commonly involving three phonons, as in the process de-
scribed by Klemens (1966). Other mechanisms have been suggested by
Vallee and Bogani (1991) and by Ridley (1996). Theory now identifies
three distinct channels of decay that can operate in diamond and zinc
blende materials, and additional further channels in wurtzite mater-
ial. Barman and Srivastava (2004) have classified them with their decay
rates as follows:

1. Klemens channel SO → S′A + S′A, SO → S′A + S′′A
2. Ridley channel SO → S′O + S′′′A
3. Valle-Bogani channel SO → SOedge + S′′A
4. Further channels (wurtzite only) SO → S′O + S′′O
Note that S stands for L or T and ‘edge’ denotes the zone-edge
frequency. In several cases 2ωLA < ωLO and so the Klemens mechan-
ism is ruled out, but, in general, all possible channels make stronger
or weaker contributions. The net anharmonic decay rate when the
daughter modes remain in equilibrium is of the form (eqn (10.51))

W (ωL) = Gp(n̄1 + n̄2 + 1) (14.7)

where n1,2 are the equilibrium distribution functions of the daughter
modes. Equation (14.7) can be expressed as

W (ωL) = Gp
n̄1n̄2

n̄L
. (14.8)

The bar denotes an equilibrium value. In general, the distribution func-
tions of the daughter modes will be determined by their individual
rates of decay towards equilibrium, in which case eqn (14.7) must be
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TABLE 14.1. Contributions by various channels to the decay of the LO mode in zinc blende
GaAs and wurtzite AlN, GaN, and InN.

Klemens Vallee–Bogani Ridley Further

GaAs 52% 33% 15% NA
AlN 0 0 84% 16%
GaN 0 0 100% 0
InN 0 0 20% 80%

NA, not applicable.

modified to account for re-absorption (see Section 14.8). The factor Gp
is given by Barman and Srivastava (2004):

GK1 = h̄γ 2

64πρc̄2c3
S′′A

ω5
L

GK2 = h̄γ 2

4πρc̄2c3
S′′A

ω3
S′′AωLωS′A

GR = h̄γ 2

4πρc̄2c3
S′′A

ω3
S′′AωLωS′O

GV−B = h̄γ 2

4πρc̄2c3
S′′A

ω3
S′′AωLω

edge
L

GF = h̄γ 2

4πρc̄2c3
S′′O

ω3
S′′OωLωS′O.

(14.9)

In the expressions for the rates, γ is the Gruneisen constant, c̄ is the
average acoustic velocity, ρ is the mass density, and cS′′A,O is an acoustic
or acoustic-like velocity.

From Barman and Srivastava’s analysis of phonon decay in cubic
and hexagonal semiconductors, the contributions by various channels
to the decay of the LO mode in zinc blende GaAs and wurtzite AlN,
GaN, and InN near room temperature are shown in Table 14.1.

14.4. Dependence on lattice temperature

Figures 14.2 to 14.4 show the lifetime of LO phonons, measured
by Raman scattering, in AlN, GaN, and InN. Barman and
Srivastava (2004) have compared their theory of multi-channel decay
with these results, and obtain good agreement. It is of some prac-
tical use to ask if a simple one-channel model might be a reasonably
good approximation, so we show the theoretical curves predicted by
the Ridley mechanism LO → TO + LA, adjusted to give the cor-
rect lifetime at room temperature. Even though this mechanism is not
the only one active (even in the case of GaN the dominant channel
is LO → TO + TA), there is good agreement with experiment, so
it provides a useful phenomenological depiction of the temperature
dependence.
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FIG. 14.2.
Temperature dependence of the A1
optical mode in AlN. The filled circles
are from Raman scattering (Kuball
et al. 2000). The curve is the Ridley
channel rate with h̄ωL = 0.0942 eV,
h̄ωT = 0.0694 eV.
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FIG. 14.3.
Temperature dependence of the A1
optical mode in GaN. The filled circles
are from Raman scattering (Tsen
et al. 1998). The curve is the Ridley
channel rate with h̄ωL = 0.089 eV,
h̄ωT = 0.067 eV.
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FIG. 14.4.
Temperature dependence of the A1
optical mode in InN. The circles are
from Raman scattering (Pomeroy
et al. 2005). The curve is the Ridley
channel rate with h̄ωL = 0.075 eV,
h̄ωT = 0.063 eV.

In hot-electron experiments some Joule heating can be expected, so
the lifetime of the uncoupled phonon will be reduced somewhat from
its room-temperature value. This complicates matters, because the hot-
phonon effect becomes dependent on the details of heat-sinking, which
will generally vary from specimen to specimen, something we do not
deal with here (Dyson and Ridley 2011).

More immediately, we must take into account the coupled-mode
effects.

14.5. Coupled modes

The coupling between plasma and polar-optical modes is described in
terms of the dielectric function. We limit the description to the case of
the zinc blende-type lattice, and a non-degenerate electron distribution,
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following Ridley and Dyson (2010). The dielectric function is the sum
of the electron and lattice components: ε = ε∞ + εelec + εlat. The lattice
component is given by

εlat = −ε∞
ω2

L − ω2
T

(ω + iγ )2 − ω2
T

(14.10)

where γ is the inverse lifetime of the lattice mode. The electronic
contribution in RPA for a non-degenerate gas is given by

ε(q,ω)
ε∞

=
(

qD

q

)2 Z(S−) − Z(S+)
2a

, (14.11)

where q is the wavevector and Z(s) is the plasma dispersion function
(Fried and Conte 1961):

Z(s) = 1√
π

∞∫
−∞

dt
e−t2

t − s
(14.12)

where s is complex.
The real arguments of the plasma dispersion function are:

S± = y ± a/2, y =
(

m∗

2kBT

)1/2
ω

q
, a =

(
h̄2q2

2m∗kBT

)1/2

. (14.13)

The reciprocal screening length is obtained from q2
D = e2N

ε∞kBT and

the plasma frequency is ωp = (e2N/ε∞m∗)1/2 . A useful form can
be obtained in terms of a two-pole Pade approximant (Lowe and
Barker 1985; Dyson and Ridley 2008).

Z(S) = −S
[
2 + (π − 2)2S2

]+ iπ2

1 + (4 − π)S2 + (π − 2)2S4
. (14.14)

The real and imaginary components of the total dielectric function
are then

Re
(
ε(ω, q)
ε∞

)
=
(

qD

q

)2 1
2a

[
S+
{
2 + (π − 2)2S2+

}
d+

−S−
{
2 + (π − 2)2S2−

}
d−

]
+ ω2 − ω2

L

ω2 − ω2
T

Im
(
ε(ω, q)
ε∞

)
= π1/2

(
qD

q

)2 1
2a

[
1

d−
+ 1

d+

]
(14.15a)

where d± = 1 + (4 − π)S2± + (π − 2)2S4± and

Im
(

− 1
ε(ω, q)

)
= Im ε(ω, q)

[Re ε(ω, q)]2 + [Im ε(ω, q)]2
. (14.15b)
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It is useful to express the S factors in terms of q0, where
h̄2q2

0/2m∗ = h̄ω. Thus,

S± = 1
2

(
h̄ω

kBT

)1/2 (q0

q
± q

q0

)
. (14.16)

Two regimes are picked out, which we can label A and B. In A,
(q0/q) � (q/q0); in B, (q0/q) 
 (q/q0). In other cases, such as the
screening of acoustic phonons, the frequency is much smaller than ωL,
and B can correspond to the case of static screening. It is sometimes
claimed that static screening can be evoked in the case of optical phon-
ons when the electron density is extremely high, but, because, usually,
ω ≈ ωL, the approximation is justified only for short wavelengths. Note
that when q = q0, S+ is a minimum and S− vanishes. The approximate
boundary of the two regimes is at q/q0 = 1.

Another boundary is defined by Landau damping (Landau 1946).
This occurs when the dispersion of the plasmon encounters the single-
particle excitation regime. At low temperatures with a degenerate
electron gas, this boundary is sharp, but at elevated temperatures it is
diffuse, and Landau damping occurs, to various degrees, everywhere.
An approximate boundary can be defined using the thermal average
wavefunction kT = √

3kBT/m∗:

ω = h̄q2

2m∗ + h̄kTq

m∗ . (14.17)

Because the results from Raman scattering refer to the lifetime of
long-wavelength modes, it is sufficient in this case to limit attention
to the dielectric function in the limit q → 0. Thus, in a two-pole
approximation, the dielectric function is given by

ε(ω) = ε∞

(
1 − ω2

p

(ω + is)2
− ω2

L − ω2
T

(ω + is)2 − ω2
T

)
. (14.18)

Polar modes are defined by Re ε(ω) = 0. The solutions are

ω2± = 1
2

(
ω2

p + ω2
L ±

√(
ω2

p + ω2
L

)2 − 4ω2
pω

2
T

)
. (14.19)

The dependence on electron density of the two allowed modes is
depicted in Fig. 14.5a.

The strength of the interaction with single electrons is proportional
to the reciprocal of the imaginary part of the dielectric function. In
the case of uncoupled polar-optical modes the coupling strength is
proportional to the reciprocal:

1
εp

= 1
ε∞

− 1
εs

(14.20)

where ε∞ is the high-frequency permittivity and εs is the static permit-
tivity. For coupled modes this becomes

1
εp±

= 1
ε∞

ω±
(
ω2± − ω2

T

)
ωL
(
ω2± − ω2∓

) (14.21)
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FIG. 14.5.
Frequencies (a) and coupling strengths
(b) of the coupled modes.

and is shown in Fig. 14.5b. For brevity, the upper-frequency mode will
be referred to as the coupled phonon, and the lower-frequency mode
as the coupled plasmon. The interaction of the coupled phonon with
electrons is anti-screened. The interaction of the coupled plasmon is
much weaker.

Insofar as both modes involve lattice vibrations, they are prone to
anharmonic interactions and hence to a corresponding lifetime. The
phonon strengths have been quantified as follows (Kim et al. 1978):

�± = ω2± − ω2
p

ω2± − ω2∓
. (14.22)

If we assume that the anharmonic lifetime of the coupled phonon
mode is determined, for simplicity, by the Ridley channel, and that
of the coupled plasmon by the Klemens channel, we obtain, setting
� = 1,

1
τp+

= h̄γ 2

4πρc̄2c3
TA

(ω+ − ωT)
3 ω+ωT

n̄ (ωT) n̄ (ω+ − ωT)

n̄ (ω+)

1
τp−

= h̄γ 2

4πρc̄2c3
TA

ω5−
{n̄ (ω−/2)}2

n̄ (ω−)
.

(14.23)

These are shown in Figs. 14.6 and 14.7. Comparisons have been made
with the Raman data for the coupled phonon in GaAs and GaN, which
show reasonable agreement. Two measurements of lifetime based on
noise in the GaN heterojunction field-effect transistor (HFET) channel
are also shown. The rough agreement with theory in the latter case must
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Lifetime of the coupled plasmon as a
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be put down to pure coincidence, because in the hot-phonon situation
the phonon wavevectors involved in the interaction with electrons are
significantly greater than assumed in the two-pole model. As far as the
author is aware, there are no comparable data for the low-frequency
coupled plasma.

14.6. Lifetime dispersion

Raman scattering data refer only to LO modes with wavevectors near
the zone centre. In situations where hot-phonon effects are produced by
hot electrons driven by a high electric field, the LO modes that are in-
volved have significantly greater wavevectors, and coupled-mode effects
are complicated by Landau damping. Nevertheless, the dispersion of
coupled modes can be obtained in terms of the two-pole Pade approxi-
mant. An example derived for the real part of the dielectric function is
shown in Fig. 14.8.

Assuming the decay of these modes to be via our model Ridley
channel, we obtain a wavevector-dependent lifetime, as shown in
Fig. 14.10.

The reduction in lifetime for small wavevectors is compensated by the
increase in lifetime for larger wavevectors. Thus, on average, plasmon
coupling is not expected to alter the LO frequency significantly. Note



388 Hot phonons

q/q0

1.0

2.0

1.5

1.0

0.5

ω/
ω L

900k

10 ´ 1018 /cm3

0.0
1.50.50.0 2.0

FIG. 14.8.
Dispersion in GaN
(q0 = (2m∗ωLO/h̄)1/2). The dash-dotted
line depicts the approximate boundary
of the single-particle excitation regime.

that the results obtained from Raman scattering cannot be applied to
the case of field-produced hot phonons.

The net result of the hot-phonon effect is to limit the rate at which
electrical power is dissipated and, further, to limit the drift velocity. To
what extent these effects occur depends on the LO phonon lifetime, and
as we have pointed out, this depends on temperature, electron density,
coupled-mode effects, and the rate at which daughter products decay.
Figure 14.11 compares the coupled-mode theory of drift velocity with
experimental results for different lifetimes.

A simple estimate of the field-dependence of the drift velocity, as-
suming the constancy of frequency and lifetime (that is, for the case
of bare phonons), leads to a drift velocity that saturates with field.
Thus, if we assume that that the mobility is inversely proportional to the
phonon number and the power is proportional to the phonon number,
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Dispersion of the coupled phonon. The
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units of 1018 cm−3 (Ridley and
Dyson 2010).
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then from P = eμF2 we obtain F proportional to n, and the drift ve-
locity v is a constant, which is a familiar solution for the hot-phonon
effect. However, in the case of coupled modes, P ∝ (h̄ω/τp)n and there-
fore F ∝ (h̄ω/τp)1/2, and, instead of being constant, v ∝ (h̄ω/τp)1/2.
As the electron temperature increases and the single-carrier excita-
tion boundary shifts to smaller q, more and more modes become
screened, with the result that the frequency reduces and the lifetime
increases. The drift velocity therefore decreases with temperature and,
consequently, with field, exhibiting a negative differential resistance
(NDR). Numerical solution supports the conclusion of this rough
model (Dyson and Ridley 2012).
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Another interesting result for transport is that the net result of ab-
sorption of hot phonons is to produce negative momentum relaxation.
A glance at eqn (3.155) shows that there is a negative term in the
momentum relaxation via absorption at small wavevectors. In the equi-
librium case, the population of phonons does not depend on q, and the
density of states ensures that the absorption of large q phonons dom-
inates that of small q, so the net momentum relaxation via absorption
is positive. However, if the population is skewed towards small q, the
net momentum relaxation via absorption can become negative. This is
exactly what occurs in the case of hot phonons. When emission is in-
cluded the total momentum relaxation is always positive, but not as
great as one might expect from the increased phonon population.

14.7. Migration

In practice, experimental analysis of the decay of hot phonons involves
probing the behaviour at the particular location in the specimen where
the hot phonons are generated, which may be within a micrometre of
the surface in a Raman experiment or in the channel of a transistor. In
either case, it is necessary to consider any effects due to migration of
the phonons. The effective diffusion rate of a phonon increases with its
group velocity (v = dω/dq). In the case of a bare polar-optical phonon,
diffusion will be negligible for modes near the zone centre, so provided
that the electron concentration is small, migration can be neglected.
For high electron densities, however, the group velocities that can be
deduced from the dispersion of coupled modes (Figs. 14.9 and 14.10),
are significant, so migration can become a factor in the reduction of
effective lifetime with electron density (Dyson and Ridley 2008).

Another factor in the case of HFETs that needs to be considered
when the electrons experience strong confinement in the channel is the
effect of interface optical modes as well as bulk-like LO modes (Dyson
and Ridley 2010b). However, in most cases of interest, the high electron
temperature reduces the effect of confinement, and the relevant modes
can be taken to be the bulk LO phonons.

14.8. Role of daughter modes

The lifetime of an LO mode is shortened by any increase in its fre-
quency, as occurs in coupled-mode effects, and this effect increases with
electron density. A rise in temperature also shortens the lifetime, an
effect associated with the enhancement of the stimulated emission of
daughter modes. The question is ‘What is the role of daughter modes
when their own decay is slow enough for them to be forced significantly
out of equilibrium?’

Let us consider a simple model in which an LO mode in a zinc blende
crystal decays via the Ridley channel, with subsequent decay of the
daughter products:

LO → TO + TA, TO → LA + LA, TA → LA − TA′.
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We are assuming that the decay of the TO mode is via the Klemens
channel and the decay of the TA mode occurs via a type 2 process (see
Section 10.2.2) in which the TA phonon absorbs another TA phonon
and produces an LA phonon. The rate equations are (see eqns (10.21)
and (10.30)):

dnLO

dt
= G − A0(nLO[nTO + nTA + 1] − nTOnTA)

dnTO

dt
= A0(nLO[nTO + nTA + 1] − nTOnTA)

− ATO

[
nTO(2nLA + 1) − n2

LA

]
dnTA

dt
= A0(nLO[nTO + nTA + 1] − nTOnTA)

− ATA[nTAnTA′(nLA + 1) − (nTA + 1)(nTA′ + 1)nLA].

(14.24)

The rate A0 can be expressed in terms of the lifetime when the daughter
modes are in equilibrium:

1
τ̄LO

= A0(n̄TO + n̄TA + 1). (14.25)

At steady state, the occupation number of an LO mode is

nLO = G + A0nTOnTA

A0(nTO + nTA + 1)
. (14.26)

The second term in the numerator is the rate of increase via re-
absorption, and the denominator is proportional to the rate of decay.
There are therefore two opposing effects of increasing the occupation
numbers of the daughter modes.

Quantifying the effect is simplified if it is assumed that the grand-
daughter modes remain in equilibrium. The populations of the daugh-
ter modes can then be deduced in the steady state from

dnTO

dt
= A0(nLO[nTO + nTA + 1] − nTOnTA) − nTO − n̄TO

τ̄TO

dnTA

dt
= A0(nLO[nTO + nTA + 1] − nTOnTA) − nTA − n̄TA

τ̄TA
.

(14.27)

We have assumed that the decay of the daughter modes can be de-
scribed by a simple time constant. Solving for nTO − n̄TO in the steady
state, we obtain the quadratic equation

nTO − n̄TO = 1
2A0τTA

[
−(1 + B) ±

√
(1 + B)2 + 4A0τ̄TOτ̄TAR0

]
B = A0 [(n̄TA − nL0)τ̄TO + (n̄TO − nL0)τ̄TA]

R0 = nLO − n̄LO

τ̄LO
.

(14.28)
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The equivalent equation for the TA mode is obtained from

nTO − n̄TO

τ̄TO
= nTA − n̄TA

τ̄TA
. (14.29)

Simple solutions can be obtained in the case where R0 is small or one
or both of the lifetimes of the daughter modes is small, then

4A0τ̄TOτ̄TAR0 
 (1 + B)2 (14.30)

and

nTO − n̄TO ≈ R0τ̄TO

1 + B
nTA − n̄TA ≈ R0τ̄TA

1 + B
. (14.31)

Substitution into the expression for the decay rate of the LO mode gives

R = R0

1 + B
(14.32)

corresponding to an effective lifetime of

τ∗
LO = τ̄LO(1 + B) = τ̄LO{1 + A0[(n̄TA − nLO)τ̄TO + (n̄TO − nLO)τ̄TA]}.

(14.33)

As n̄LO < n̄TO, n̄TA, modest deviations from equilibrium mean that B
is always positive, so the effective lifetime, which is the one that is meas-
ured, is always greater than τ̄LO. Solving for the case when all lifetimes
are equal to 2 ps gives the variation of effective lifetime with increasing
population shown in Fig. 14.12.

This simple model of LO phonon lifetime may be denoted Model B.
We may conclude that the measured lifetime is not just a simple prop-
erty of the mode, but involves the properties of all connected modes,
and any attempt to deduce the Grüneisen parameter from a measure-
ment of lifetime is of dubious value without taking into account at
least the results of Model B. As regards experiments to verify the de-
crease with increasing nLO, increasing nLO by increasing the electron
population means that a distinction between Model B behaviour and
coupled-mode effects will not be easy.

n0

τ 
(p

s
)

0.2 0.4 0.6 0.8 1.0 1.2

2.8

2.6

2.4

2.2

2.0

1.8
FIG. 14.12.
Effective lifetime versus occupation
number of LO mode.
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Spin processes15
15.1. Introduction

Transistors and other semiconductor devices work by virtue of the fact
that an electron possesses an electric charge and responds to the action
of an applied electric field. The electron has another intrinsic property,
namely its spin and associated magnetic moment, and the burgeon-
ing technology of spintronics seeks to exploit this. The big difference
between charge and spin is that at equilibrium all electrons have the
same charge, but only half have the same spin. Thus, in order to pro-
duce a device it is necessary that a particular spin be established in some
way, for instance, by an applied magnetic field, by injection from a fer-
romagnetic material, or by using polarized light. Spin transport then
depends on the spin relaxation rate, which is expected to be significantly
weaker than the rate of momentum relaxation, with time constants
in the nanosecond to picosecond regime rather than femtosecond. A
device that has established a transportable spin-polarized population
of electrons also needs to have a way of detecting spin. Techniques
of spin injection, transport, and detection are required to produce a
spin transistor, the idea for which is now some 25 years old (Datta and
Das 1990).

More revolutionary is the idea of a spin-based quantum computer.
The simple analogy with a conventional computer is that spin-up
and spin-down can represent the two binary figures. However, un-
like the on–off dichotomy of the transistor, the spin of an electron
can exist as a superposition of up and down states, and this offers
an intrinsic parallelism that can be exploited. The bit of a classical
computer now becomes a qubit. In addition, the spins of two elec-
trons can be entangled, so that the two-spin system can exist as a
superposition of states, and, in principle, the entanglement can be ex-
tended to include a number of electrons. These properties allow the
quantum computer to vastly outperform conventional computers in
certain tasks, such as factorizing large numbers and searching large
databases (Steane 1998). There are, however, major problems to be ad-
dressed, including achieving precise control over the evolution of spins
and, above all, maintaining quantum coherence. To achieve the latter,
the system has to be isolated from its environment in order to avoid
decoherence, thereby making the spin dynamics irreversible. Nuclear
spins have very long lifetimes and are candidates for storing qubits,
with entanglement effected via the hyperfine coupling to electron spins
in the conduction band.
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We limit our discussion to the mechanisms that relax spin in
spin-polarized populations of electrons in the conduction band of
a semiconductor. We look at three mechanisms: the Elliot–Yafet,
D’yakonov–Perel, and Rashba processes. These all depend on the sub-
tleties of conduction-band structure that in our previous discussions
were taken to be relatively unimportant. Our description of these pro-
cesses necessitates a more in-depth exploration of Kane’s k · p theory
(Kane 1954). There is a fourth mechanism when there are both electron
and hole populations present—the Bir–Aranov–Pikus (BAP) process—
which involves an electron–hole interaction mediated by exchange
splitting.

15.2. Band structure

None of the scattering processes described in Chapters 3 and 4 affect
the spin of the electron; the spin degeneracy of the band enters only
into the calculation of electron density. This property is true only if the
spin–orbit interaction is entirely neglected, an approximation that is
valid given the smallness of the energy involved. However, in spintron-
ics, spin-flip processes become important, and one such process—the
Elliot–Yafet (EY) process (Elliot 1954; Yafet 1959)—directly involves
scattering as a result of the spin–orbit perturbation mixing spin states.
We describe this effect first for hexagonal crystals, and it is then
straightforward to deduce the results for cubic crystals.

The tetrahedral bonds of the diamond, zinc blende, and wurtzite
lattices are composed of atomic s-states and three p-states directed mu-
tually orthogonally, represented by |S〉, |X〉, |Y〉, and |Z〉. For zero
wavevector, the s-state has energy Eg equal to the direct energy gap
above the valence band, and the valence band consists of a triply de-
generate state composed of the three p-states. The magnetic field arising
from the orbital motion of the electron is zero for the s-state, because
it is a state of zero angular momentum (# = 0), but in the case of the
p-states (# = 1) it has the effect of mixing the p-states and their spins.

We consider wurtzite with the inclusion of crystal-field splitting.
Transition to the zinc-blende structure is straightforward. We use
Kane’s k · p theory. The Hamiltonian is given by

H

[
unk(r↑)
unk(r↓)

]
=
(

H0 + h̄2k2

2m
+ h̄

m
k · p + HSO

)[
unk(r↑)
unk(r↓)

]

= En(r)
[

unk(r↑)
unk(r↓)

]
,

H0 = p2

2m
+ V (r),

HSO = h̄

4m2c2 ∇V (r) × p · σ = Hxσx + Hyσy + Hzσz,

σx =
[

0 1
1 0

]
, σy =

[
0 −i
i 0

]
, σz =

[
1 0
0 −1

]
.

(15.1)
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where m is the free-electron mass and V (r) is the periodical poten-
tial, and the spin quantization is taken to be along the z-axis. We limit
attention to four bands: the conduction band and the three uppermost
valence bands.

We need to work out the matrix elements for a given k, i.e.
〈
u∗

ik|H|ujk
〉
.

Following Chuang and Chang (1996) we define the following:

〈S|H0|S〉 = Ec,
〈X |H0|X〉 = 〈Y |H0|Y〉 = Ev + �1, 〈Z|H0|Z〉 = Ev,

〈S|px|X〉 = 〈S|py|Y〉 = m

h̄
P2, 〈S|pz|Z〉 = m

h̄
P1,

〈Y |Hx|Z〉 = 〈Z|Hy|X〉 = −i�2, 〈X |Hz|Y〉 = −i�3.

(15.2)

There is a six-fold symmetry in the x–y plane. In working out the other
matrix elements it is useful to note that Hz does not flip spin but Hx,y
do. Also, it is useful to note that

H∗
α = −Hα ,

〈X |Hz|X〉 = 〈Y |Hz|Y〉 = 0, Hα|α〉 = 0,
〈Y |Hz|X〉 = 〈X |H∗

z |Y∗〉 = −〈X |Hz|Y〉.
(15.3)

Because of the spin-flipping properties, we can replace the functions
X and Y by the linear combination (X ± iY )/

√
2 and the wavevectors

kx, ky by k± = kx ± iky.
The combination that diagonalizes the full k ·p Hamiltonian is char-

acterized by the total angular momentum J and its component mj

along a given direction, say the z-direction. Taking L to be the total
angular momentum and S the spin angular momentum, we have

J = L + S

and the allowed quantized values are

L = h̄
√
#(# + 1), Lz = m#h̄ (m# = −#, 0#)

S = h̄
√

s(s + 1), Sz = msh̄ (ms = −s, 0, s)

J = h̄
√

j(j + 1), Jz = mjh̄ (mj = −j, 0, j)

(15.4)

where s = 1/2.
Focusing on the region near the zone centre we take the basis

functions to be

uc1 = |iS↑〉 , u1 =
∣∣∣∣−X + iY√

2
↑
〉

, u2 =
∣∣∣∣X − iY√

2
↑
〉

, u3 = |Z↑〉 ,

uc2 = |iS↓〉 , u4 =
∣∣∣∣X − iY√

2
↓
〉

, u5 =
∣∣∣∣−X + iY√

2
↓
〉

, u6 = |Z↓〉 .
(15.5)

With Ev1 = Ev + �1 + �2, Ev2 = Ev + �1 − �2, and k± = kx ± iky,
the energies are determined from det(H8×8 − EI8×8) = 0 with E =
E − h̄2k2/2m:
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⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Ec − E′ − k+√
2

P2
k−√

2
P2 kzP1 0 0 0 0

− k−√
2

P2 Ev1 − E′ 0 0 0 0 0 0

k+√
2

P2 0 Ev2 − E′ 0 0 0 0
√

2�3

kzP1 0 0 Ev − E′ 0 0
√

2�3 0

0 0 0 0 Ec − E′ k−√
2

P2 − k+√
2

P2 kzP1

0 0 0 0
k+√

2
P2 Ev1 − E′ 0 0

0 0 0
√

2�3 − k−√
2

P2 0 Ev2 − E′ 0

0 0
√

2�3 0 kzP1 0 0 Ev − E′

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

×

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

|iS↑〉
u1

u2

u3

|iS↓〉
u4

u5

u6

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

= 0 (15.6)
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FIG. 15.1.
Valence band splitting.

⎧⎪⎪⎨
⎪⎪⎩

− (Ec − E′) (Ev1 − E′) [(Ev2 − E′) (Ev − E′)− 2�2
3

]
+ [(Ev + �1 − E′) (Ev − E′)− �2

3

]
P2

2

(
k2

x + k2
y

)
+ (Ev1 − E′) (Ev2 − E′)P2

1k2
z

⎫⎪⎪⎬
⎪⎪⎭ = 0. (15.7)

The band-edge energies are

Ec,

E1 = Ev1 = Ev + �1 + �2,

E2 = Ev + �1 − �2

2
+
√(

�1 − �2

2

)2

+ 2�2
3,

E3 = Ev + �1 − �2

2
−
√(

�1 − �2

2

)2

+ 2�2
3.

(15.8)

Thus, Ec = Ev1 + Eg, where Eg is the band gap. The valence band
structure in wurtzite is shown in Figs. 15.1 and 15.2.
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Valence band structure.

15.3. Valence band eigenfunctions

The eigenfunctions at the band edge for the conduction band (Ec) and
for the uppermost valence band (E1) are clearly |iS↑〉,|iS↓〉 and u1,u4.
The other valence bands are coupled by the spin–orbit interaction. For
the E2 level, u2 and u6 are mixed in one component of the degenerate
state and u3 and u5 in the other. This is also true for the E3 level, but
with different weightings. In the first component of the E2 level, the
eigenfunction is of the form au2 + bu6, where a2 + b2 = 1. Inspection
of eqn (15.6) shows that b/a = −√

2�3/(Ev − E′) = √
2�3/(E2 − Ev),

and so

a = E2 − Ev√
(E2 − Ev)2 + 2�2

3

, b =
√

2�3√
(E2 − Ev)2 + 2�2

3

. (15.9a)

In the second component the eigenfunction is bu3 + au5. Finally, noting
that Ev2 − E3 = E2 − Ev, we find for the E3 level bu2 − au5 and
−au3 + bu5. Thus, in the two lower valence bands, spins are mixed by
the spin–orbit interaction, even at k = 0.

The transition to the cubic case can be carried out with�1 = 0,�2 =
�3 = �0/3, where �0 is the spin–orbit splitting. Thus, a → 1/

√
3,

b → √
2/3. As discussed in Section 1.8, the spin–orbit splitting is pro-

portional to L·S, where L·S = h̄2

2 ( j( j + 1) − #(# + 1) − s(s + 1)) = h̄2

2
for j = 3

2 , and −h̄2 for j = 1
2 . The spin–orbit splitting is therefore

�0 = 3h̄2/2 and, from eqn (15.8), E1 = Ev + �0/3, E2 = Ev + �0/3,
and E3 = Ev − 2�0/3. Band 1 is the heavy-hole band, band 2 is the
light-hole band, and band 3 is the split-off band. The corresponding
basis functions can be depicted as φJ

mj
to denote the total angular mo-

mentum and its z-component. The heavy-hole and light-hole bands
both have J = 3/2 but with different mj, and the split-off band has
J = 1/2. The eigenfunctions are
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φ
1/2
1/2 = |S〉↑, φ

1/2
−1/2 = |S〉↓

φ
3/2
3/2 = i√

2
|X + iY〉↑, φ

3/2
−3/2 = i√

2
|X − iY〉↓

φ
3/2
1/2 = i√

6
[|X + iY〉↓ − 2|Z〉↑], φ

3/2
−1/2 = i√

6
[|X − iY〉↑ + 2|Z〉↓]

φ
1/2
1/2 = − i√

3
[|X + iY〉↓ + |Z〉↑], φ

1/2
−1/2 = − i√

3
[|X − iY〉↑ − |Z〉↓].

(15.9b)

15.4. Conduction band eigenfunctions

In the case of the conduction band, spins are mixed only for finite k.
The energy as a function of k is obtained from eqn (15.7) and the ei-
genfunctions are obtained from eqn (15.6) for E′ = Ec. The energy is
given by

E = Ec + h̄2k2

2m
+

[(
Eg + �2

) (
Eg + �1 + �2

)− �2
3

]
[(

Eg + 2�2
) (

Eg + �1 + �2
)− 2�2

3

] P2
2

(
k2

x + k2
y

)
Eg

+
(
Eg + 2�2

)
P2

1K2
z[(

Eg + 2�2
) (

Eg + �1 + �2
)− 2�2

3

] .

(15.10)

This has the form

E = Ec + h̄2(k2
x + k2

y)

2m∗⊥
+ h̄2k2

z

2m∗
z

and hence

1
m∗⊥

= 1
m

+
[(

Eg + �2
) (

Eg + �1 + �2
)− �2

3

]
[(

Eg + 2�2
) (

Eg + �1 + �2
)− 2�2

3

] 2P2
2

h̄2Eg
, (15.11)

1
m∗

z

= 1
m

+
(
Eg + 2�2

)
[(

Eg + 2�2
) (

Eg + �1 + �2
)− 2�2

3

] 2P2
1

h̄2
.

The effective mass is now a tensor quantity with longitudinal and
transverse components.

The eigenfunctions are of the form

uc(↑) = a′|iS↑〉 + b′u1 + c′u2 + d ′u3 + e′u5 + f ′u6 with

a′2 + b′2 + c′2 + d ′2 + e′2 + f ′2 = 1.
(15.12)
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a′ = 1
D

[(
Eg + �1 + �2

) (
Eg + 2�2

)− 2�2
3

]
,

b′ = − P2k−√
2EgD

[(
Eg + �1 + �2

) (
Eg + 2�2

)− 2�2
3

]
,

c′ = P2k+√
2D

(
Eg + �1 + �2

)
,

d = P1kz

D

(
Eg + 2�2

)
,

e′ =
√

2P1kz

D
�3,

f ′ = P2k+
D

�3,

D2 =
[(

Eg + �1 + �2
) (

Eg + 2�2
)− 2�2

3

]2
(

1 + P2
2k2⊥

2E2
g

)
(15.13)

+
[(

Eg + �1 + �2
)2 + 2�2

3

] P2
2k2⊥
2

+
[(

Eg + 2�2
)2 + 2�2

3

]
P2

1k2
z .

The eigenfunction for the opposite spin is

uc(↓) = a′|iS↓〉 − b′∗u4 − c′∗u5 + d′u6 + e′u2 − f ′∗u3 (15.14)

(Note that in b∗ etc., k∓ → k±.)
The Bloch functions for the two spin states can be expressed as

follows:

φ
1/2
1/2 =

(
aiS − bR+

k−
k⊥

+ cR−
k+
k⊥

+ dZ

)
↑ +

(
−eR+ + f Z

k−
k⊥

)
↓

φ
1/2
−1/2 =

(
aiS − b∗R+

k+
k⊥

+ c∗R−
k−
k⊥

+ d∗Z

)
↓ +

(
e∗R+ − f ∗Z

k+
k⊥

)
↑.

(15.15)

Define �1 = Eg + �2,�2 = Eg + �1 + �2,�3 = Eg + 2�2 (15.16)

Then,

a = �2�3 − 2�2
3

D
, b = −P2k⊥

(
�2�3 − 2�2

3

)
√

2EgD
, c = P2k⊥�2√

2D
,

d = P1kz�3

D
, e =

√
2P1kz�3

D
, f = P2k⊥�3

D
,

D =
{

1 +
[

1
Eg

+ �2
2 + 2�2

3(
�2�3 − 2�2

3

)2
]

P2
2k2⊥
2

+
(
�2

3 + 2�2
3

)
P2

1k2
z

�2�3 − 2�2
3

}(
�2�3 − 2�2

3

)2
.

(15.17)
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The momentum matrix elements can be expressed in terms of the
electron energy from eqn (15.11):

P2
2k2⊥ = (E⊥ − E⊥0)Eg

(
�2�3 − 2�2

3

)
�1�2 − �2

3

,

P2
1k2

z = (Ez − Ez0)
(
�2�3 − 2�2

3

)
�3

,

(15.18)

where E0 is the corresponding free-electron energy.
Most wurtzite semiconductors have large band gaps such that

�i/Eg 
 1 (i = 1, 2, 3), in which case the coefficients can be ap-
proximated by

a =
√

1 − L2, b = − L2k−√
2k⊥

, c = L2k+√
2k⊥

, d = L1,

e =
√

2L1�3

Eg
, f = L2k+�3

k⊥Eg

(15.19)

where we have defined

L2 = L2
1 + L2

2, L2
1 = P2

1k2
z

E2
g

, L2
2 = P2

2k2⊥
E2

g
. (15.20)

The transition to the cubic case is straightforward. Because of the
higher symmetry it is possible, without loss of generality, to assume for
simplicity that the wavevector of the electron is along the z-direction.
Note that, unlike the case of cubic crystals, we must retain all the
wavevector components in the hexagonal case.

After all the foregoing rather heavy mathematical detail we are, at
last, ready to describe spin relaxation in the conduction band via the
EY process.

15.5. The Elliot–Yafet process

In the presence of a scattering potential Vk,k′ the scattering rate is
given by

Wk, k′ = 2π

h̄

∫ ∣∣〈 f |Vk, k′
∣∣ i〉|2δ (Ef − Ei

)
dNf (15.21)

The initial eigenfunction can be split into opposite spin components:

uc(↑) = ψ1(↑) + ψ1(↓),
uc(↓) = ψ2(↓) + ψ2(↑).

(15.22)

We assume that the scattering potential does not act directly on spin
and that it is slowly varying over a unit cell. Let Fk(r) be the envelope
function multiplying uc. Then

〈 f |Vk,k′(r)|i〉 = 〈
F∗

k′(r)
∣∣Vk,k′(r)

∣∣Fk(r)
〉 [〈

u∗
ck′(↑)

∣∣uck(↑)
〉+ 〈

u∗
ck′(↓)

∣∣uck(↑)
〉]

(15.23)
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which is the sum associated with an intraband (spin-conserving) trans-
ition and an interband (spin-flip) transition.

Simplifying the notation somewhat, we put
〈
u∗

ck′(↑)
∣∣uck(↑)

〉
=〈

k′↑∣∣k↑〉 and
〈
u∗

ck′(↓)
∣∣uck(↑)

〉
= 〈

k′↓∣∣k↑〉. From eqns (15.12) and (15.13)

we have 〈
k′↑∣∣k↑〉 = aa′ + bb∗′ + cc∗′ + dd ′ + ee′ + ff ∗′〈
k′↓∣∣k↑〉 = −ec′ + fd′ − df ′ + ce′.

(15.24)

For kinetic energies that are small compared with the band gap, the
matrix element for the spin-conserving process is unity, to an excellent
approximation. In the same approximation we can take the parameter
D in eqn (15.13) to be independent of the wavevector. The matrix
elements for the spin-flip processes are then〈

k′↓∣∣k↑〉 = {(
k+k′

z − kzk′+
) (

Eg + �1 + �2
)

+ (k+k′
z − kzk′+

) (
Eg + 2�2

)} P1P2�3

D2

= {(
k+k′

z − kzk′+
) (

2Eg + �1 + 3�2
)} P1P2�3

D2〈
k′↑∣∣k↓〉 = ec∗′ − f ∗d ′ + df ∗′ − c∗e′

= {(
kzk′− − k−k′

z

) (
2Eg + �1 + 3�2

)} P1P2�3

D2
.

(15.25)

It should be noted that although 〈k′↓|k↑〉 	= 〈k′↑|k↓〉, the squared
moduli are equal, as they should be. Replacing P1 and P2 from eqn
(15.11) leads to

〈k′↓|k↑〉 = h̄2

2

√√√√√
(

1
m∗

z
− 1

m

)(
1

m∗⊥
− 1

m

)
Eg[(

Eg + �1 + �2
) (

Eg + �2
)− �2

3

] (
Eg + 2�2

)

×
(
2Eg + �1 + 3�2

)
�3[(

Eg + �1 + �2
) (

Eg + 2�2
)− 2�2

3

] (k⊥eiφk′
z − kzk′⊥eiφ′)

(15.26)

where we have replaced k+ by k⊥eiφ
(

k2⊥ = k2
x + k2

y

)
.

Note that because of the lower symmetry of wurtzite we have to re-
tain all wavevector components. The wavevector-dependent element in
eqn (15.26) can be written as

k⊥eiφk′
z − kzk′⊥eiφ′ = kk′ (eiφ sin θ cos θ ′ − eiφ′

cos θ sin θ ′)
∣∣∣k⊥eiφk′

z − kzk′⊥eiφ′∣∣∣2 = k2k′2
(

sin2 θ cos2 θ ′ + cos2 θ sin2 θ ′
−2 sin θ cos θ sin θ ′ cos θ ′ cos

(
φ − φ′)

)

tanφ = ky

kx
.

(15.27)
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The conversion to the cubic case is effected by putting P1 = P2,
�1 = 0, and �2 = �3 = �0/3. In addition, we may take the initial-
state wavevector to lie along the z-direction. The end result is

〈k′↓|k↑〉 = E

(
1 − m∗

m

) (
2Eg + �0

)
�0

Eg
(
Eg + �0

) (
3Eg + 2�0

) k′

k
eiφ′

sin θ ′

(15.28)

where E is the kinetic energy and θ ′ is the angle k′ makes with k. This is
the expression originally obtained by Zawadski and Szymanska (1971).

The spin relaxation rate can now be obtained. As it is dependent on
the scattering rate it is commonly expressed in terms of the momentum
relaxation rate, 1/τm. However, a simple momentum relaxation time
constant can be defined only for elastic processes, otherwise the spin-
flip rate has to be found numerically. Focusing on elastic scattering
processes, we note that in the relevant matrix element, eqn (15.28),
k′ = k, and there is an angular dependence, sin θ . If the angular de-
pendence of the scattering rate is depicted by W (θ) we can relate the
spin relaxation rate to the momentum relaxation rate in the cubic case
as follows:

1
τs

= γ
1
τm

(
1 − m∗

m

)2 2η2(2 − η)2

(3 − η)2

(
E

Eg

)2

, η = �0

Eg + �0

γ =

1∫
−1

W (x)(1 − x2)dx

1∫
−1

W (x)(1 − x)dx

, x = cos θ .

(15.29)

It is clear that the spin-flip rate is significantly less than the mo-
mentum relaxation rate—by as much as a factor of 104 (E 
 Eg,
η 
 1). Typical values for the momentum relaxation time are on the
scale of a picosecond or less, which implies a spin-flip time in the re-
gion of nanoseconds. Where the dominant interaction is with polar
optical phonons, and is highly non-elastic, the rate has to be obtained
numerically (e.g. Fig. 15.3).
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FIG. 15.3.
Temperature dependence in GaAs of the
EY spin relaxation times associated with
the interaction with polar optical modes
(Dyson and Ridley 2004).
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Further account of the EY mechanism can be found in
Chazalviel (1975) and Pikus and Titkov (1984). More recent treatments
are found in Song and Kim (2002) and in Dyson and Ridley (2004).

15.6. The D’yakonov–Perel process

Incorporating the effect of more distant bands leads to the well-known
modification of the effective mass for heavy holes and also to a new
spin–orbit interaction that manifests itself in a spin-splitting of the con-
duction band, and it is this spin-splitting that provides a transparent
mechanism for spin relaxation known as the D’yakonov–Perel (DP)
process.

The relevant contribution to the Hamiltonian in the cubic case is of
the form

H↑↓ = 2
√

2aeG
kkz

(
k2

y − k2
x

)
+ ikxky

(
3k2

z − k2
)

k
(

k2
x + k2

y

) ,

∣∣H↑↓
∣∣ = 2

√
2|aeG|
k

κ, where G = h̄2

m2

∑
n,j

〈S|px|Γn, j〉〈Γn, j|py|Z〉
Ec − En

.

(15.30)

Coefficients a and e are the amplitudes of eqn (15.13). In the expression
for G, Γn, j refers to the jth function of the nth band with appropri-
ate symmetry. Effectively, the sum reduces to the term associated with
the second conduction band. This leads to the removal of the spin
degeneracy with the total energy given by

E(k) = h̄2k2

2m∗ ± 2
√

2|aeG|
k

κ , where

κ =
[
k2
(

k2
xk2

y + k2
yk2

z + k2
zk2

x

)
− 9k2

xk2
yk2

z

]1/2
.

(15.31)

The k-dependent term κ is a vector with components

kx

(
k2

y − k2
z

)
, ky

(
k2

z − k2
x

)
and kz

(
k2

x − k2
y

)
. (15.32)

From eqn (15.32) we can see that spin-splitting appears in all but the
〈100〉 and 〈111〉 directions.

An analogy can be drawn from the spin-splitting of an electron in
a magnetic field B. The energy is H = −μ · B = gsh̄σ · B, where μ

is the magnetic moment, g is the gyromagnetic ratio, and s = ±1/2.
When μ is not aligned with B, the electron experiences a torque
μ×B that produces a rate of change of angular momentum J, dJ/dt =
μ × B. This manifests itself as a precession of the vector J around B
with a frequency ω. Thus, after a time t the angle of precession is θ

and �J = ωtJsinθ , therefore ω = μB/J = �E/J, where �E is the
splitting energy. It is clear that the vector κ acts like a magnetic field
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producing the splitting energy given in eqn (15.31). Consequently, we
can associate a precession frequency with the splitting as follows:

h̄ω = 2
√

2|aeG|
k

κ. (15.33)

In a precession, spin can be said to have been relaxed when the angle
precessed is of order one radian, i.e. after a time T such that ωT ≈ 1.
In this case the relaxation rate is simply ω. However, after a time 2π/ω,
the original direction of spin is recovered, so pure precession cannot be
said to properly relax the spin. However, in the presence of a scattering
mechanism that induces a relaxation of momentum in a time τ∗, the
axis of the precession changes and true relaxation becomes possible.
Two cases can be considered. When ωτ∗ � 1 precession is dominant
and relaxation can only come about via a collision. The relaxation time
is therefore just τ ∗. The other case is when ωτ∗ 
 1. The change of spin
direction between momentum-relaxing collisions is then small and oc-
curs at random. The measure of relaxation has then to be proportional
to the mean-square angle change within a collision time

〈
ω2
〉
τ∗2. In

time T there will be T/τ∗ collisions, and when
〈
ω2
〉
τ ∗2T/τ∗ = 1, T is

the relaxation time. The relaxation rate is then given by

1
τs

=
〈
ω2
〉
τ∗ (15.34)

which is much smaller than it is when ωτ ∗ � 1.
An explicit expression for 〈ω2〉 can be obtained from eqn (15.33) by

taking an angular average of κ; thus〈
κ2
〉
= 4

105
k6 (15.35)

so, inserting the amplitudes a and e from eqn (15.13), we get

〈
ω2
〉
= 16

315

(
m∗

m

)2 (
1 − m∗

m

)2 G2
0E3

h̄2Eg

4η2

3 − η
. (15.36)

The strength of the interaction has been expressed in terms of a di-
mensionless parameter G0 = m∗G/h̄2. Focusing once more on elastic
collisions (τ ∗ = τm), the spin relaxation rate is then

1
τs

= 16
315

(
m∗

m

)2 (
1 − m∗

m

)2 G2
0E3

h̄2Eg

4η2

3 − η

τm

γ
. (15.37)

In this case, the angular dependence is determined by the vector κ ′,
which is described in terms of the Legendre function, P3(cos θ) =
(1/2)(5 cos3 θ − 3 cos θ). Thus,

γ =

1∫
−1

W (x)(1 − P3(x))dx

1∫
−1

W (x)(1 − x)dx

(15.38)
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Temperature dependence in GaAs of the
DP spin relaxation times associated with
the interaction with polar optical modes
(Dyson and Ridley 2004).

where, as in eqn (15.29), W (x) is the angular dependence of the mo-
mentum relaxation rate. For scattering via acoustic phonons, there is
no angular dependence of the rate and, consequently, γ = 1. For small-
angle scattering typical of charged-impurity scattering, 1−P3 ≈ 6(1−x)
and γ = 6.

In many cases the scattering mechanism is the inelastic process as-
sociated with polar optical phonons, in which case the rate has to
be obtained numerically. The result for GaAs (Fig. 15.4) shows time
constants in the picosecond region, which makes the DP process the
dominant one compared with the EY process.

Further accounts are in D’yakonov and and Perel (1984) and Pikus
and Titkov (1984).

15.7. The Rashba mechanism

The spin–orbit interaction involving higher bands, responsible for the
k3 splitting of the conduction band, introduced a vector k that acted
analogously to a magnetic field. Rashba generalized this mechanism
to situations where the presence of strain or an electric field, for ex-
ample, produced an asymmetry describable in terms of a unit vector v
(Bychkov and Rashba 1984). In such a case, an additional perturbation
term appears in the Hamiltonian of the form

HR = α(σ × k) · v (15.39)

where α is dependent on the material and on the asymmetry (and in the
case of an electric field it is proportional to the expectation value of the
field). This introduces a spin-splitting proportional to k. Taking v to lie
along the z-direction, we obtain

E = h̄2k2

2m∗ ± α
∣∣σxky − σykx

∣∣ = h̄2k2

2m∗ ± αk (15.40)

which results in a minimum at

kmin = αm∗/h̄2, and E(kmin) = 2�
(

1
2

± 1
)

where � = m∗α2

2h̄2 .

(15.41)
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The arguments of the DP mechanism can then be used to define a spin
relaxation rate. The precession frequency is ω = αk/h̄. Thus, in the
collision-dominated case:

1
τs

= α2
〈
k2
〉
τm = 1

2
α2k2τm (15.42)

with k in the x−y plane.

15.8. The Bir–Aranov–Pikus mechanism

The BAP mechanism for spin flip exploits the exchange interaction
with holes (Bir et al. 1976). This interaction is basically the coulomb
interaction between electron and hole with exchange of electron and
hole coordinates. Spin comes into the picture because the wavefunc-
tions depend on the total spin of the two-particle system and different
energies are obtained for different total spins. In the case of two elec-
trons, for example, with spins s1 and s2, the total spin S = s1 ± s2,
that is, because s = 1/2, S = 1 or 0. Because there are three ways of
combining one-electron wavefunctions to give S = 1 (Sz = 1, 0, −1)
this is a triplet state, whereas there is only one way to give S = 0,
so this state is a singlet state. The energies that emerge from the ex-
change interaction can be written as E1 for S = 1 and E0 for S = 0,
and the difference E0 − E1 is referred to as the exchange splitting.
Because going from S = 1 to S = 0 (or vice versa) involves a spin
flip, the relevance for spin relaxation becomes clearer. However, spin
flips in electron–electron collisions through exchange do not produce a
net spin relaxation, whereas electron–hole collisions can produce a net
spin relaxation in the electron gas.

To calculate the rate it is convenient to make use of the analogy
with magnetic effects, rather than calculate the exchange/coulomb
matrix element directly. We therefore use the so-called Heisenberg
Hamiltonian:

Hex = −J12S1 · S2 (15.43)

where S1, S2 are the spin operators for the electron and hole, respect-
ively, and J12 is the exchange energy. The total spin operator is S, such
that

S2 = (S1 + S2)2 = S2
1 + S2

2 + 2S1 · S2

S1 · S2 = 1
2

(S(S + 1) − S1(S1 + 1) − S2(S2 + 1)).
(15.44)

For the electron S1 = 1/2, and for the hole (in the uppermost valence
band) S2 = 3/2, so S = 2 if the electron and hole spins are aligned
and S = 1 if they are oppositely aligned. The eigenvalues for the spin
product are then 3/4 when S = 2 and −5/4 when S = 1. If the exchange
energy is E1 for S = 1 and E2 for S = 2, then the Hamiltonian can be
expressed as

Hex = 1
8
(3E1 + 5E2) − 1

2
(E1 − E2)S1 · S2. (15.45)
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The first term on the right is just a constant energy that can be elim-
inated by redefining the zero of energy and so J12 can be expressed in
terms of the splitting:

J12 = 1
12

(E1 − E2) . (15.46)

Because of the nature of the exchange mechanism the electron and
hole must be in the same location for exchange to occur; i.e.

Hex = −1
2
(E1 − E2)S1 · S2Vexδ (r1 − r2) (15.47)

where Vex is some appropriate volume. We can relate the splitting en-
ergy to that observed in the exciton �ex and we can take the volume to
be of the order of the volume of the exciton ground state, πa 3

B , where
aB is the Bohr radius.

The matrix element for the transition can then be written as

M(S) = − 1
2
�exπa3

B

∫
dr1dr2

× 〈
ψ∗

e
(
k′, s′, r1

)
ψ∗

h

(
p′, j′, r2

) |S1 · S2δ(r1 − r2)|
×ψe (K, s, r1) ψh (p, j, r2)

〉
, (15.48)

ψe (k, s, r1) = uc (k, s, r1)Fc (k, r1) ,
ψh (p, j, r2) = uv (p, j, r2)Fv (p, r2) .

Fc and Fv are envelope functions, which are normalized plane-wave
functions in bulk material enhanced by the Sommerfeld (or coulomb)
factor

C = 2πη

1 − e−2πη
, η =

(
m∗v2

2EB

)−1/2

, (15.49)

where v is the carrier velocity and EB is the exciton Bohr energy. The
spin operators yield the eigenvalues αS where α2 = 3/4 and α1 = −5/4,
as we have seen. The rest of the integration gives the factorized electron
and hole overlap integrals:

Ie(k′, k) =
∫

cell

dru∗
c
(
k′, r

)
uc (k, r)

Ih(p′, p) =
∫

cell

dru∗
v
(
p′, r

)
uv(p, r) (15.50)

G
(
k′, k, p′, p

) =
∫

dr1dr2Fc
(
k′, r1

)
Fc (k, r1)Fv

(
p′, r2

)
Fv (p, r2)δ(r1 − r2).

The matrix element is then

M(S) = −1
2
�exπa3

BαSIe
(
k′, k

)
Ih
(
p′, p

)
G
(
k′, k, p′, p

)
. (15.51)
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The spin relaxation rate is given by

1
T
(S, k) = 2π

h̄

∫
|M (S) |2fp

(
1 − fp′

)
× δ

{
E
(
k′)+ E

(
p′)− E (k) − E (p)

}
dk′dpdp′ V3

(2π)9

(15.52)

where fp is the hole distribution function and we have assumed that the
electron gas is non-degenerate. The overlap integrals for the electron
and the heavy or light holes are

|Ie
(
k′, k

)|2 ≈ 1,

|Ih
(
p′, p

)|2 = 1
4

(
1 + 3 cos2 β

) (15.53)

where β is the angle between p and p′. In bulk material

G
(
k′, k, p′, p

) = 1
V
δk′+p′, k+pCeCh. (15.54)

Further material on this topic can be found in Pikus and
Titkov (1984) in which the relative efficiencies of the EY, DP, and BAP
mechanisms are discussed.

15.9. Hyperfine coupling

A purely magnetic interaction between electrons in the conduc-
tion band and nuclei with magnetic moments can flip the spin
(Abragam 1961; Landau and Lifshitz 1977). The mechanism is basic-
ally the classical interaction between two magnetic dipoles.

15.10. Summary

Spin-flip processes in n-type semiconductors are generally accoun-
ted for by the EY and DP mechanisms, and in p-type by DP and
BAP mechanisms. The EY and DP processes are experimentally distin-
guished by their dependence on the momentum relaxation time, which
is inversely related to the mobility. In the case of non-degenerate stat-
istics, EY is proportional to T2 and DP to T3. An examination of
spin relaxation rates in GaAs, GaSb, InAs, and InSb shows that EY
processes are dominant below about 5 K, DP processes above (Song
and Kim 2002), with spin-flip time constants at 300 K ranging roughly
between 10 and 100 ps.

A particular problem at 300 K is the predominance of polar optical
phonon scattering, which is notoriously inelastic, and it therefore pre-
cludes the use of a simple momentum relaxation time in the standard
equations describing spin relaxation. The use of the ladder technique
(Delves 1959; Fletcher and Butcher 1972) allows a reliable estimate of
spin rates when polar optical phonon scattering is dominant (Dyson
and Ridley 2004) (Figs. 15.3 and 15.4).
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The strengths of both EY and DP mechanisms are determined by the
ratio of the spin–orbit splitting to the band gap, and by the ratio of the
thermal energy of the electrons to the band gap. The bigger the band
gap, the smaller the spin relaxation rate. The rate in GaN (Eg = 3.4 eV)
is predicted to be some three orders of magnitude smaller than that in
GaAs (1.5 eV) (Krishnamurthy et al. 2003).

All three mechanisms are operative in p-type material, with the usual
dominance of DP over EY at elevated temperatures, but BAP becomes
dominant at high doping levels.

15.11. Optical generation

In a normal conduction band there are as many spin-ups as spin-
downs, so the first task for a spintronic device is to produce a popu-
lation of electrons where one type of spin dominates. The simplest way
would be to inject electrons from a ferromagnetic material, where the
electron gas is already spin-polarized. Unfortunately, there are no semi-
conductors that exhibit a spontaneous alignment of spins as occurs in
a ferromagnet at room temperature. The mismatch between such a fer-
romagnet and a conventional semiconductor makes injection difficult.
The alloy GaMnAs is ferromagnetic, but only below its Curie temper-
ature of 50 K. Other III–V alloys are being explored that have higher
Curie temperatures. The discovery of one with a Curie temperature
above 300 K would be revolutionary. However, there is an optical in-
jection technique that will produce a spin-polarized population in any
III–V semiconductor, and this is now described.

Quantum theory allows only certain values for the total angular mo-
mentum of a system, J. The total angular momentum is the sum of the
orbital (L) and spin (S) angular momenta (J = L + S), each of which
is also allowed only certain quantized values. Their projections along
a given direction, say the z-direction, are also quantized. These are as
follows:

J = √
j( j + 1)h̄ j = l ± s Jz = mjh̄ mj = −j . . . . . . + j

L = √
l(l + 1)h̄ l = 0 . . . (n − 1) Lz = mlh̄ ml = −l . . . 0 . . . + l

S = √
s(s + 1)h̄ s = 1/2 Sz = msh̄ ms = −s, +s

mj = ml + ms
(15.55)

where n is the principal quantum number.
In the case of a cubic direct-gap semiconductor, the conduction band

has s-type orbitals, for which l = 0 and thus ml = 0, j = 1/2, and mj =
±1/2. The three uppermost valence bands have p-type orbitals, for
which l = 1 and ml = −1, 0, +1. For the split-off (SO) band (ml = 0)
j = 1/2 and mj = ±1/2. For the light-hole (LH) band, j = 3/2 and
mj = ±1/2. For the heavy-hole (HH) band, j = 3/2 and mj = ±3/2.

The interband matrix element is of the form 〈uv|a ·p|uc〉 (eqn (5.14)),
where uv, uc are the unit cell wavefunctions for the valence and conduc-
tion bands at k = 0, and a is a unit vector. Since the conduction band
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wavefunction is spherically symmetric, the only non-zero components
are of the form

〈X |px|s〉 = 〈Y |py|s〉 = 〈Z|pz|s〉 = pcv. (15.56)

We recall that the valence band functions are of the form (eqn (15.9b)):

HH

(
3
2

, +3
2

)
= 1√

2
(X + iY)↑

(
3
2

, −3
2

)
= 1√

2
(X − iY)↓

LH

(
3
2

, +1
2

)
= 1√

6
[(X + iY)↓ − 2Z↑]

(
3
2

, −1
2

)
= 1√

6
[(X − iY)↑ + 2Z↓] .

SO

(
1
2

, +1
2

)
= 1√

3
[(X + iY)↓ + Z↑]

(
3
2

, −1
2

)
= 1√

3
[(X − iY)↑ − Z↓]

(15.57)

For linearly polarized light (ml = 0), the selection rule is �# = ±1 and
we have

〈HH| px |s〉 = 〈HH| py |s〉 = 1√
2

pcv, 〈HH| pz |s〉 = 0

〈LH| px |s〉 = 〈LH| py |s〉 = 1√
6

pcv, 〈LH| pz |s〉 = 1√
3

pcv (15.58)

〈SO| px |s〉 = 〈SO| py |s〉 = 〈SO| pz |s〉 = 1√
3

pcv

For arbitrary direction of polarization the contributions from HH
and LH are the same. The interest for spintronics is that for circu-
larly polarized light the contribution from HH is three times greater
than from LH, and this leads to a polarized spin population. This
comes about because for right circularly polarized light the additional
selection rule is �mj = +1, and for left circularly polarized light
it is �mj = −1. Figure 15.5 depicts the allowed transitions. Thus,
right circularly polarized light produces a population of down spins
in the conduction band three times greater than up spins. Note that the
emission or absorption of a photon does not affect the spin.

LH LH HHHH

–3/2 –1/2

–1/2

+1/2

+1/2

+3/2

FIG. 15.5.
Allowed transitions from the valence
band to the conduction band for
circularly polarized light: continuous
line for right circularly polarized,
dashed for left circularly polarized. The
quantum numbers are mj . The
transitions satisfy the selection rules
�# = ±1, �mj = ±1.
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16.1. Introduction

The physics of bulk semiconductors relies heavily on the concept of an
ideal periodic structure of the crystal lattice. In reality, there are many
departures from ideality—impurities, lattice defects, dislocations, and
so on—which are largely avoided or ameliorated by the advanced tech-
niques of crystal growing. Those that remain can usually be treated as
minor perturbations. However, this cannot be the solution for surfaces,
which represent a terminal (in all senses) disruption of periodicity. Real
crystals are finite in size, and surfaces acquire properties quite dis-
tinct from the bulk. The physics of surfaces becomes a big topic in its
own right, and our treatment here can only be brief and, inevitably,
incomplete. But no semiconductor is without a surface and its effect
stretches into the bulk in ways we need to understand. While a full ac-
count would involve a detailed description of the molecular structure
of the surface, we will limit our discussion to the electrical properties
that can be described by models that approximate conditions in the
close vicinity of a surface and that relate bulk properties to surface
properties.

The first account of the quantum states that are to be found at a sur-
face was given by Tamm (1932) and discussed critically by Shockley
(1939) in the context of the burgeoning technological importance
of germanium and silicon. However, it was soon realized that the
simple almost free-electron model of band structure also allowed a
model of the complex band structure, which described the existence
of evanescent states with complex wavevectors but real energies that
lay in the forbidden band gap of the semiconductor. These virtual
gap states (VIGS) found application in the description of deep-level
impurities, but also, more relevantly in the present context, in the de-
scription of surface and interface states. The technological motivation
was provided by the Schottky contact—a metal evaporated onto the
surface of a semiconductor—which was found to provide rectification
that was associated with the potential barrier presented to carriers in
the semiconductor. Schottky (1940) and Mott (1938) proposed a simple
rule involving the workfunctions of the metal and semiconductor.
Unfortunately, this rule turned out not to be borne out by exhaust-
ive measurements, which revealed that the barrier was determined far
more by the semiconductor than by the metal.

An explanation for this was offered by Bardeen (1947), who pointed
to the role of surface states. Initially regarded as states associated with



414 Surfaces and interfaces

unsatisfied bonds at the surface (dangling bonds) that could capture
electrons, surface states became associated with VIGS, especially when
Heine (1965) showed that evanescent tails of bulk states in the metal
would invade the forbidden gap of the semiconductor. These metal-
induced gap states (MIGS) provided the model for surface states and
the question became, ‘How are they occupied by electrons and what
dipoles are formed?’ The analogy with VIGS suggested that gap states
lying near the valence band would tend to be full, whereas those nearer
the conduction band would tend to be empty. Somewhere near the
middle there would be an energy, known as the branch-point energy,
that defines the limit of occupancy. The net charge would depend on
the position of the Fermi level, so if it coincided with the branch point
there would be neutrality. An alternative name for the branch point is
then the charge-neutrality level (CNL).

We expand on these concepts later, but first we consider the origins
of Tamm states.

16.2. The Kronig–Penney model

We begin with the simple one-dimensional model of band structure by
Kronig and Penney (1931). Figure 16.1 illustrates the 1D square-well
periodic potentials.

For an electron with energy E, the wavefunctions in the well and
barrier are given by

V = 0 : ψ1 = Aeiαx + Be−iαx α = [2mE]1/2/h̄

V = V0 : ψ2 = Ceβx + De−βx β = [2m(V0 − E)]1/2/h̄.
(16.1)

The periodicity of the wavefunction is satisfied by

ψ2(−b) = e−ikaψ1(a − b)
dψ2

dx
(−b) = eika dψ1

dx
(a − b)

(16.2)

where a is the period and b is the barrier width. Continuity is satis-
fied by

ψ2(0) = ψ1(0)

dψ2

dx
(0) = dψ1

dx
(0).

(16.3)

FIG. 16.1.
1D square well periodic potential of
Kronig and Penney (1931).
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Substitution from eqn (16.1) leads to four equations for A, B, C, and
D. Solutions exist provided the relevant determinant vanishes, which
occurs if

cos ka = β2 − α2

2αβ
sinhβb sinα(a − b) + coshβb cosα(a − b). (16.4)

Letting b → 0 and V0 → ∞ such that mV0b(a − b)/h̄2 remains finite,
which implies that V0b is constant, eqn (16.4) reduces to

cos ka = c

αa
sinαa + cosαa c = β2ab/2. (16.5)

Equation (16.5) can be satisfied for all values of α that make the right-
hand side lie between −1 and +1. This defines the allowed bands;
values outside those limits define the forbidden band gaps. The ratio
of the amplitudes is

−A

B
= 1 − e−i(k+α)a

1 − e−i(k−α)
. (16.6)

16.3. Tamm states

Tamm replaced the periodic potential for x < 0 with a constant
potential (Fig. 16.2).

The wavefunction of eqn (16.1) now applies only for x > 0. For x < 0
the wavefunction is

ψγ = Feγx γ = [2m(W − E)]1/2/h̄. (16.7)

Continuity at x = 0 with the allowed-band wavefunctions is achievable
with a suitable choice of phase for amplitudes A and B; e.g.

A → e−iφ tanφ = γ /α (16.8)

so the spectrum of band states is unchanged. However, there exists a
new set of states with imaginary k = iη that represent solutions that
decay by εexp(−ηa) in successive cells, corresponding to

εcosh ηa = c

αa
sinαa + cosαa (16.9)

where ε = +1 when the right-hand side is greater than +1, and ε = −1
when it is less than −1. Because cosh ηa > 1, the energies are restricted
to those in the band gap.

FIG. 16.2.
1D potential of Tamm.
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The wavefunction for x > 0 is (from eqn (16.6))

ψη = A

(
eiαx − 1 − εe(η+α)a

1 − εe(η−α)a
e−iαx

)
. (16.10)

The condition for continuity at the origin restricts the energy to a
single level per band gap. Thus, a Tamm surface state is a state within
the band gap of the bulk material that is localized with amplitudes that
fall off exponentially on both sides of the origin.

However, Shockley pointed out that surface levels can occur only if
there is a potential trough at the surface, or if the energy bands arising
from separate atoms overlap. In Tamm’s model the bands do not over-
lap and a surface state is obtained only because a well and not a barrier
was taken to be adjacent the surface. Because groups IV and III–V
semiconductors possess bands that arise from the overlap of s and p
orbitals, surface states can be expected to exist, but, again, like Tamm
states, as individual levels.

16.4. Virtual gap states

The nearly-free electron model has the virtue of delivering a band
of evanescent states in the forbidden gap. The one-dimensional
Schrödinger equation for an electron in the presence of a weak periodic
potential is [

− h̄2

2m
∇2 + V (x)

]
ψ(x) = Eψ(x)

V (x) =
∑

G

VGe−iGx

(16.11)

where G is a vector of the reciprocal lattice (2π/a), and a is the lattice
constant. The wavefunction is

ψ(x) =
∑

G

cGei(k−G)x. (16.12)

Focusing on the lowest bands, G = 0 and G = G1 = 2π/a, we
obtain solutions for c0 and cG1 provided that the following determinant
vanishes:∣∣∣∣∣∣∣∣

h̄2k2

2m
+ V0 − E V1

V1
h̄2(k − G1)2

2m
+ V0 − E

∣∣∣∣∣∣∣∣
= 0. (16.13)

As we are interested in the structure near the band gap, it is con-
venient to introduce a wavevector relative to the zone boundary:
k1 = G1/2 − k. The solution of eqn (16.13) is then
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E = V0 + E1 + h̄2k2
1

2m
±
√

V2
1 + 4E1

h̄2k2
1

2m

E1 = h̄2(G1/2)2

2m
.

(16.14)

k1 = 0 defines the band edges:

E = V0 + E1 ± V1 (16.15)

and the gap is 2V1. E = V0 + E1 is the mid-gap energy.
Virtual gap states can now be modelled simply by putting k1 = −iq.

The complex bandstructure is given by (Fig. 16.3)

E = V0 + E1 − h̄2q2

2m
±
√

V2
1 − 4E1

h̄2q2

2m
. (16.16a)

Note that

0 < q < qmax
h̄2q2

max

2m
= V2

1

4E1
(16.16b)

and

Eqmax = V0 + E1 − V2
1 /4E1 (16.16c)

i.e. just below the mid-point.
These states have no relevance to the pure bulk material, but they

become useful for modelling surface states. We consider such states to
be in a continuous band with energies lying in the gap between valence
and conduction bands. The density of a state will be proportional to
the 1D density of states, dN(q) ∝ dq/2π, and the density of states per
unit energy interval, D(E)dE ∝ (dq/dE)dE/2π. Hence,

D(E) ∝ 1√
V2

1 − (E − V0 − E1)2
. (16.17)

Near the centre of the VIGS band D(E) ∝ V−1
1 , and near the edges

it exhibits the usual 1D divergence. The band derives from both the
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Virtual gap states.
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valence band and the conduction band, so we expect the lower half to
be valence band-like and full of electrons, and the upper half to be con-
duction band-like and empty. Where the changeover occurs is known
as the branch point or charge-neutrality level (CNL). This must also
be in the vicinity of the Fermi level, and this leads to the conclusion
that surface states in a sufficient density must act to pin the Fermi level
somewhere near the centre of the gap.

16.5. The dielectric band gap

The band gap of a semiconductor varies markedly with wavevector
throughout the Brillouin zone, so the question is ‘What is the equival-
ent of our nearly-free electron gap?’ One answer is that it corresponds
to the dielectric band gap.

Consider the equation of motion of valence electrons in the presence
of an oscillating electric field:

mr̈ + mγ r + mω2
0r = −eE (16.18)

where r is the displacement from the equilibrium position, γ is the
damping factor, and ω0 is a measure of the restoring force that binds
the electron. With E = E0 exp(−iωt) the amplitude of the spatial
oscillation is

r0 = −eE0

m
[ω2

0 − ω2 − iγω]−1 (16.19)

which gives rise to a polarization:

P0 = −eNr0 = e2N

m

[
ω2

0 − ω2 − iγω
]−1

E0 (16.20)

where N is the density of electrons. In general, P = (ε − ε0)E, where ε
is the permittivity, and so

ε − ε0 = e2N

m

[
ω2

0 − ω2 − iγω
]−1

. (16.21)

For ω 
 ω0, the permittivity becomes the contribution that the valence
electrons make to the static permittivity; i.e.

ε∞ = ε0

(
1 +

(
h̄ωp

EDG

)2
)

ω2
p = e2N

ε0m
EDG = h̄ω0. (16.22)

EDG is the dielectric band gap and ωp is the plasma frequency of the
valence electrons. Knowing ε∞, the high-frequency permittivity allows
the dielectric band gap to be calculated.

An average band gap can be deduced from band-structure calcula-
tions using the concept of mean-value k points in the Brillouin zone
introduced by Baldereschi (1973). Mean-value k points are defined
such that any given periodic function has a value at these points equal
to its average value throughout the zone. The band gap at a mean-value
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k point is then taken to be the average band gap, and this turns out to
be approximately the same as the dielectric band gap:

Ēg ≈ EDG. (16.23)

Branch-point energies have been calculated by Tersoff (1984, 1985,
1986), Mönch (2004), and others. If Ebp is the branch-point energy,
Ev(k) the top of the valence band at the mean-value point, and Ev(
)
the top of the valence band at k = 0 (the valence band in the absence
of spin–orbit splitting), then

Ebp ≈ Ev(k) + Eg/2

Ebp − Ev(
) = Eg/2 −
[
Ev(
) − Ev(k)

]
.

(16.24)

Branch-point energies relative to the top of the valence band for
a number of semiconductors can be found in Mönch’s book (2004).
Tersoff (1985) points out that the branch-point energy is approximately
given by

Ebp ≈ 1/2[Ev(
) + Ec(indirect)] (16.25)

where Ec(indirect) is the position of the conduction band-edge at the
indirect gap.

16.6. The Schottky contact

The first quantitative description of the metal–semiconductor con-
tact, that of Schottky (1940) and Mott (1938), related the line-up
of the Fermi level in the metal with that in the semiconductor in
terms of workfunction φ, electron affinity χ , and ionization energy I
(Fig. 16.4).

For an n-type semiconductor, the Schottky barrier was given by

φB = φM − χs (16.26)

and for a p-type semiconductor by

φB = Is − φM. (16.27)
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The potential barrier at a Schottky
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Note that these barriers are measured from the Fermi level. The actual
potential barrier presented to electrons is (Fig. 16.5, ignoring image
charge effects)

eVB = φB − (φs − χs) = φM − φs (16.28)

and to holes is

eVB = φB − (Is − φs) = φs − φM. (16.29)

The Schottky–Mott (S–M) account predicts barriers on a given semi-
conductor that are intimately dependent on the workfunction of the
metal. This was found not to be the case.

Bardeen (1947) pointed out that what was missing in the S–M ac-
count was the role of charge in interface states. In the S–M account
there are two charge densities that are established: a thin layer in the
metal ρM and the other in the depletion region of the semiconductor
ρs. With interface states there are three charge densities:

ρM + ρint + ρs = 0. (16.30)

If ρint is large enough, ρM could be zero, in which case the barrier is
entirely determined by conditions in the semiconductor and the prop-
erties of the metal play no part. This turns out to be nearer to what is
observed.

Early pictures of interface states focused on the inevitable disruption
to the bonding of surface atoms. There could be dangling bonds or
unsatisfied bonds in the molecular structure of the surface that could
capture electrons into specific energy states, rather as Tamm had de-
scribed, and no doubt these exist. However, Heine (1965) pointed out
that the quantum states in the band structure of the metal would have
evanescent tails at the interface that could induce a band of states in
the forbidden gap of the semiconductor, exploiting the semiconductor’s
complex band structure. The idea of metal-induced gap states (MIGS)
meant that the theory of VIGS could be brought to bear on the descrip-
tion of interface states, the properties of which would now be entirely
determined by the semiconductor (Fig. 16.6).
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surface; (b) at a metal–semiconductor
interface; (c) gap state at a
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As we saw in Section 16.4, the 1D VIGS state wavefunction is pro-
portional to exp(−qx) with 0 < q < qmax. Thus, the mean distance of
the charge density from the surface is

δ =
∞∫

0

xe−2qxdx/

∞∫
0

e−2qxdx = 1/2q. (16.31)

Near the branch point, q = qmax, so any excess charge will be situ-
ated at a mean distance from the surface of 1/2qmax. This charge will
induce an image charge in the metal, and the resultant dipole will pro-
duce a voltage difference that will influence the Schottky barrier. If
Q is the charge per unit area in the gap states, the voltage is Qδ/εint,
where εint is the permittivity at the interface. The corresponding
energy is eQδ/εint. Assuming a constant density of states per unit
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energy interval near qmax, then Q = eD(E)�E and the barrier is
given by

φB =
{
φM − χs + [e2D(E)δ/εint]�E n-type

Is − φM − [e2D(E)δ/εint]�E p-type.
(16.32)

�E is the energy range occupied by the charge, which will be de-
termined by the position of the Fermi level, and this, in turn, will be
determined by the net barrier. Thus, following Tung (2001), we have

�E =
{

EG − φCNL − φB n-type
φB − φCNL p-type

(16.33)

where EG is the smallest energy gap and φCNL(= φbp) is measured from
the top of the valence band at the 
 point. The barrier is then given by

φB =
{
γ (φM − χs) + (1 − γ )(EG − φCNL) n-type
γ (Is − φM) + (1 − γ )φCNL p-type

γ =
(

1 + e2D(E)δ
εint

)−1

.

(16.34)

A large density of surface states therefore means that δ ≈ 0, and the
Fermi level is pinned at the branch point.

Branch-point energies, density of states, and charge-density tail-
ing lengths have been calculated by Mönch, Tersoff and others (see
Mönch 2004). Moreover, Mönch has found that if the interface permit-
tivity is taken to be the vacuum value, then the dipole factor is inversely
proportional to the square of the dielectric gap:

e2D(E)δ
ε0

∝ 1

E2
DG

(16.35)

a result in agreement with the 1D VIGS theory (eqs 16.16a and
16.17). In addition he found the dipole factor to be related to the
high-frequency permittivity according to:

e2D(E)δ
ε0

∝
(
ε∞
ε0

− 1
)2

e2D(E)δ
ε0

= 0.28
(
ε∞
ε0

− 1
)2

.

(16.36)

Typically, D(E) = 3 × 1014 cm−2 eV−1 and δ = 0.3 nm.
Tung and others seek to explain Fermi-level pinning using mo-

lecular physics and bond-polarization theory. Taking account of the
actual chemical bonding that takes place at an interface in place of
the smeared out charge distribution of MIGS theory, they show that
minimization of energy leads to the same conclusion about Fermi-level
pinning.
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The above theory applies at the interface of a semiconductor hetero-
junction. Thus, the valence-band offset is given by

�Ev = φCNL(A) − φCNL(B). (16.37)
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