
We consider that the observed high olefin
selectivity may largely be due to the stabiliza-
tion of the propyl radical by the nitroxyl radical
site. Indeed, the one-dimensional (1D) nature of
this edge avoids the creation of a highly reactive
propyl radical (typical of 0D single-site catalysts)
(34), and also the overoxidation of the adsorbed
species (typical of 2D surface catalysts) is sup-
pressed (35). The proposed intermediate struc-
tures and energies of the overall catalytic cycle
are included in fig. S11. We envision that a
second abstraction of a hydrogen atom from a
primary carbon follows another radical rebound,
and creates a di-propoxyl intermediate. Desorp-
tion of propene and the reorganization of hydro-
gen atoms along the edge form water as a side
product. The desorption of water is followed by
oxygen addition to regenerate the >B–O–O–N<
active site. Similar surface reorganization of hy-
droxyl groups in the presence of oxygen was pro-
posed for related carbon nanofilament catalysts
for oxidative dehydrogenation of ethylbenzene
to form styrene (36). All steps in this process,
except for desorption of propene, are exothermic.
The second-order rate dependence with respect
to PC3H8 suggests that two propane molecules
are required to generate two molecules of water,
in line with the overall stoichiometry of the
reaction. The desorption of these water mol-
ecules forms BN edge vacancies that allow for
unique O2 activation, which explains the influ-
ence that the surface coverage of adsorbed oxy-
gen has on the rate of propane consumption.
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QUANTUM ELECTRONICS

Suppressing relaxation
in superconducting qubits
by quasiparticle pumping
Simon Gustavsson,1* Fei Yan,1 Gianluigi Catelani,2 Jonas Bylander,3 Archana Kamal,1

Jeffrey Birenbaum,4 David Hover,4 Danna Rosenberg,4 Gabriel Samach,4 Adam P. Sears,4

Steven J. Weber,4 Jonilyn L. Yoder,4 John Clarke,5 Andrew J. Kerman,4 Fumiki Yoshihara,6

Yasunobu Nakamura,7,8 Terry P. Orlando,1 William D. Oliver1,4,9

Dynamical error suppression techniques are commonly used to improve coherence in quantum
systems.They reduce dephasing errors by applying control pulses designed to reverse
erroneous coherent evolution driven by environmental noise. However, such methods cannot
correct for irreversible processes such as energy relaxation.We investigate a complementary,
stochastic approach to reducing errors: Instead of deterministically reversing the unwanted
qubit evolution, we use control pulses to shape the noise environment dynamically. In the
context of superconducting qubits, we implement a pumping sequence to reduce the number
of unpaired electrons (quasiparticles) in close proximity to the device. A 70% reduction in the
quasiparticle density results in a threefold enhancement in qubit relaxation times and a
comparable reduction in coherence variability.

S
ince Hahn’s invention of the spin echo
in 1950 (1), coherent control techniques
have been crucial tools for reducing errors,
improving control fidelity, performingnoise
spectroscopy, and generally extending co-

herence in both natural and artificial spin sys-
tems. All of these methods are similar: They
correct for dephasing errors by reversing un-
intended phase accumulations due to a noisy en-
vironment through the application of a sequence
of control pulses, thereby improving the dephasing
time T2. However, such coherent control tech-
niques cannot correct for irreversible processes that
reduce the relaxation time T1, where energy is
lost to the environment. Improving T1 requires
reducing the coupling between the spin system
and its noisy environment, reducing the noise in
the environment itself (2), or implementing full

quantum error correction. We demonstrate a
pumping sequence that dynamically reduces the
noise in the environment and improves T1 of a
superconducting qubit through an irreversible
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pumpingprocess. The sequence contains the same
type of control pulses common to all dynamical-
decoupling sequences, but rather than coherently
and deterministically controlling the qubit time
evolution, the sequence is designed to shape
the noise stochastically via inelastic energy ex-
change with the environment. Similar methods
have been used to extend T2 of spin qubits by
dynamic nuclear polarization (3), and irreversible
control techniques are commonly used to prepare
systems intowell-defined quantumstates through
optical pumping (4, 5) and sideband cooling (6).
However, outside of quantum error correction,
to our knowledge no dynamic enhancement of
T1 has been previously reported.
We implement the pumping sequence in a

superconducting flux qubit, with the aim of re-
ducing the population of unpaired electrons
or quasiparticles in close vicinity to the device.
When a superconducting circuit is cooled well
below its critical temperature, the quasiparticle
density via Bardeen-Cooper-Schrieffer theory is
expected to be exponentially suppressed, but a
number of experimental groups have reported
higher-than-expected values in a wide variety of
systems (7–10). Although the reasons for the
enhanced quasiparticle population and the mech-
anism behind quasiparticle generation are not
fully understood, their presence has a number

of adverse effects on the qubit performance,
causing relaxation (11–16), dephasing (17–19),
excess excited-state population (20), and tem-
poral variations in qubit parameters (21–24).
Moreover, quasiparticles are predicted to be a
major obstacle for realizing Majorana qubits
in semiconductor nanowires (25). Our results
provide an in situ technique for removing quasi-
particles, especially in conjunction with recent
experiments showing that vortices in supercon-
ducting electrodes can act as quasiparticles traps,
thus keeping the quasiparticles away from the
Josephson junctions where they may contribute
to qubit relaxation (22, 26–28).
We characterize and quantify the quasiparticle

population by measuring qubit relaxation. Gen-
erally, the relaxation rate is given by a sum of
contributions from many different decay chan-
nels. Quasiparticles contribute to the relaxation
in a process whereby the qubit releases its energy
to a quasiparticle tunneling across one of the
Josephson junctions (Fig. 1A). Because of the
small number of quasiparticles typically present
in the device, fluctuations in the quasiparticle
population lead to large temporal variations in
the qubit decay rate. As a consequence, if the
number of quasiparticles changes between trials
while one repeats an experiment to determine
the average qubit polarization, the time-domain

decay no longer behaves as a single exponential
but rather takes the following form (21) [see also
(29), section S2]

pðtÞ ¼ ehnqpiðexp½−t=T̃ 1qp �−1Þe−t=T1R ð1Þ

Here, hnqpi is the average quasiparticle popula-
tion in the qubit region during the experiment;
t is the time after qubit excitation; T̃ 1qp is the relax-
ation time induced by one quasiparticle; and T1R is
the residual relaxation time fromother decay chan-
nels such as flux noise, Purcell decay, or dielectric
losses. Because only quasiparticles are responsi-
ble for the nonexponential decay, Eq. 1 provides a
direct method for separating out quasiparticle
contributions from other relaxation channels.
The experiments are performed using two

different flux qubits. Device A is a traditional
flux qubit with switching-current readout using
a dc superconducting quantum interference de-
vice (SQUID), whereas device B is a capacitively
shunted (C-shunt) flux qubit (24). Qubit A was
operated at a frequency of 5.4 GHz, whereas
qubit B was operated at 4.7 GHz [for more in-
formation on qubit parameters, see sections S1
and S6 in (29)]. Figure 1B shows the measured
relaxation of qubit A, together with a fit to Eq. 1.
The decay is clearly nonexponential: The fast initial
decay due to quasiparticle fluctuations is followed
by a slower, constant decay attributable to residual
relaxation channels. From the fit, we find an aver-
age quasiparticle population hnqpi ¼ 2:5, with
T̃ 1qp ¼ 23 ms and T1R = 55 ms. We have also
measured the qubit decay as a function of flux
and temperature to further validate its sensitiv-
ity to quasiparticles [sections S3 and S4 in (29)].
The samemechanism that leads to qubit relax-

ation also provides an opportunity for reducing
the quasiparticle population. When the qubit
relaxes through a quasiparticle tunneling event,
the quasiparticle both tunnels to a different
island and acquires an energy ħw0 from the
qubit (w0/2p is the qubit frequency and ħ is
Planck’s constant h divided by 2p). The increase
in energy leads to a higher quasiparticle velocity
(at a constant mean free path) so that a quasi-
particle can move more quickly away from the
regions close to the qubit junctions where it may
cause qubit relaxation. The situation is depicted
in Fig. 1A, where the quasiparticle tunneling out
from the section of the qubit loop containing the
junctions may diffuse away toward the normal-
metal ground electrode.Wemakeuse of thismech-
anism by applying a pulse sequence (Fig. 1C)
consisting of several qubit p pulses separated
by a fixed period (in this case, DT = 30 ms). The
first p pulse excites the qubit into state j1i and,
during the subsequent waiting time, it has some
probability of relaxing to the ground state. Be-
cause T̃ 1qp < T1R, thismost likely occurs through
a quasiparticle tunneling event, which transfers
a quasiparticle across a junction, increases the
quasiparticle energy, and thereby enhances its
diffusion rate. The process is stochastic andmay
transfer quasiparticle in any direction, but by
repeating the sequence we expect to pump
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Fig. 1. Nonexponen-
tial decay in a super-
conducting flux qubit.
(A) Schematic drawing
of device A, consisting
of a flux qubit (lower
loop) coupled to a dc
superconducting quan-
tum interference device
(SQUID) for qubit
readout (outer loop).
Red crosses mark the
positionof theJosephson
junctions. Qubit relax-
ation is induced by
quasiparticles tunneling
across the qubit junc-
tions, as illustrated
by the blue circle.
(B) Qubit decay, as
measured by applying
a p pulse and delaying
the qubit readout.
The decay is clearly
nonexponential, with
the solid line showing
a fit to the decay
function expected
from quasiparticle
tunneling [Eq. 1 in the
main text]. (C) Pulse sequence for pumping quasiparticles away from the qubit junctions, consisting of
multiple qubit p pulses separated by a fixed period DT. (D) Average qubit population during the
pumping sequence, measured by repeating the experiment over 40,000 trials. The remaining
population after each pulse interval steadily increases, demonstrating that the qubit decay becomes
progressively slower. The solid lines are fits to Eq. 1, with hnqpi decreasing as {2.4,1.9,1.7,1.6} from the
first to the last decay.
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quasiparticles away from the qubit junctions.
The measured average qubit polarization dur-
ing the pumping sequence (Fig. 1D) starts with
the qubit in the ground state, the first p pulse
brings the qubit to j1i, and during the following
waiting period the qubit relaxes back to an av-
erage polarization of 9%. The second p pulse
inverts the polarization to 91%, and the qubit
starts decaying again. However, at the end of
the second waiting period the remaining po-
larization is 11%, demonstrating that the decay
is slower during the second interval. The third
and fourth p pulses further retard the decay,
yielding a remaining polarization of 12 and 13%,
respectively. Note that the excess population can
be removed by using single-shot readout tech-
niques to reset the qubit state after the pumping
sequence ends (30).
We quantify the reduction in qubit decay by

extending the pump sequence to contain more p
pulses and fitting the decay to Eq. 1. The mea-
sured qubit decay, using up to 40 pumping pulses
(Fig. 2), demonstrates a more than threefold
enhancement in qubit decay time compared
with the bare decay (the decay time is defined as
the time T1/e it takes for the signal to decay by a
factor of 1/e). The solid lines in Fig. 2B are fits to
Eq. 1; Fig. 2, C and D, show the resulting fitting
parameters hnqpi and T̃ 1qp as a function of the
number of pumping pulses. The average quasi-
particle population drops from hnqpi ¼ 2:2 to
hnqpi ∼ 0:5 after 40 pulses and then saturates
at this level. Simultaneously, the decay time
associated with one quasiparticle drops from
T̃ 1qp ¼ 20 ms to T̃ 1qp ∼ 7 ms. The reduction of
T̃ 1qp is somewhat surprising, as one might gen-
erally expect the decay time per quasiparticle to
remain constant as the quasiparticles are pumped
away. However, as the number of p pulses in-
creases, the quasiparticles remaining near the
junctions generally have higher energy and,
hence, cause qubit excitation as well as qubit
relaxation. Because 1=T̃ 1qp is the sum of decay
and excitation rates, this conceptually explains,
at least in part, the suppression of T̃ 1qp. Note that
despite the introduction of an excitation rate, the
qubit will still eventually decay to j0i due to non-
quasiparticle relaxation channels (T1R), preventing
us from determining the excitation and decay rate
separately from the steady-state qubit population.
Additionally, the range of values of T̃ 1qp reported
here is consistent with previous measurements in
flux qubits (31).
To further validate the quasiparticle pumping

model and rule out alternate explanations of the
data, we have also implemented the same pump-
ing scheme, using pulses corresponding to 2p
instead of p rotations. If the qubit’s environment
were directly influenced by themicrowave pulses
through a mechanism other than quasiparticle
pumping (e.g., heating, or saturation of two-level
systems), we would expect both the p and 2p
pulses to affect the qubit decay time. However,
in the experiment we only observe an improve-
ment in the qubit decay when driving the system
with p pulses, consistent with the quasiparticle
pumping model [(29), section S7].

Having demonstrated that the pumping se-
quence can substantially reduce the quasipar-
ticle population, we introduced a variable delay
before the final probe pulse to investigate how
long the reduction in hnqpi persists before it re-
turns to the equilibrium value [see (29), section
S5]. With the exception of an initial, faster rate
for tdelay < 50 ms, the return to its steady state is
well described by an exponential function with a
time constant of 300 ms. The time scale for
quasiparticle recovery is much longer than the
qubit lifetime, thus justifying the use of the steady-
state solution in Eq. 1 for estimating the quasi-
particle population.

The measured quasiparticle population range
of hnqpi ∼ 0:5 to 2:5 corresponds to an upper
bound on the normalized quasiparticle density
of cqp ~ 10–4 to 10–5, where cqp is the number of
quasiparticles divided by the number of Cooper
pairs, and we assume that all decay-inducing
quasiparticles are confined to the qubit islands.
This is higher than the typical values of cqp ~ 10–6

to 10–7 reported in the literature (7–10). The dif-
ferencemaypossibly be attributed to the switching
current readout of device A, where the qubit
state is inferred by applying a short current
pulse to the SQUID and determining its prob-
ability to switch to the normal state. Whenever
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Fig. 3. Improvement
in qubit decay time
for a C-shunt flux
qubit. (A) Scanning
electron microscopy
image of device B,
showing the large
square capacitor plates
(bottom) and a magni-
fication of the qubit loop
containing the three
Josephson junctions
(top).The qubit is
coupled to a half-
wavelength (l/2) reso-
nator. (B) Qubit relaxa-
tion, measured with and
without quasiparticle
pumping pulses.The
trace with N = 5
pumping pulses was

taken with a pulse period of DT = 30 ms.The data are averaged from 15 individual traces, acquired over a
1-hour period.The fit was performed assuming the same value of T1R for both traces.The uncertainties

in fitting parameters are hnqpi: T0:02, T̃1qp: T3:5 ms, and T1R: T4 ms.

Fig. 2. Dynamic
improvement in
qubit decay time.
(A) Pulse sequence for
pumping quasipar-
ticles. The last p pulse
acts as a probe pulse
to measure the qubit
polarization. (B) Nor-
malized population ver-
sus readout delay,
showing qubit decay
after the pump
sequence, measured
with DT = 10 ms for an
increasing number of
pulses N. The decay
time steadily increases
from T1/e = 8 to 26 ms
after 40 pump pulses.
The decay traces have
been normalized to the
population at t = 0 to

allow direct comparison. Solid lines are fits to Eq. 1. Each data point is averaged over 105 trials. (C) Average
quasiparticle number hnqpi and (D) decay rate per quasiparticle T̃1qp, extracted from the fits shown in (B).
T1R is held constant at 55 ms for all fits.
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a switching event occurs, quasiparticles are
created in close vicinity to the SQUID junc-
tions, leading to an increase in the overall quasi-
particle density.
We next investigate quasiparticle pumping in

a dispersively read-out C-shunt flux qubit (device
B), consisting of a flux qubit loop shunted by a
large capacitance (Fig. 3A). Although the capac-
itor improves the qubit coherence by reducing its
sensitivity to charge noise, the C-shunt flux qubit
is still affected by quasiparticle fluctuations.
As reported in (24), the qubit was observed to
switch between a stable configuration, with a
purely exponential decay with T1 > 50 ms, and an
unstable configuration, with nonexponential de-
cay and temporal fluctuations. The switching be-
tween the various configurations was found to
occur on a slow time scale, ranging from hours to
several days. Similar switching events between
stable and unstable configurations have also been
observed in a fluxonium qubit and were attributed
to fluctuations in the quasiparticle density (22).
We next investigated how the quasiparticle

pumping sequence affects the coherence of de-
vice B, both in stable and unstable configura-
tions. Because the switching between different
configurations is random but slow, we were care-
ful to average only over intervals when no
switching event occurred. Figure 3B shows the
decay of device B, measured with and without
N = 5 quasiparticle pumping pulses. The data
were taken when the device was in a config-
uration where the qubit decay was clearly non-
exponential, which is well captured by fits to
Eq. 1 (solid lines in Fig. 3B). We observed a drop
in the quasiparticle population from 0.87 to 0.35,
leading to a twofold enhancement in the qubit

decay time. Note that the long-time decay rate
is identical for both traces, as expected because
the pumping scheme does not affect nonquasi-
particle relaxation channels. The results demon-
strate that the pumping schemeworks even though
device B does not have a ground electrode for
trapping quasiparticles, but it has been shown
that vortices in the capacitor pads can also act
as quasiparticle traps (26). The pumping scheme
should also be applicable to other qubit modal-
ities in which quasiparticle tunneling contributes
to qubit relaxation.
The data in Fig. 3B were acquired by contin-

uouslymeasuring qubit decay traces over a 1-hour
period and averaging them together. Figure 4
shows similar repeated measurements of the
qubit decay with and without pumping pulses,
but these traces were acquired about a week
after the data in Fig. 3. In the more recent data
set, the qubit is in a configuration where the
averaged decay function is relatively well de-
scribed by a single exponential, both with and
without pumping pulses (Fig. 4A), and the five
pumping pulses improve the decay time by only
~6%. However, when investigating the individ-
ual decay traces (Fig. 4B), we found substantial
amounts of noise and temporal fluctuations in
the readout signal for the data without pumping
pulses. These random variations vanish when im-
plementing the pumping sequence (right panel
of Fig. 4B).
To quantify the improvements in variability,

we calculated the standard deviation of the read-
out signal over 9 hours of data (Fig. 4C). With
pumping pulses, the standard deviation is inde-
pendent of the readout delay t and can be as-
cribed to the noise of the high–electron-mobility

(HEMT) amplifier used for amplification. With-
out pumping pulses, the standard deviation is
substantially larger for t < 50 ms but approaches
the same level as for N = 5 for long delay times.
The increased noise is caused by variations in the
qubit T1 time, which lead to strong fluctuations
in the qubit population directly after the initial p
pulse. The fluctuations are reduced as the qubit
decays to the ground states for long t, leaving
only the contributions from the HEMT noise.
Our implementation of a stochastic scheme

to dynamically shape the environment by pump-
ing quasiparticles in a superconducting flux qubit
lead to substantial improvements in both qubit
coherence times and coherence variability. In ad-
dition to applications in superconducting qubits,
we anticipate our results to be of practical im-
portance for implementing Majorana fermions
inhybrid semiconductor–superconductor systems,
where the presence of a single quasiparticle is
detrimental to the device performance (25).
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Fig. 4. Reduction of
qubit coherence var-
iations with quasipar-
ticle pumping. (A)
Averaged qubit decay,
measured with and
without pumping
pulses. The decay
function is close to
exponential in both
cases. The decay time
increases by ~6% with
the pumping pulses.
The traces have not
been normalized to
account for the decay
during the pulse
sequence, causing
reduced contrast for
the data with N = 5.The
data were measured
with DT = 30 ms.
(B) Individual traces of
the averaged decay
data shown in (A), measured without (left) and with five pumping pulses (right). The pumping se-
quence substantially reduces the temporal fluctuations observed in the decay without pumping
pulses. (C) Standard deviation of the data in (B), demonstrating the strong reduction in temporal
shot-to-shot fluctuations in the presence of the pumping pulses.
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QUANTUM OPTICS

Quantum optical circulator
controlled by a single chirally
coupled atom
Michael Scheucher, Adèle Hilico, Elisa Will, Jürgen Volz,* Arno Rauschenbeutel*

Integrated nonreciprocal optical components,which have an inherent asymmetry between their
forward and backward propagation direction, are key for routing signals in photonic circuits.
Here, we demonstrate a fiber-integrated quantum optical circulator operated by a single atom.
Its nonreciprocal behavior arises from the chiral interaction between the atom and the
transversally confined light.We demonstrate that the internal quantum state of the atom
controls the operation direction of the circulator and that it features a strongly nonlinear
response at the single-photon level.This enables, for example, photon number–dependent
routing and novel quantum simulation protocols. Furthermore, such a circulator can in principle
be prepared in a coherent superposition of its operational states and may become a key
element for quantum information processing in scalable integrated optical circuits.

A
s their electronic counterparts, integrated
optical circuits require nonreciprocal ele-
ments, such as diodes and circulators, for
signal routing and processing. Bulk optical
implementations of such components are

readily available and relymostly on a nonreciprocal
polarization rotation via the Faraday effect. How-
ever, this mechanism cannot straightforwardly
be translated to integrated optics because nano-
optical structures are typicallybirefringent (1).Dem-
onstrations of integrated nonreciprocal devices
therefore rather used, for example, nonlinear op-
tical effects (2–4), time-modulation of the wave-
guide (5–7), ormagneto-optical effects in conjunction
with the extraordinary polarization properties of
strongly confined light fields (1, 8, 9). None of
these approaches could simultaneously realize
strong nonreciprocity, low loss, and compatibility
with low light levels. However, these character-
istics are crucial when it comes to quantum ap-
plications such as quantum communication (10),
quantum information processing (11), and quan-
tum simulation (12). There, information is en-
coded in individual photons, and their loss must
be avoided as much as possible. This condition
narrows down the scope of quantum-compatible
nonreciprocal optical elements to nonreciprocal
phase shifters and circulators.
We experimentally realized a fiber-integrated

circulator that is capable of routing individual

photons for quantum optical applications. It is
operated by a single atom that is coupled to the
evanescent field of a whispering-gallery-mode
(WGM)microresonator. The latter is interfaced
with two coupling fibers (13, 14), realizing a four-
port device (Fig. 1A). We demonstrate that the
internal quantum state of the atom controls the
operationdirection of the circulator. Furthermore,
we show that being controlled by a single atom,
our device features photon number–dependent
routing capability that has application in, for
example, novel quantum simulation protocols.
In order to achieve efficient routing, the coup-

ling rates ka and kb between the resonator field
and the field in the respective coupling fiber
“a” or “b” are adjusted so that both fibers are
approximately critically coupled to the empty res-
onator: ka ≈ kb ≫ k0, where k0 is the intrinsic
resonator field decay rate. When no atom is
coupled to the resonator mode, this realizes
an add-drop filter (13, 14) in which light that
is launched into one fiber will be transferred
to the other fiber via the resonator. Because of its
strong transverse confinement, the evanescent
field of the clockwise (cw) propagating resonator
mode is almost fully circularly polarized (15). Its
electric field vector rotates counterclockwise in
the plane orthogonal to the resonator axis (z axis),
corresponding to s– polarization (Fig. 1B). Time-
reversal symmetry then implies that the evanescent
field of the counterclockwise (ccw) propagating
mode is almost fully s+-polarized (15). Coupling
such “spin orbit–locked” light fields to single quan-
tum emitters gives rise to the new paradigm of
chiral quantum optics (16). In the context of

WGMs, it recently enabled the implementation
of an optical switch controlled by a single pho-
ton (17) and the extraction of a single photon
from an optical pulse (18). Moreover, an optical
isolator was realized that either transmits or dis-
sipates fiber-guided light depending on its prop-
agation direction (19). For the circulator, we
resonantly coupled a single 85Rb atom to the
resonator, which is prepared in the outermost
Zeeman sublevel mF = +3 of the 5S1/2, F = 3
hyperfine ground state. Thus, the two counter-
propagating resonator modes couple to an ef-
fective V-level system (Fig. 1C). Remarkably,
the strength of the transition to the 5P3/2, F ′ = 4,
mF′ = +4 excited state is 28 times stronger than
that to the F′ = 4, mF′ = +2 state (20). As a
consequence, light in the ccw mode interacts
strongly with the atom with a coupling strength
gccw, whereas light in the cwmode exhibitsmuch
weaker coupling, gcw ≪ gccw. This chiral (direction-
dependent) light-matter interaction breaks Lorentz
reciprocity (19, 21–25). In particular, the presence of
the atom changes the resonator field decay rate
from ktot = k0 + ka + kb to ktot + Gcw/ccw, where
Gcw/ccw = g2cw/ccw/g is the direction-dependent
atom-induced loss rate (26) and g = 2p × 3 MHz
is the dipole decay rate of Rb. For light in the
cw mode, Gcw is small, and the field decay rate is
not substantially modified by the atom, whereas
for the ccw mode, Gccw can become comparable
with or even exceed ktot. Consequently, the add-
drop functionality is maintained when light
is launched into those fiber ports for which it
couples to the cw mode (Fig. 1D, input ports 2
and 4). However, for the two other input ports
(Fig. 1D, 1 and 3), the light couples to the ccw
mode, and the resonator-atom system operates
in the undercoupled regime

ka, kb ≪ Gccw (1)

Thus, the incident light field remains in its initial
fiber. Overall, the device thus realizes an optical
circulator that routes light from the input port i to
the adjacent output port i + 1 with i ∈ {1, 2, 3, 4}
(Fig. 1D). Preparing the atom in the opposite
Zeeman ground state, F = 3,mF = −3, exchanges
the roles of the cw and ccwmode and thus yields
a circulator with reversed operation direction.
Hence, the circulator is programmable, and its
operation direction is defined by the internal
state of the atom.
For nonperfect circular polarization of themodes

and our experimental parameters (gccw ≈ 2p ×
12 MHz), the ratio between Gccw ≈ 2p × 48MHz
and Gcw ≈ 2p × 1.7 MHz is finite (26). Concerning
the performance of the circulator, there is thus a
trade-off between efficient light transfer from
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