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■ Abstract Photoexcitation of a semiconductor with photons above the semicon-
ductor band gap creates electrons and holes that are out of equilibrium. The rates
at which the photogenerated charge carriers return to equilibrium via thermalization
through carrier scattering, cooling by phonon emission, and radiative and nonradiative
recombination are important issues. The relaxation processes can be greatly affected
by quantization effects that arise when the carriers are confined to regions of space
that are small compared with their deBroglie wavelength or the Bohr radius of bulk
excitons. The effects of size quantization in semiconductor quantum wells (carrier
confinement in one dimension) and quantum dots (carrier confinement in three dimen-
sions) on the respective carrier relaxation processes are reviewed, with emphasis on
electron cooling dynamics. The implications of these effects for applications involving
radiant energy conversion are also discussed.

INTRODUCTION

Semiconductors have a fundamental threshold energy for the absorption of pho-
tons; this critical energy is termed the band gap (Eg); photons with energies less
than the band gap are not absorbed. The absorption of a photon creates an electron
in the conduction band and leaves behind a positive charge, termed a hole, in the
valence band. When the absorbed photon energy is greater than the band gap, the
distribution of the excess energy between the electron and hole is given by

1Ee = (hν − Eg)
[
1+m∗e/m∗h

]−1
1.

1Eh = (hν − Eg)−1Ee, 2.

whereme
∗ andmh

∗ are the effective masses of electrons and holes, respectively,1Ee
is the energy difference between the conduction band and the initial energy of the
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Figure 1 Hot carrier relaxation/cooling dynamics in semiconductors.

photogenerated electron, and1Eh is the energy difference between the valence
band and the photogenerated hole (see Figure 1) (1, 2). These excess energies
appear in the respective charge carriers (electrons and holes) as kinetic energy;
such photogenerated carriers produced by the absorption of photons bigger than
the bandgap are far from equilibrium. At thermal equilibrium the carriers would
have a Boltzmann distribution determined by the temperature of the system, with
electrons being within kT of the bottom of the conduction band and holes being
within kT of the top of the valence band.

The photogenerated carriers can be produced by either a light pulse or
steady-state illumination. In the former case, the carriers seek and establish equi-
librium over a time period that depends upon the specific rates of the various
equilibration pathways. In the latter case, with continuous optical pumping, a
steady-state condition is reached in which a steady-state population of excited,
nonequilibrated carriers is produced; the characteristics of this steady-state pop-
ulation will also depend upon the balance between the kinetics of the various
equilibration pathways and the rate and energetics of carrier generation. In the
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discussion immediately below we consider pulsed excitation for reasons of sim-
plicity.

Pulsed excitation with a single wavelength produces initial carrier populations
of electrons and holes that are nearly mono-energetic; they may not be perfectly
mono-energetic because of possible multiplicities of hole states that are available
for the optical transition. This possibility is strongest for semiconductors exhibit-
ing quantum confinement (3). In either case, the initial carrier distributions are
not Boltzmann-like, and the first step toward establishing equilibrium is for the
electrons and holes to interact separately among themselves through their respec-
tive carrier-carrier collisions and intervalley scattering to form separate Boltzmann
distributions of electrons and holes. The two Boltzmann distributions of electrons
and holes can then be separately assigned an electron and hole temperature that
reflects the distributions of kinetic energy in the respective charge carrier popula-
tions. If photon absorption produces electrons and holes, each with initial excess
kinetic energies at least kT above the conduction and valence bands, then both
initial carrier temperatures are always above the lattice temperature; these carri-
ers are called hot carriers (i.e. hot electrons and hot holes). This first stage of
relaxation or equilibration occurs very rapidly (<100 fs) (4, 5), and this process is
often referred to as carrier thermalization (i.e. formation of a thermal distribution
described by Boltzmann statistics).

After the separate electron and hole populations come to equilibrium among
themselves in less than 100 fs, they are still not yet in equilibrium with the lattice.
The next step of equilibration is for the hot electrons and hot holes to equilibrate
with the semiconductor lattice. The lattice temperature of the semiconductor is
determined by equilibration of its quantized lattice vibrations (phonons) with the
surroundings. The lattice temperature is the ambient temperature and is lower than
the initial hot-electron and hot-hole temperatures. Equilibration of the hot carriers
with the lattice is achieved through carrier-phonon interactions (phonon emission
through electron- and hole-scattering) whereby the excess kinetic energy of the
carriers is transferred from the carriers to the phonons; the phonons involved in
this process are the longitudinal optical (LO) phonons. This may occur by each
carrier undergoing separate interactions with the phonons or in an Auger process in
which the excess energy of one carrier type is transferred to the other type, which
then undergoes the phonon interaction. The phonon emission results in cooling
of the carriers and heating of the lattice until the carrier and lattice temperatures
become equal. This process is termed carrier cooling, but some researchers also
refer to it as thermalization; however, this latter terminology can cause confusion
with the first stage of equilibration that just establishes the Boltzmann distribution
among the carriers. Here, we restrict the term thermalization to the first stage of
carrier relaxation and we refer to the second stage as carrier cooling (or carrier
relaxation) through carrier-phonon interactions.

The final stage of equilibration results in complete relaxation of the system.
The electrons and holes can recombine, either radiatively or nonradiatively, to
produce the final electron and hole populations that existed in equilibrium in
the dark before photoexcitation. Another important possible pathway following
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photoexcitation of semiconductors is for the photogenerated electrons and holes to
undergo spatial separation. Separated photogenerated carriers can subsequently
produce a photovoltage and a photocurrent (photovoltaic effect) (1, 2, 6); alter-
natively, the separated carriers can drive electrochemical oxidation and reduc-
tion reactions (generally labeled redox reactions) at the semiconductor surface
(photoelectrochemical energy conversion) (7). These two processes form the ba-
sis for devices/cells that convert radiant energy (solar energy) into electrical (1, 2, 6)
or chemical free energy (photovoltaic cells and photoelectrochemical cells, res-
pectively) (7).

The dynamics of carrier cooling in semiconductors is an extremely impor-
tant factor for many practical device applications. For example, high-efficiency
negative electron affinity photocathodes depend upon hot-electron injection from
p-type semiconductors into a vacuum (1). Hot-electron transistors depend upon
hot-electron transport (2). For the application of quantum dots in novel quan-
tum dot lasers, it is critical that hot photogenerated carriers relax before photon
emission (8). For applications involving photon (radiant) energy conversion, the ul-
timate thermodynamic limit on conversion efficiency can be increased from about
32% for carriers fully equilibrated with the lattice in a single threshold (single
band gap) semiconductor photoconverter, to about 66% for conversion utilizing
hot carriers that have not undergone any interaction with phonons and are thus
converted at their initial carrier temperatures (9, 10).

There are two fundamental ways to utilize hot carriers for enhancing the effi-
ciency of photon conversion. One way produces an enhanced photovoltage, and
the other way produces an enhanced photocurrent. The former requires that the
carriers be extracted from the photoconverter before they cool (9, 10), whereas the
latter requires the energetic hot carriers to produce a second (or more) electron-
hole pair through impact ionization (11, 12). This latter process is the inverse of
an Auger process whereby two electron-hole pairs recombine to produce a sin-
gle highly energetic electron-hole pair. In order to achieve the former, the rates
of photogenerated carrier separation, transport, and interfacial transfer across the
semiconductor-molecule interface must all be fast compared with the rate of carrier
cooling (10, 13–15). The latter requires that the rate of impact ionization (i.e. in-
verse Auger effect) is greater than the rate of carrier cooling. These processes and
their potential applications in novel quantum dot solar cells are discussed later in
“Quantum Dot Solar Cells.”

Hot electrons and hot holes generally cool at different rates because they gener-
ally have different effective masses; for most inorganic semiconductors electrons
have effective masses that are significantly lighter than holes and consequently
cool more slowly. Another important factor is that hot-carrier cooling rates are de-
pendent upon the density of the photogenerated hot carriers (i.e. the absorbed light
intensity) (4, 5, 16); this effect is discussed in “Hot-Electron Cooling Dynamics in
Quantum Wells and Superlattices.” Here, most of the dynamical effects we discuss
are dominated by electrons rather than holes; therefore, we restrict our subsequent
discussion primarily to the relaxation dynamics of photogenerated electrons.
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Finally, in recent years it has been proposed (10, 13, 14, 17–20), and experi-
mentally verified in some cases (see “Hot-Electron Cooling Dynamics in Quantum
Wells and Superlattices” and “Experimental Determination of Relaxation/Cooling
Dynamics and a Phonon Bottleneck in Quantum Dots”), that the relaxation dynam-
ics of photogenerated carriers may be markedly affected by quantization effects in
the semiconductor (i.e. in semiconductor quantum wells, quantum wires, quantum
dots, superlattices, and nanostructures). That is, when the carriers in the semicon-
ductor are confined by potential barriers to regions of space that are smaller than
or comparable to their deBroglie wavelength or to the Bohr radius of excitons
in the semiconductor bulk, the relaxation dynamics can be dramatically altered;
specifically, the hot-carrier cooling rates may be dramatically reduced, and the rate
of impact ionization could be enhanced and become competitive with the rate of
carrier cooling (21). These effects are discussed extensively in this review.

RELAXATION DYNAMICS OF HOT ELECTRONS
IN QUANTUM WELLS AND SUPERLATTICES

Semiconductors show dramatic quantization effects when charge carriers are con-
fined by potential barriers to small regions of space where the dimensions of the
confinement are less than their deBroglie wavelength; the length scale at which
these effects begin to occur ranges from about 10 to 50 nm for typical semicon-
ductors (groups IV, III-V, II-VI). In general, charge carriers in semiconductors can
be confined by potential barriers in one, two, or three spatial dimensions. These
regimes are termed quantum films, quantum wires, and quantum dots, respectively
(see Figure 2). Quantum films are also more commonly referred to simply as quan-
tum wells (QWs). This is because quantum films were the first quantized semi-
conductor nanostructures to be studied extensively beginning in the 1970s (22).
These structures were produced by molecular beam epitaxy (MBE) and metallo-
organic chemical vapor deposition (MOCVD) and represented textbook examples
of a one-dimensional quantum well (23–27).

One-dimensional quantum wells, hereafter called quantum films or just quan-
tum wells, are usually formed through epitaxial growth of alternating layers of
semiconductor materials with different band gaps. A single QW is formed from
one semiconductor sandwiched between two layers of a second semiconductor
having a larger band gap; the center layer with the smaller band gap forms the
QW while the two layers sandwiching the center layer create the potential barriers
(28) (see Figure 6.6 of Reference 28). Two potential wells are actually formed
in the QW structure; one is for conduction band electrons, the other for valence-
band holes. The well depth for electrons is the difference (i.e. the offset) between
the conduction band edges of the well and barrier semiconductors, whereas the
well depth for holes is the corresponding valence band offset (see Figure 6.6 of
Reference 28). If the offset for either the conduction or valence bands is zero, then
only one carrier will be confined in a well.
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Multiple quantum well structures consist of a series of QWs (i.e. a series of
alternating layers of wells and barriers). If the barrier thickness between adja-
cent wells prevents significant electronic coupling between the wells, then each
well is electronically isolated; this type of structure is termed a multiple quantum
well (MQW). Alternatively, if the barrier thickness is sufficiently thin to allow
electronic coupling between wells (i.e. there is significant overlap of the elec-
tronic wavefunctions between wells), then the electronic charge distribution can
become delocalized along the direction normal to the well layers. This coupling
also leads to a broadening of the quantized electronic states of the wells; the new
broadened and delocalized quantized states are termed minibands (see Figure 3).
A multiple QW structure that exhibits strong electronic coupling between the wells
is termed a superlattice. The critical thickness at which miniband formation just
begins to occur is about 40̊A (27, 29); the electronic coupling increases rapidly
with decreasing thickness, and miniband formation is very strong below 20Å (27)
(see Figure 18, Chapter 1 of Reference 27). Superlattice structures yield efficient
charge transport normal to the layers because the charge carriers can move through
the minibands; the narrower the barrier, the wider the miniband and the higher the
carrier mobility. Normal transport in MQW structures (thick barriers) requires
thermionics emission of carriers over the barriers or, if electric fields are applied,
field-assisted tunneling through the barriers (30).

Energy Levels and Density of States
in Quantum Wells and Superlattices

The confinement of electrons or holes in potential wells leads to the creation of
discrete energy levels in the wells, compared to the continuum of states in bulk
material; quantization also leads to a major change in the density of states. The
energy levels can be calculated by solving the Schr¨odinger equation for the well-
known “particle in a box” problem. Using the effective mass envelope function
approximation (27, 31–34), the electron wave function,9n, is

9n =
∑
W,B

ei k•rU W,B
k (r)φn(z), 3.

whereW andB refer to well and barrier, respectively;k is the transverse electron
wave vector;z is the growth direction,Uk

W, B (r ) is the Bloch wave function in
W or B; andφn(z) is the envelope wave function. The envelope wave function is
determined by solving the Schr¨odinger equation:(

h̄2

2m∗
∂2

∂z2
+ Vc(z)

)
φn(z) = Enφn(z), 4.

←−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Figure 2 Three types of quantization configurations. The type depends upon the dimensionality
of carrier confinement.
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Figure 3 Difference in electronic states between multiple quantum well structures (barriers
>40Å) and superlattices (barriers<40Å); miniband formation occurs in the superlattice structure,
which permits carrier delocalization.
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whereVc(z) is the potential barrier function, andEn is the quantized energy level
in the well.

Considering first isolated QWs that are infinitely deep, the solution to Equation 4
becomes very simple because the wave functions must be zero at the well-barrier
interfaces. This leads to the well-known solutions:

ψn = Asin
nπz

Lw
5.

En = h̄2

2m∗

(
nπ

Lw

)2

, n = 1, 2, 3, . . . , 6.

whereLw is the well width.
For the more realistic case of finite barrier heights, where the effective masses

in the well and barrier are taken to be equal,

φn(z) = Acoskz (inside well) 7.

=B exp[−k(z− Lw/2)] (outside well), 8.

where

En = h̄2k2

2m∗
− Vo − Vo < En < O 9.

and

cos(kLW/2) = k/ko for tankLW/2> O 10.

sin(kLW/2) = k/ko for tankLW/2> O, 11.

where

ko = 2m∗Vo/h̄
2, and Vo is the barrier height. 12.

There is always at least one state in the well no matter how thin it is; the number
of bound states is given by:

1 + I nt

[(
2m∗VoL2

W

)1/2

π2h̄2

]
, 13.

where Int(x) indicates the integer part of the argument.
The calculation of the hole levels is much more complicated because the band

structure of many important semiconductors has hole bands with fourfold degen-
eracy atk = 0. This leads to heavy and light holes with different effective masses.
Consequently, in the QW a double set of hole energy levels is formed with dif-
ferent spacings between levels—one set for the light holes, the second set for the
heavy holes (see Figure 6.6 of Reference 28). Solutions to the problem have been
reported for both infinite (31, 33) and finite (34) potential barriers.
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For superlattices several approaches have been used to calculate the energy
level structure of the minibands (31, 33, 34). One approach is to use a tight-binding
model for the multiple wells leading to a Bloch-like envelope function of the form
(27, 35).

ψ i
q(z) =

1√
Nw

∑
l

eiqlxφi (z− lx), 14.

whereNw is the number of wells,φ(z− lx) is the ith wave function of the QW
centered atz = lx andq is the Bloch wave vector.

This approach leads to results that are summarized in Figure 18, Chapter 1 of
Reference 27, which shows the energy levels as a function of barrier thickness.
That figure shows the formation of minibands with energy band widths that increase
rapidly with decreasing barrier widths below 40Å.

The density of states (DOS or N(E)) also shows profound changes with the di-
mensionality of quantization. For ideal bulk semiconductors with simple parabolic
energy bands, the DOS has a square root dependence on electron energy

N(E)Bulk =
√

2(m∗)3/2π−2h̄−3E1/2. 15.

For an ideal QW the DOS shows a step-like function with each plateau having a
DOS of:

N(E)QW = nm∗/πh̄2, 16.

wheren is the quantum number of the state.
For a superlattice the steepness of the steps is destroyed by the dispersion of

theN states in a miniband (23, 27):

N(E)SL = N
m∗

πh2
arccos

(
εi − Ei − si

2ti

)
17.

whereεi, si, andti are defined by Equations 29 and 30, Chapter 1 of Reference
27. These DOS functions for bulk semiconductors, QWs, superlattices, quantum
wires, and quantum dots are shown in Figure 6.2 of Reference 28 and in Figure 17,
Chapter 1 of Reference 27; the DOS for quantum dots exhibits discrete values at
the discrete quantized energy levels.

Fabrication of Quantum Wells and Superlattices

QWs are produced through epitaxial growth of crystalline films via either molecular
beam epitaxy (MBE) or metallo-organic chemical vapor deposition (MOCVD).
Both of these techniques are capable of creating epitaxial layers of sufficient quality
to produce quantization effects. These qualities include film thickness uniformity
and interfacial abruptness (both within a few atomic layers), crystalline perfection,
and compositional uniformity.
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Molecular Beam Epitaxy In this system an ultrahigh–vacuum chamber is outfit-
ted with a number of evaporation (i.e. effusion) cells, each controlled by a separate
shutter, which supply fluxes of molecular beams of the desired atomic species.
The beams can be turned on and off within 0.1 sec. Growth rates are typically 5
Å/sec. An ion-beam sputtering gun is used first to ion etch the surfaces to remove
impurities and imperfections. The substrate is maintained at about 500–700◦C
during growth. Various spectroscopic capabilities, such as mass spectrometry,
Auger spectroscopy, and reflection high-energy electron diffraction, are included
in the chamber to control the process and provide analytical data on the quality
of the films. The atomic and molecular species that can be produced by MBE
include Ga, Al, In, As, Sb, Sn, Be, Ge, Se, Te, Cd, Hg, Zn, Mn, Pb, and Si.
The most common QW materials produced by MBE are the III-V semiconduc-
tor binary and ternary compounds, such as GaAs/AlxGa1−xAs, GaSb/AlxGa1−xSb,
InAs/GaAs, GaxIn1−xAs/AlxIn1−xAs, GaAs/GaxIn1−xP2), and InP/GaxIn1−xAs.
Some II-VI semiconductor QWs have also been prepared, such as CdTe/HgTe and
ZnSe/Zn1−xMnxSe.

Metallo-Organic Chemical Vapor Deposition The MOCVD process is gener-
ally only used to prepare III-V semiconductor QWs. In this process the group III
metals are introduced into a reaction chamber in the form of metallo-organic vapors
that react at high temperatures with gaseous precursors of the nonmetalloid group
V component of the desired semiconductor compound to form a crystalline, epitax-
ial film on a heated substrate. Ga, Al, and In are commonly introduced as trimethyl
gallium (TMG), trimethyl aluminum (TMA), and trimethyl indium (TMI). As and
P are usually introduced as arsine and phosphine, although less toxic compounds
such as tertiary butyl arsine and tertiary butyl phosphine are being increasingly uti-
lized. The organometallic compounds are kept in liquid form at a sufficiently low,
but constant, temperature and are swept into the reaction chamber at a controlled
composition by sparging hydrogen gas at a controlled flow rate through the liquid
metallo-organics. Gaseous arsine or phosphine is fed directly into the system from
gas cylinders through flow and pressure controllers; ultrapure hydrogen is used as
the carrier gas for all reactant flows. The single crystal substrate is placed on a
graphite block that is heated either by radio frequency (RF) or resistance heaters
to 650 to 750◦C. Growth rates are typically 5–10̊A/sec.

The reaction chamber is operated either at atmospheric pressure or at reduced
pressure (50–100 torr). The low pressure system can yield very sharp inter-
faces between the semiconductor heterojunctions and very uniform epilayers (see
Figure 4).

Optical Spectroscopy of Quantum Wells and Superlattices

Optical Absorption Optical transitions between quantum levels can occur upon
excitation with light. The interband transition probability is the product of an
optical matrix element (M) times a DOS. M involves the electric dipole operator
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Figure 4 TEM of GaAs/Al0.32Ga0.68As superlattice structure. GaAs wells are 52Å thick,
and the Al0.32Ga0.68As barriers are 17̊A thick.

and can be expressed as (23)

M = 〈φe(z)e
ike•r Ucke(r )|η|φh(z)e

ikh•r Uνkh(r )〉, 18.

whereφe(z) andφh(z) are the electron and hole envelope wave functions,ke and
kh are electron and hole wave vectors,η is the polarization vector of the light,
andUcke(r) andUvkh(r) are the Bloch functions. The integration of Equation 18
produces a factor [φe(z) φh(z)], which becomes unity for transitions between elec-
tron and hole states with the same quantum number. Thus, the selection rule for
optical interband transitions is that1n = 0, wheren is the quantum number of
the energy level in the well. Some additional factors affecting optical transitions
are: (a) Heavy hole–electron transitions are expected to be three times stronger
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than light hole–electron transitions; (b) transitions involving differentn values
become possible in the presence of an electric field and also when finite wells are
considered; and (c) parity is a good quantum number, and transitions involving the
same parity are allowed.

In light of the above discussion, the optical absorption spectrum of a quantum
film is expected to consist of a series of steps, with the position of these steps
corresponding to the transitions between heavy- or light hole–quantum states and
electron quantum states following the selection rule1n = 0. Furthermore, be-
cause the widths of the wells are commonly smaller than the calculated diameter
of an exciton, the exciton binding energy is greatly increased in QWs, and the
excitons can be stable even at room temperature. Thus, the absorption spectra of
QWs can be expected to show exciton peaks, even at room temperature, which
occur at energies below the step. Such spectra have indeed been observed by many
workers (22, 35).

Photoreflectance SpectroscopyPhotoreflectance (PR) is one of the powerful
spectroscopic techniques for characterizing the electronic energy level structure
of QWs. PR is particularly sensitive to the optical transitions in the well because
the observed signal reflects the third derivative of the optical constants (36, 37).
The experiment is performed by modulating the electric field in the space charge
region of the sample with a pump beam having a photon energy above the band gap,
and scanning the sample with an overlapping probe beam that is swept through the
desired photon energy range. The pump beam is typically from a laser, whereas
the probe beam is at low intensity and produced by passing white light from a lamp
through a monochromator. The reflectivity of the probe beam is measured as a
function of photon energy (E), and the fractional change in reflectivity is given by

1R/R= Re

∣∣∣∣∑
j

[
Cj e

i θ j (E − Egj + i0 j )
−pj
]∣∣∣∣, 19.

where subscriptj refers to thejth transition,C is the amplitude,Eg is the transition
energy,0 is the broadening parameter, 2 is the phase, andp denotes the type
of critical point for the transition and the order of its derivative (38). The value
of p depends upon whether the transitions involve localized (e.g. excitonic) or
delocalized states (e.g. minibands). The sample can be run in air or as an electrode
in a photoelectrochemical cell; in the former case the space charge is produced
through equilibration with intrinsic surface states.

PR spectroscopy is very sensitive (29), as illustrated in Figure 1 of Reference
29, in which the PR spectrum of a superlattice containing 20 periods of 250Å
GaAs wells and 17̊A Al 0.28Ga0.72As barriers is shown; 32 optical transitions can
be clearly seen in the spectrum (29). Because of the thin barriers in this superlat-
tice sample, strong miniband formation occurs with appreciable miniband widths.
The calculated energy levels for this sample showing the miniband structure is
presented in Figure 6.13 of Reference 28. Transitions to the top and bottom of a
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given miniband can be observed in PR spectroscopy; the predicted 32 transitions
satisfying the selection rule1n = 0 are compared with the observed PR tran-
sitions in Figure 6.12c of Reference 28. The agreement is excellent. It is quite
impressive that PR can resolve the transitions between minibands even when the
minibands overlap each other in energy.

Hot Electron Cooling Dynamics in Quantum Wells
and Superlattices

Hot-electron cooling times can be determined from several types of time-resolved
photoluminescence (PL) experiments. One technique involves hot luminescence
nonlinear correlation (39–41), which is a symmetrized pump-probe type of ex-
periment. Figure 2 of Reference 39 compares the hot-electron relaxation times
as a function of the electron energy level in the well for bulk GaAs and a 20-
period MQW of GaAs/Al0.38Ga0.62As containing 250Å GaAs wells and 250̊A
Al0.38Ga0.62As barriers. For bulk GaAs the hot-electron relaxation time varies
from about 5 ps near the top of the well to 35 ps near the bottom of the well.
For the MQW the corresponding hot-electron relaxation times are 40 ps and
350 ps.

Another method uses time-correlated single photon counting to measure PL
lifetimes of hot electrons. Figure 5 shows 3-dimensional (3-D) plots of PL in-
tensity as a function of energy and time for bulk GaAs and a 250Å GaAs/
250Å Al 0.38Ga0.62As MQW (16). It is clear from these plots that the MQW sample
exhibits much longer-lived hot luminescence (i.e. luminescence above the lowest
n = 1 electron to heavy-hole transition at 1.565 eV) than bulk GaAs. Depending
upon the emitted photon energy, the hot PL for the MQW is seen to exist beyond
times ranging from hundreds to several thousand ps. On the other hand, the hot
PL intensity above the band gap (1.514 eV) for bulk GaAs is negligible over most
of the plot; it is only seen at the very earliest times and at relatively low photon
energies.

Calculations were performed (16) on the PL intensity versus time and energy
results to determine the time dependence of the quasi-Fermi-level, electron temper-
ature, electronic specific heat, and ultimately the dependence of the characteristic
hot-electron cooling time on electron temperature.

The cooling, or energy–loss, rate for hot electrons is determined by longitudinal
optical (LO) phonon emission through electron-LO-phonon interactions. The time
constant characterizing this process can be described by the following expression
(42–44):

Pe = −dE

dt
= h̄ωL O

τavg
exp(−h̄ωL O/kTe), 20.

wherePe is the power loss of electrons (i.e. the energy-loss rate),h--ωLO is the LO
phonon energy (36 meV in GaAs),Te is the electron temperature, andτ avg is the
time constant characterizing the energy-loss rate.
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Figure 5 Three-dimensional plots of photoluminescence intensity versus time and photon energy
for (A) bulk GaAs and (B) 250Å GaAs/250Å Al 0.38Ga0.62As MQW (16).
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The electron energy–loss rate is related to the electron temperature–decay rate
through the electronic specific heat. Because at high light intensity the electron
distribution becomes degenerate, the classical specific heat is no longer valid.
Hence, the temperature- and density-dependent specific heat for both the QW and
bulk samples need to be calculated as a function of time in each experiment so that
τ avg can be determined.

The results of such calculations (presented in Figure 2 of Reference 16) show
a plot of τ avg versus electron temperature for bulk and MQW GaAs at high and
low carrier densities. These results show that at a high carrier density [nc ∼
(2− 4) × 1018 cm−3] theτ avgvalues for the MQW are much higher (τ avg = 350–
550 ps forTe between 440 and 400 K) compared to bulk GaAs (τ avg = 10–15 ps
over the sameTe interval). Alternatively, at a low carrier density [nc∼ (3−5) ×
1017 cm−3] the differences between theτ avg values for bulk and MQW GaAs are
much smaller.

A third technique used to measure cooling dynamics is PL upconversion (16).
Time-resolved luminescence spectra were recorded at room temperature for a
4000-Å bulk GaAs sample at the incident pump powers of 25, 12.5, and 5 mW. The
electron temperatures were determined by fitting the high-energy tails of the spec-
tra; only the region that is linear on a semilogarithmic plot was chosen for the fit.
The carrier densities for the sample were 1× 1019, 5 × 1018, and 2× 1018 cm−3,
corresponding to the incident excitation powers of 25, 12.5, and 5 mV, respec-
tively. Similarly, spectra for the MQW sample were recorded at the same pump
powers as the bulk. Figure 6 showsτ avg for bulk and MQW GaAs at the three
light intensities, again showing the much slower cooling in MQWs (by up to two
orders of magnitude).

The difference in hot-electron relaxation rates between bulk and quantized
GaAs structures is also reflected in time-integrated PL spectra. Typical results are
shown in Figure 7 for single photon counting data taken with 13 ps pulses of 600 nm
light at 800 kHz focused to about 100µm with an average power of 25 mW (45).
The time-averaged electron temperatures obtained from fitting the tails of these
PL spectra to the Boltzman function show that the electron temperature varies
from 860 K for the 250̊A/250-Å MQW to 650 K for the 250Å/17-Å superlattice,
whereas bulk GaAs has an electron temperature of 94 K, which is close to the
lattice temperature (77 K). The variation in the electron temperatures between
the quantized structures can be attributed to differences in electron delocalization
between MQWs and superlattices (SLs), and the associated nonradiative quenching
of hot-electron emission.

As shown above, the hot-carrier cooling rates depend upon photogenerated
carrier density; the higher the electron density, the slower the cooling rate. This
effect is also found for bulk GaAs, but it is much weaker compared with quantized

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
Figure 6 Time constant for hot-electron cooling (τavg) versus electron temperature for bulk
GaAs and GaAs multiple quantum wells at three excitation intensities (16).
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Figure 7 (a) Time-integrated photoluminescence spectra for multiple quantum wells and SLs
showing hot luminescence tails and high energy peaks arising from hot-electron radiative recom-
bination form upper quantum levels. (b) Equivalent spectrum for bulk GaAs showing no hot
luminescence (45).
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GaAs. The most generally accepted mechanism for the decreased cooling rates in
GaAs QWs is an enhanced “hot-phonon bottleneck” (46–48). In this mechanism
a large population of hot carriers produces a nonequilibrium distribution of pho-
nons (in particular, LO phonons that are the type involved in the electron-phonon
interactions at high carrier energies) because the LO phonons cannot equilibrate
fast enough with the crystal bath; these hot LO phonons can be reabsorbed by the
electron plasma to keep it hot. In QWs the phonons are confined in the well and
they exhibit slab modes (47), which enhance the hot-phonon bottleneck effect.

RELAXATION DYNAMICS OF HOT ELECTRONS
IN QUANTUM DOTS

As discussed above in “Hot-Electron Cooling Dynamics in Quantum Wells and
Superlattices,” slowed hot-electron cooling in QWs and superlattices that is pro-
duced by a hot phonon bottleneck requires very high light intensities to create
the required photogenerated carrier density of greater than about 1× 1018 cm−3.
This required intensity, possible with laser excitation, is many orders of magnitude
greater than that provided by solar radiation at the Earth’s surface (maximum
solar photon flux is about 1018 cm−2 s−1; assuming a carrier lifetime of 1 ns and
an absorption coefficient of 1× 105 cm−1, this translates into a photoinduced
electron density of about 1014 cm−3 at steady state). Hence, it is not possible to
obtain slowed hot-carrier cooling in semiconductor QWs and superlattices with
solar irradiation via a hot-phonon bottleneck effect; solar concentration ratios
greater than 104 would be required, resulting in severe practical problems.

However, the situation with 3-D confinement in quantum dots (QDs) is poten-
tially more favorable. In the quantum dot case, slowed hot-electron cooling is
theoretically possible even at arbitrarily low light intensity; this effect is simply
called a phonon bottleneck, without the qualification of requiring hot phonons
(i.e. a nonequilibrium distribution of phonons). Furthermore, there is a possibility
that the slowed cooling could make the rate of impact ionization (inverse Auger
effect) an important process in QDs (21). PL blinking in QDs (intermittent PL as a
function of time) has been explained (49, 50) by an Auger process whereby if two
electron-holes pairs are photogenerated in a QD, one pair recombines and transfers
its recombination energy to one of the remaining charge carriers, ionizing it over
the potential barrier at the surface into the surface region. This creates an electric
dipole in the QD that quenches subsequent radiative emission after subsequent
photon absorption; after some time the ionized electron can return to the QD core,
and the PL is turned on again. Because this Auger process can occur in QDs, the
inverse Auger process, whereby one high energy electron-hole pair (created from a
photon with hν > Eg) can generate two electron-hole pairs, can also occur in QDs
(21). The following discussion first presents general properties of quantum dots
followed by a discussion of the hot-carrier cooling dynamics.
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Energy Levels and Density of States in Quantum Dots

The earliest and simplest treatment of the electronic states of a QD is based on the
effective mass approximation (EMA); the simple EMA treatment was subsequently
improved by incorporating thek • p approach that has been commonly used to
calculate the electronic structure of bulk semiconductor and QW structures.

The EMA rests on the assumption that if the QD is larger than the lattice
constants of the crystal structure, then it will retain the lattice properties of the
infinite crystal and the same values of the carrier effective masses; the electronic
properties of the QD can then be determined by simply considering the modification
of the energy of the charge carriers produced by the quantum confinement. Thus,
the electronic properties are determined by solving the Schr¨odinger equation for
a particle in a 3-D box. The zeroth order approximation is a perfectly spherical
QD with infinite potential walls at the surface. Strong confinement is defined as
the case where the QD size is small compared with the deBroglie wavelength of
electrons in the box or compared with the Bohr radius of the electrons; this is
the case for II-VI and III-V semiconductors. Taking into account the Coulomb
interaction between electrons and holes that is enhanced owing to confinement in
the QD, the Hamiltonian can then be written as

Ĥ = − h̄2∇2
e

2m∗e
− h̄2∇h

2m∗h
− e2

ε|re− rh| + Ve(re)+ Vh(rh) 21.

and

Ĥ9(r ) = E9(r ), 22.

whereVe andVh are the confining potentials,re and rh are the distances of the
electron and hole from the center of the QD, andε is the dielectric constant of the
semiconductor.

Analytical solutions of Equations 21 and 22 are difficult because center-of-mass
motion and reduced mass motion cannot be separated as independent coordinates.
Various approaches to solving this problem have been used. These include per-
turbation theory (51, 52), variational calculations (53–59), matrix diagonalization
(60, 61), and Monte Carlo methods (62). Perturbation theory (51, 52) and varia-
tional calculations (57) lead to a solution of the form

Emin = h̄2π2

2R2

[
1

m∗e
+ 1

m∗h

]
− 1.8e2

εR
− 0.25E∗Ryd, 23.

whereEmin is the lowest energy separation between hole and electron states in the
QD, ERyd

∗
is the bulk exciton binding energy in meV, andR is the QD radius.Emin

is often referred to as the band gap of the QD because it represents the threshold
energy for photon absorption, blue-shifted from the bulk band gap,Eg.

Improvements in the EMA model involve accounting for band nonparabolicity
and hole-state mixing (63–68), finite barrier heights (56), and surface polarization
(69).
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In the effective massk • p approach, the QD wavefunctions are expanded as a
linear combination of Nb bulk Bloch functions at thek = 0 Brillouin zone center
(0 point) (64, 67); for these calculations values of Nb up to 8 (termed the 8-band
k • p model) have been used (70). The effective massk • p approach has been
used very extensively for QDs, but recently its validity has been attacked (71–
73) and vigorously defended (74, 75). An alternative approach based on direct
diagonalization and pseudopotentials has been proposed as a better theoretical
approach to calculate the electronic states in QDs (71, 72); the debate continues.
A comparison of the calculated electron and hole states for a 28-Å InP QD using a
6-bandk • p model (76) and the direct diagonalization pseudopotential model (76)
indicates that there are more electronic states for the latter than the former, and
that in the latter the highest lying hole state is s-like rather than p-like. However,
improvements in thek • p parameters can reverse the character of the lowest level
hole states and increase the total number of electronic states as well (74).

Because of the 3-D spatial confinement in QDs, the solution of the Schr¨odinger
equation results in describing the electronic states in the QD by three quantum
numbers plus spin. A commonly used notation (77, 78) is for the electron states
to be labeled as nLe and the hole states as nLF, where n is the principal quantum
number (1, 2, 3, etc), L is the orbital angular momentum (S, P, D, etc), and F is
the total angular momentum (F= L + J, and J= L + S), where S is the spin,
and the projection of F along a magnetic axis is mF = −F to+F. Thus, electron
states become 1Se, 2Se, 1Pe, etc, and hole states become 1S1/2, 1S3/2, and 1P1/2,
etc. For optical transitions in ideal spherical QDs, the selection rules are1n =
0,1L = 0, ±2; and1F = 0, ±1. These ideal selection rules can be broken by
nonspherical QDs and strong hole-state mixing.

Synthesis of Quantum Dots

Colloidal Quantum Dots The most common approach to the synthesis of col-
loidal QDs is the controlled nucleation and growth of particles in a solution of
chemical precursors containing the metal and the anion sources (controlled ar-
rested precipitation) (79–81). The technique of forming monodisperse colloids
is very old, and can be traced back to the synthesis of gold colloids by Michael
Faraday in 1857 (80, 81). A common method for II-VI colloidal QD formation
is to rapidly inject a solution of chemical reagents containing the group II and
group VI species into a hot and vigorously stirred solvent containing molecules
that can coordinate with the surface of the precipitated QD particles (79, 81, 82).
Consequently, a large number of nucleation centers are initially formed, and the
coordinating ligands in the hot solvent prevent or limit particle growth via Ostwald
ripening (i.e. the growth of larger particles at the expense of smaller particles to
minimize the higher surface free energy associated with smaller particles). Further
improvement of the resulting size distribution of the QD particles can be achieved
through size-selective precipitation (81, 82), whereby slow addition of a nonsol-
vent to the colloidal solution of particles causes precipitation of the larger-sized
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particles (the solubility of molecules with the same type of chemical structure de-
creases with increasing size). This process can be repeated several times to narrow
the size distribution of II-VI colloidal QDs to a few percent of the mean diameter.

The synthesis of colloidal III-V QDs is more difficult than for II-VI QDs be-
cause (a) the synthesis must be conducted in rigorously air-free and water-free at-
mospheres, (b) it generally requires higher reaction temperatures and much longer
reaction times, and (c) it involves more complicated organometallic chemistry.
The best results to date have been obtained for InP QDs (83–88). In this synthesis,
an indium salt [In(C2O4)3, InF3, or InCl3] is reacted with trimethylsilylphosphine
[P(Si(CH3)3)3] in a solution of trioctylphosphine oxide (TOPO) and trioctylphos-
phine (TOP) to form a soluble InP organometallic precursor species that contains
In and P in a 1:1 ratio. The InP precursor species in the TOPO/TOP solution is then
heated for several days at a temperature ranging from 270 to 290◦C, depending
upon desired QD properties. A transmission electron microscope (TEM) picture
of InP QDs showing lattice imaging is presented in Figure 8. One difference with
the synthesis for II-VI materials is that more than 1 day of heating at reaction
temperature is required to form crystalline III-V QDs, whereas II-VI QDs form
immediately upon injection of the reactants into the hot TOPO/TOP solution.

The resulting InP QDs contain a capping layer of TOPO, which can be read-
ily exchanged for several other types of capping agents, such as thiols, pyridines,
amines, and polymers. The size distribution of the InP QDs can be further narrowed
to less than 10% through selective precipitation techniques. Finally, they can be
studied in the form of colloidal solutions or powders or dispersed in transparent
polymers or organic (for low temperature studies) glasses; capped InP QDs recov-
ered as powders can also be redissolved to form transparent colloidal solutions.

In addition to InP QDs, similar methods have been used to produce QDs of GaP
(83, 89), GaInP2 (83, 89), GaAs (83, 89–92), and InAs (93); higher temperatures
(400◦C) are required for GaP and GaInP2 QDs. However, the quality (especially
narrow size distributions) of these other III-V QDs is not yet as high as that obtained
for InP QDs; this is primarily because less effort has been spent thus far on these
other QD preparations.

Quantum Dots Produced by Stranski-Krastinow Epitaxial GrowthQDs can
also be produced via epitaxial growth from the vapor phase on appropriate sub-
strates; the growth can be done using either MBE (see“Molecular Beam Epitaxy”)
or MOCVD (see“Metallo-Organic Chemical Vapor Deposition”) systems. In the
Stranski-Krastinow (SK) mode of QD formation, a thin semiconductor film is de-
posited by MBE or MOCVD onto another semiconductor substrate material that
has a mismatch in lattice constant with the material being deposited. If the lattice
mismatch is sufficiently high and the film has a higher surface energy than the sub-
strate, then after the initial growth of a few monolayers (called the wetting layer),
subsequent deposition forms small islands that are in the QD size regime. The size,
shape, perfection, and density of these SK QDs can be controlled by controlling
the conditions in the MBE or MOCVD reactor. The bulk of work on these SK QDs
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Figure 8 High-resolution TEM of a 60-̊A
diameter InP QD oriented with the+111,
axis in the plane of the micrograph. The
bottom plate shows a rare dislocation de-
fect.

has been on InGaxAs1−x QDs grown on GaAs substrates (94); InP QDs grown on
GaAs or AlxGa1−xAs substrates has also been reported (95), as has work on GeQDs
on Si (95a). The size of SK QDs is generally larger than that of colloidal QDs;
they typically have a lateral dimension of about 1000 to 2000Å and a height of
100 to 500Å. For III-V semiconductors these sizes produce quantization effects
because their Bohr radius is large, but the degree of quantization is not as strong
as that in colloidal QDs in which the sizes range from 15 to 100Å. The shape
of the InAs/GaAs SK QDs has been reported to be a square-based pyramid (96);
however, recent results suggest a parallelogram base and C2v symmetry (97, 98).
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Another configuration of SK-type QDs is possible. In this case a quantum well
(QW) is first formed that has a thin outer barrier (about 100Å). SK islands of
another semiconductor material having a lattice mismatch with the barrier are then
deposited on top of the barrier. These SK islands produce a parabolic strain field
that propagates down through the barrier into the QW. In the case of InP SK islands
(called stressor islands) formed on an AlGaAs/GaAs/AlGaAs QW, the strain field
expands the GaAs lattice and reduces the GaAs band gap in the QW just below the
InP islands (95). Thus, the GaAs QW beneath the InP stressor islands is converted
into a QD because the 1-D confinement of carriers is transformed into 3-D con-
finement. An important feature of this type of QD is that both the well and barrier
region of the QD are made of the same material. This eliminates interface defects
and interface states that complicate the relaxation behavior of photogenerated
carriers.

Optical Properties of Quantum Dots

In this section the optical properties of InP QDs are discussed. The optical prop-
erties of other III-V and II-VI QDs exhibit the same general behavior as InP QDs,
and the latter is used to exemplify some of the important features of this behavior.

Optical Absorption and Global PhotoluminescenceThe absorption and emis-
sion spectra of initially prepared InP QDs with a mean diameter of 32Å are
shown in Figure 1 of Reference 87. Optical absorption and PL spectra were col-
lected at room temperature; samples were prepared by dispersing washed QDs in
toluene.

The absorption spectrum shows an excitonic peak at about 590 nm. The PL
spectrum (excitation at 500 nm) shows two emission bands: a weaker one near
the band edge with a peak at 655 nm, and a second, stronger, broader band that
peaks above 850 nm. The PL band with deep red-shifted subgap emission peaking
above 850 nm is attributed to radiative recombination in QD surface states produced
by phosphorous vacancies (87). These surface defects and the accompanying red-
shifted emission can be completely removed by etching the InP QDs with hydrogen
fluoride (HF); intense band-edge emission from the InP QDs can then be observed.
After etching, the PL intensity increases by a factor of 10, and the near-infrared
emission produced by the deep surface traps is completely removed (87). The
near-band-edge quantum yield increases from 30% to 60% as the temperature
decreases from 300 to 10 K (87).

The room temperature absorption spectra as a function of QD size ranging from
26 to 60Å (measured by TEM) are shown in Figure 9 (88). The absorption spectra
show one or more broad excitonic peaks that reflect substantial inhomogeneous
line broadening arising from the QD size distribution; as expected, the spectra shift
to higher energy as the QD size decreases (88). The color of the InP QD samples
changes from deep red (1.7 eV) to green (2.4 eV) as the diameter decreases from
60 to 26Å. Bulk InP is black with a room-temperature band gap of 1.35 eV and
an absorption onset at 918 nm. Higher energy transitions above the first excitonic
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peak in the absorption spectra can also be easily seen in QD samples with mean
diameters equal to or greater than 30Å. The spread in QD diameters is generally
about 10% and is somewhat narrower in samples with larger mean diameters;
this is why higher energy transitions can be resolved for the larger-sized QD
ensembles. All the prepared QD nanocrystallites are in the strong confinement
regime because the Bohr radius of bulk InP is about 100Å. Figure 9 shows typical
room-temperature absorption and global emission spectra of the InP colloids, with
mean particle diameters ranging from 26 to 60Å as measured by TEM (88); the
excitation energy for all QD sample ensembles in Figure 9 was 2.48 eV, well above
their absorption onset in each case.

The global emission peaks in Figure 9 show an increasing red shift from the
first excitonic absorption peak as the mean QD size decreases from 60 to 26Å. The
global (nonresonant) red shift is as large as 300 meV for samples with the smallest
mean diameter (88). Global PL is defined as that observed when the excitation
energy is much higher than the energy of the absorption threshold exhibited in
the absorption spectrum produced by the ensemble of QDs in the sample; thus,
a large fraction of all the QDs in the sample are excited. The resulting global
PL shows a very broad peak (line width of 175–225 meV) that is red-shifted by
100–300 meV from the first absorption peak. The broad PL line width is caused by
inhomogeneous line broadening arising from the∼10% size distribution sampled
in the global PL experiment. The large global red shift is caused by the volume
dominance of the larger particles in the size distribution; the latter will absorb most
of the incident photons and will show large red shifts because the PL excitation
energy is well above their lowest transition energy.

Size-Selected PhotoluminescenceIf the excitation energy is restricted to the on-
set region of the absorption spectrum of the QD ensemble, then a much narrower
range of QD sizes is excited; these QDs will have the larger particle sizes in the
ensemble. Consequently, the PL spectra from this type of excitation show nar-
rower line widths and smaller red shifts with respect to the excitation energy. This
technique is termed fluorescence line narrowing (FLN), the resulting PL spectra
being considerably narrowed.

FLN spectra at 10 K are shown in Figure 3 in Reference 88 for InP QDs
with a mean diameter of 32̊A (88). FLN/PL spectra are shown for a series of
excitation energies (1.895 eV to 2.07 eV) spanning the absorption tail near the
onset of absorption for this sample (88). The global PL spectrum produced when
the excitation energy (2.41 eV) is deep into the high-energy region of the absorption
spectrum is also shown.

FLN spectra can be combined with photoluminescence excitation spectra to
determine the resonant red shift (88). The resultant resonant red shift at T= 11 K
as a function of PL excitation energy ranges from 4 to 10 meV.

Origin of Resonant Red Shift The origin of the resonant red shift in InP has been
recently analyzed theoretically (99, 100). Four possible models were considered,
and the experimental results were consistent with a model in which the emission
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is from an intrinsic, spin-forbidden state, split from its singlet counterpart owing
to screened electron-hole exchange [dark exciton model (101, 102)].

The line widths of FLN spectra are typically 15–30 meV; although these line
widths are significantly narrower than the 175–225 meV line widths typically
obtained from global (nonresonant) PL excitation, they are still much broader than
line widths reported from PL measurements on single dots. For a variety of II-VI
and III-V QDs, single-dot PL line widths have been reported to range from 40–
1000µeV (103–108); the experimental PL line widths observed for single QDs
are smaller than the line widths obtained in Reference 88 by a factor of about 2
to 50. The broader line widths in the FLN spectra are attributed to the significant
QD size and shape distribution that still remains in the FLN experiment. Also, the
absorption peak moves about 35 to 45 meV for every 1-Å change in QD diameter.
Thus, the PL line width of 15–30 meV for FLN spectra reflects a QD-diameter
variation of less than 1̊A! It is apparent that the PL line width is extremely
sensitive to the spread in QD diameters, and that the determination of true line
widths requires PL data obtained from single dots.

Phonon Bottleneck and Slowed Hot-Electron Cooling
in Quantum Dots

The first prediction of slowed cooling at low light intensities in quantized structures
was made by Boudreaux et al (10). They anticipated that cooling of carriers would
require multiphonon processes when the quantized levels are separated in energy
by more than phonon energies. They analyzed the expected slowed cooling time
for hot holes at the surface of highly doped n-type TiO2 semiconductors, in which
quantized energy levels arise because of the narrow space-charge layer (i.e. de-
pletion layer) produced by the high doping level. The carrier confinement in this
case is produced by the band bending at the surface; for a doping level of 1×
1019 cm−3 the potential well can be approximated as a triangular well extending
200Å from the semiconductor bulk to the surface and with a depth of 1 eV at the
surface barrier. The multiphonon relaxation time was estimated from

τc ∼ ω−1 exp(1E/kT), 24.

whereτ c is the hot-carrier cooling time,ω is the phonon frequency, and1E is
the energy separation between quantized levels. For strongly quantized electron
levels, with1E> 0.2 eV,τ c could be> 100 ps according to Equation 24.

However, carriers in the space charge layer at the surface of a heavily doped
semiconductor are only confined in one dimension, as in a quantum film. This
quantization regime leads to discrete energy states that have dispersion in k-space

←−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Figure 9 Absorption (solid line) and global photoluminescence (dotted line) spectra at 298 K
for colloidal ensembles of InP quantum dots with different mean diameters. All quantum dots
colloidal samples were photoexcited at 2.48 eV (88).
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(109). This means the hot carriers can cool by undergoing interstate transitions
that require only one emitted phonon followed by a cascade of single phonon
intrastate transitions; the bottom of each quantum state is reached by intrastate
relaxation before an interstate transition occurs. Thus, the simultaneous and slow
multiphonon relaxation pathway can be bypassed by single phonon events, and
the cooling rate increases correspondingly.

More complete theoretical models for slowed cooling in QDs have been pro-
posed recently by Bockelmann and co-workers (19, 110) and Benisty and co-
workers (18, 20). The proposed Benisty mechanism (18, 20) for slowed hot-carrier
cooling and phonon bottleneck in QDs requires that cooling only occurs via lon-
gitudinal optical (LO) phonon emission. However, there are several other mech-
anisms by which hot electrons can cool in QDs. Most prominent among these is
the Auger mechanism (111). Here, the excess energy of the electron is transferred
via an Auger process to the hole, which then cools rapidly because of its larger
effective mass and smaller energy-level spacing. Thus, an Auger mechanism for
hot-electron cooling can break the phonon bottleneck (111). Other possible mech-
anisms for breaking the phonon bottleneck include electron-hole scattering (112),
deep-level trapping (113), and acoustical-optical phonon interactions (114, 115).

Experimental Determination of Relaxation/Cooling
Dynamics and a Phonon Bottleneck in Quantum Dots

Over the past several years many investigations have been published that explore
hot-electron cooling/relaxation dynamics in QDs and the issue of a phonon bottle-
neck in QDs. The results are controversial, and it is quite remarkable that there are
so many reports that both support (116–130) and contradict (113, 131–144) the
prediction of slowed hot-electron cooling in QDs and the existence of a phonon
bottleneck. One element of confusion that is specific to the focus of this review is
that although some of these publications report relatively long hot-electron relax-
ation times (tens of ps) compared with what is observed in bulk semiconductors,
the results are reported as being not indicative of a phonon bottleneck because the
relaxation times are not excessively long and PL is observed (145–147). (Theory
predicts an infinite relaxation lifetime of excited carriers for the extreme, limiting
condition of a phonon bottleneck; thus, the carrier lifetime would be determined
by nonradiative processes and PL would be absent.) However, because the interest
here is on the rate of relaxation/cooling compared to the rate of electron transfer, we
consider that slowed relaxation/cooling of carriers has occurred in QDs if the rela-
xation/cooling times are greater than 10 ps (about an order of magnitude greater
than for bulk semiconductors). This is because previous work that measured the
time of electron transfer from bulk III-V semiconductors to redox molecules
(metallocenium cations) adsorbed on the surface found that electron transfer times
can be sub-ps to several ps (28, 148–150); hence photoinduced hot electron transfer
can be competitive with electron cooling and relaxation if the latter is greater than
tens of ps.
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In a series of papers Sugawara and colleagues (118, 119, 121) reported slow hot-
electron cooling in self-assembled InGaAs QDs produced by Stranski-Krastinow
(SK) growth on lattice-mismatched GaAs substrates. Using time-resolved PL mea-
surements, the excitation-power dependence of PL, and the current dependence
of electroluminescence spectra, these researchers reported cooling times ranging
from 10 ps to 1 ns. The relaxation time increased with electron energy up to the
fifth electronic state. Also, Mukai & Sugawara (151) recently published an exten-
sive review of phonon bottleneck effects in QDs, which concludes that the phonon
bottleneck effect is indeed present in QDs.

Gfroerer et al reported slowed cooling of up to 1 ns in strain-induced GaAs
QDs formed by depositing tungsten stressor islands on a GaAs QW with AlGaAs
barriers (130). A magnetic field was applied in these experiments to sharpen
and further separate the PL peaks from the excited state transitions and thereby
determine the dependence of the relaxation time on level separation. The authors
observed hot PL from excited states in the QD, which could only be attributed to
slow relaxation of excited (i.e. hot) electrons. Because the radiative recombination
time is about 2 ns, the hot-electron relaxation time was found to be of the same
order of magnitude (about 1 ns). With higher excitation intensity sufficient to
produce more than one electron-hole pair per dot the relaxation rate increased.

A lifetime of 500 ps for excited electronic states in self-assembled InAs/GaAs
QDs under conditions of high injection was reported by Yu et al (125). PL from
a single GaAs/AlGaAs QD (128) showed intense high-energy PL transitions that
were attributed to slowed electron relaxation in this QD system. Kamath et al
(129) also reported slow electron cooling in InAs/GaAs QDs.

QDs produced by applying a magnetic field along the growth direction of a
doped InAs/AlSb QW showed a reduction in the electron relaxation rate constant
from 1012 s−1 to 1010 s−1 (120, 152).

In addition to slow electron cooling, slow hole cooling was reported by Adler
et al (126, 127) in SK InAs/GaAs QDs. The hole relaxation time was determined
to be 400 ps, based on PL rise times, whereas the electron relaxation time was
estimated to be less than 50 ps. These QDs only contained one electron state
but several hole states; this explained the faster electron cooling time because a
quantized transition from a higher quantized electron state to the ground electron
state was not present. Heitz et al (122) also report relaxation times for holes of
about 40 ps for stacked layers of SK InAs QDs deposited on GaAs; the InAs QDs
are overgrown with GaAs, and the QDs in each layer self-assemble into an ordered
column. Carrier cooling in this system is about two orders of magnitude slower
than in higher dimensional structures.

All of the above studies on slowed carrier cooling were conducted on self-
assembled SK-type QDs. Studies of carrier cooling and relaxation have also been
performed on II-VI CdSe colloidal QDs by Klimov et al (137, 153) and Guyot-
Sionnest et al (116). The former group first studied electron relaxation dynamics
from the first-excited 1P to the ground 1S state using interband pump-probe spec-
troscopy (137). The CdSe QDs were pumped with 100 fs pulses at 3.1 eV to create
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high-energy electrons and holes in their respective band states, and then probed
with fs white light continuum pulses. The dynamics of the interband bleaching and
induced absorption caused by state filling was monitored to determine the electron
relaxation time from the 1P to the 1S state. The results showed very fast 1P to 1S
relaxation, on the order of 300 fs, and was attributed to an Auger process for elec-
tron relaxation that bypassed the phonon bottleneck. However, this experiment
cannot separate the electron and hole dynamics from each other. Guyot-Sionnest
et al (116) followed up these experiments using fs infrared pump-probe spec-
troscopy. A visible pump beam creates electrons and holes in the respective band
states and a subsequent infrared beam is split into an infrared pump and an in-
frared probe beam; the infrared beams can be tuned to monitor only the intraband
transitions of the electrons in the electron states and thus can separate electron dy-
namics from hole dynamics. The experiments were conducted with CdSe QDs that
were coated with different capping molecules (TOPO, thiocresol, and pyridine),
which exhibit different hole-trapping kinetics. The rate of hole trapping increased
in the order: TOPO, thiocresol, and pyridine. The results generally show a fast
relaxation component (1–2 ps) and a slow relaxation component (≈200 ps). The
relaxation times follow the hole-trapping ability of the different capping molecules
and are longest for the QD systems having the fastest hole-trapping caps; the slow
component dominates the data for the pyridine cap, which is attributed to its faster
hole-trapping kinetics.

These results (116) support the Auger mechanism for electron relaxation,
whereby the excess electron energy is rapidly transferred to the hole, which then
relaxes rapidly through its dense spectrum of states. When the hole is rapidly
removed and trapped at the QD surface the Auger mechanism for hot electron
relaxation is inhibited and the relaxation time increases. Thus, in the above exper-
iments, the slow 200 ps component is attributed to the phonon bottleneck, most
prominent in pyridine-capped CdSe QDs, whereas the fast 1–2 ps component re-
flects the Auger relaxation process. The relative weight of these two processes
in a given QD system depends upon the hole-trapping dynamics of the molecules
surrounding the QD.

Klimov et al further studied carrier relaxation dynamics in CdSe QDs and
published a series of papers on the results (153, 154); a review of this work was
also recently published (155). These studies also strongly support the presence of
the Auger mechanism for carrier relaxation in QDs. The experiments used ultrafast
pump-probe spectroscopy with either two beams or three beams. In the former, the
QDs were pumped with visible light across their band gaps (hole states to electron
states) to produce excited state (i.e. hot) electrons; the electron relaxation was
monitored by probing the bleaching dynamics of the resonant HOMO to LUMO
transition with visible light or by probing the transient infrared absorption of the
1S to 1P intraband transition, which reflects the dynamics of electron occupancy
in the LUMO state of the QD. The three-beam experiment was similar to that of
Guyot-Sionnest et al (116) except that the probe in the experiments of Klimov et al
is a white-light continuum. The first pump beam is at 3 eV and creates electrons and
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holes across the QD band gap. The second beam is in the infrared and is delayed
with respect to the optical pump; this beam repumps electrons that have relaxed to
the LUMO back up in energy. Finally, the third beam is a broad-band white-light
continuum probe that monitors photoinduced interband absorption changes over
the range of 1.2 to 3 eV. The experiments were done with two different caps on the
QDs: a ZnS cap and a pyridine cap. The results showed that with the ZnS-capped
CdSe the relaxation time from the 1P to 1S state was about 250 fs, whereas for
the pyridine-capped CdSe, the relaxation time increased to 3 ps. The increase in
the latter experiment was attributed to a phonon bottleneck produced by rapid
hole trapping by the pyridine, as also proposed by Guyot-Sionnest et al. However,
the time scale of the phonon bottleneck induced by hole trapping by pyridine caps
on CdSe that was reported by Klimov et al was not as great as that reported by
Guyot-Sionnest et al.

In contradiction to the results discussed above, many other investigations ex-
ist in the literature in which a phonon bottleneck was apparently not observed.
These results were reported for both self-organized SK QDs (113, 131–144) and
II-VI colloidal QDs (137, 139, 141). However, in several cases (122, 145, 147),
hot-electron relaxation was found to be slowed, but not sufficiently to enable the
authors to conclude that this was evidence of a phonon bottleneck. For the issue
of hot-electron transfer this conclusion may not be relevant because, in this case,
one is not interested in the question of whether the electron relaxation is slowed
so drastically that nonradiative recombination occurs and quenches photolumines-
cence, but rather whether the cooling is slowed sufficiently so that excited-state
electron transport and transfer can occur across the semiconductor-molecule in-
terface before cooling. For this purpose, the cooling time need only be increased
above about 10 ps because electron transfer can occur within this time scale (28,
148–150).

The experimental techniques used to determine the relaxation dynamics in
the above experiments showing no bottleneck were all based on time-resolved
PL or transient absorption spectroscopy. The SK QD systems that were studied
and that exhibited no apparent phonon bottleneck include InxGa1−xAs/GaAs and
GaAs/AlGaAs. The colloidal QD systems were CdSSe QDs in glass (750 fs relax-
ation time) (141) and CdSe (133). Thus, the same QD systems studied by different
researchers showed both slowed cooling and nonslowed cooling in different exper-
iments. This suggests a strong sample-history dependence for the results; perhaps
the samples differed in their defect concentration and type, surface chemistry, and
other physical parameters that affect carrier cooling dynamics. Much additional
research is required to sort out these contradictory results.

Quantum Dot Solar Cells

As mentioned above in the INTRODUCTION and “RELAXATION DYNAMICS
OF HOT ELECTRONS IN QUANTUM DOTS,” slowed hot-carrier cooling in
QDs can possibly be utilized to produce enhanced efficiencies for the conversion
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of radiant energy into electrical or chemical potential energy. The two fundamental
pathways for enhancing the conversion efficiency [increased photovoltage (9, 10)
or increased photocurrent (11, 12)] can be accessed, in principle, in three different
QD solar cell configurations. These are described below; however, it is emphasized
that these potential high-efficiency configurations are speculative and that there
is no experimental evidence yet that demonstrates actual enhanced conversion
efficiencies in any of these systems.

Photoelectrodes Composed of Quantum Dot ArraysIn this configuration the
QDs are formed into an ordered 3-D array with inter-QD spacing sufficiently
small that strong electronic coupling occurs and minibands are formed to allow
long-range electron transport. The system is a 3-D analog to the 1-D superlat-
tice, and miniband structures discussed in “Energy Levels and Density of States
in Quantum Wells and Superlattices” and shown in Figure 3. The delocalized
quantized 3-D miniband states could be expected to slow the carrier cooling and
permit the transport and collection of hot carriers to produce a higher photopo-
tential in a photovoltaic cell or in a photoelectrochemical cell in which the 3-D
QD array is the photoelectrode (156). Also, impact ionization might be expected
to occur in the QD arrays, enhancing the photocurrent. However, hot-electron
transport/collection and impact ionization cannot occur simultaneously; they are
mutually exclusive, and only one of these processes can be present in a given
system.

Significant progress has been made in forming 3-D arrays of both colloidal (157)
and SK (94) II-VI and III-V QDs. The former have been formed via evaporation and
crystallization of colloidal QD solutions containing a uniform QD size distribution;
crystallization of QD solids from broader size distributions leads to close-packed
QD solids, but with a high degree of disorder. Concerning the latter, arrays of SK
QDs have been formed by successive epitaxial deposition of SK QD layers; after
the first layer of SK QDs is formed, successive layers tend to form with the QDs
in each layer aligned on top of each other (94, 158). Theoretical and experimental
studies of the properties of QD arrays are currently under way. Major issues are the
nature of the electronic states as a function of interdot distance, array order versus
disorder, QD orientation and shape, surface states, surface structure/passivation,
and surface chemistry. Transport properties of QD arrays are also of critical
importance and are under investigation.

Quantum Dot–Sensitized Nanocrystalline TiO2 Solar Cells This configuration
is a variation of a recent promising new type of photovoltaic cell that is based on
dye sensitization of nanocrystalline TiO2 layers (159–162). In this latter photo-
voltaic cell dye molecules are chemisorbed onto the surface of 10–30-nm TiO2
particles that have been sintered into a highly porous nanocrystalline 10–20µm
TiO2 film. Upon photoexcitation of the dye molecules, electrons are very effi-
ciently injected from the excited state of the dye into the conduction band of the
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TiO2, affecting charge separation and producing a photovoltaic effect. The cell
circuit is completed using a nonaqueous redox electrolyte that contains I−/I3

− and
a Pt counter electrode to allow reduction of the adsorbed photooxidized dye back
to its initial nonoxidized state (via I3

− produced at the Pt cathode by reduction
of I−).

For the QD-sensitized cell QDs are substituted for the dye molecules; they can
be adsorbed from a colloidal QD solution (163) or produced in situ (164–167).
Successful photovoltaic effects in such cells have been reported for several semi-
conductor QDs including InP, CdSe, CdS, and PbS (163–167). Possible advan-
tages of QDs over dye molecules are the tunability of optical properties with size
and better heterojunction formation with solid hole conductors. Also a unique
potential capability of the QD-sensitized solar cell is the production of quantum
yields greater than one by the inverse Auger effect (impact ionization) (21). Dye
molecules cannot undergo this process. Efficient inverse Auger effects in QD-
sensitized solar cells could produce much higher conversion efficiencies than are
possible with dye-sensitized solar cells

Quantum Dots Dispersed in Organic Semiconductor Polymer MatricesRe-
cently, photovoltaic effects have been reported in structures consisting of QDs
forming junctions with organic semiconductor polymers. In one configuration, a
disordered array of CdSe QDs is formed in a hole-conducting polymer—MEH-
PPV [poly(2-methoxy, 5-(2′-ethyl)-hexyloxy-p-phenylenevinylene] (168). Upon
photoexcitation of the QDs, the photogenerated holes are injected into the MEH-
PPV polymer phase and are collected via an electrical contact to the polymer
phase. The electrons remain in the CdSe QDs and are collected through diffusion
and percolation in the nanocrystalline phase to an electrical contact to the QD
network. Initial results show relatively low conversion efficiencies (168, 169), but
improvements have been reported with rod-like CdSe QD shapes (170) embedded
in poly(3-hexylthiophene) (the rod-like shape enhances electron transport through
the nanocrystalline QD phase). In another configuration (171), a polycrystalline
TiO2 layer is used as the electron-conducting phase, and MEH-PPV is used to con-
duct the holes; the electron and holes are injected into their respective transport
mediums upon photoexcitation of the QDs.

A variation of these configurations is to disperse the QDs into a blend of electron-
and hole-conducting polymers (172). This scheme is the inverse of light-emitting
diode structures based on QDs (173–177). In the photovoltaic cell, each type of
carrier-transporting polymer would have a selective electrical contact to remove the
respective charge carriers. A critical factor for success is to prevent electron-hole
recombination at the interfaces of the two polymer blends; prevention of electron-
hole recombination is also critical for the other QD configurations mentioned
above.

All of the possible QD–organic polymer photovoltaic cell configurations would
benefit greatly if the QDs could be coaxed into producing multiple electron-hole
pairs by the inverse Auger/impact ionization process (21). This is also true for
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all the QD solar cell systems described in “Quantum Dot Solar Cells.” The most
important process in all the QD solar cells for reaching very high conversion
efficiency is the multiple electron-hole pair production in the photoexcited QDs;
the various cell configurations simply represent different modes of collecting and
transporting the photogenerated carriers produced in the QDs.
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