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cell operating in 1 M KBi (fig. SSA). The cell
was stable for 10 hours, after which its perform-
ance gradually declined to ~80% of its initial
value over 24 hours. We have found that the
stability of the cell is directly related to the na-
ture of and preparative method for the transpar-
ent conductive oxide barrier layer. For example,
fluorine-doped tin oxide (FTO), when prepared
and annealed on crystalline Si at high temper-
atures (see SOM for experimental details), re-
sults in a PEC cell with stable performance over
30 hours of testing (fig. S5B), suggesting that
cells using crystalline Si with the catalysts de-
scribed here have great practical value. Similar
strategies may be applied for protection of the
3jn-a-Si cell; however, we note that they must be
compatible with the low-temperature manufac-
turing conditions of 3jn-a-Si.

The integration of earth-abundant water-
splitting catalysts with photovoltaic silicon cells
captures the functional elements of energy cap-
ture and storage by a leaf. The ability to drive
water splitting directly without the use of wires
under a simply engineered configuration opens
new avenues of exploration. For instance, the
design described here could be adapted from a
panel geometry to one based on freestanding
(nano)particles in solution. Moreover, owing
to the low solubility of O, and H, in water, the
solar-to-fuels conversion process may be driven
in the absence of a membrane. The H, produced
by photochemical water splitting may be collected
directly and used or combined with carbon di-
oxide in a synthetic liquid fuels process external
to the cell. By constructing a simple, stand-alone
device composed of silicon-based light absorb-
ers and earth-abundant catalysts, the results de-
scribed here provide a first step down a path
aligned with the low-cost systems engineering
and manufacturing (39) that is required for in-
expensive direct solar-to-fuels systems.
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Hot Carrier—Assisted Intrinsic
Photoresponse in Graphene
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We report on the intrinsic optoelectronic response of high-quality dual-gated monolayer and
bilayer graphene p-n junction devices. Local laser excitation (of wavelength 850 nanometers)

at the p-n interface leads to striking six-fold photovoltage patterns as a function of bottom- and
top-gate voltages. These patterns, together with the measured spatial and density dependence of
the photoresponse, provide strong evidence that nonlocal hot carrier transport, rather than the
photovoltaic effect, dominates the intrinsic photoresponse in graphene. This regime, which
features a long-lived and spatially distributed hot carrier population, may offer a path to hot
carrier—assisted thermoelectric technologies for efficient solar energy harvesting.

he photoresponse of semiconductors,
which determines the performance of opto-
electronic devices, is governed by energy
relaxation pathways of photoexcited electron-
hole pairs: Energy transferred to the lattice is lost
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as heat, while energy transported through charge
carriers may be used to drive an optoelectronic
circuit (/). Nanoscale systems can offer various
ways to control energy relaxation pathways, po-
tentially resulting in more efficient device op-

eration. Novel relaxation pathways that result
from electron confinement have been demon-
strated in nanocrystal quantum dots and carbon
nanotubes (2, 3). In graphene, energy relaxation
pathways are strongly altered by the vanishing
electronic density of states (4-6). After initial
relaxation of photoexcited carriers (as a result of
electron-electron scattering and optical phonon
emission), electron-lattice energy relaxation can
be quenched (4), which creates a bottleneck that
limits further energy redistribution into the lat-
tice. With electron-to-lattice energy relaxation
quenched, a novel transport regime is reached
in which thermal energy is redistributed solely
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among electronic charge carriers. The photogen-
erated carrier population remains hot while the
lattice stays cool.

In graphene, hot carriers should play a key
role in optoelectronic response (6), yet measure-
ments have not clearly determined the photo-
current generation mechanism. Numerous initial
studies suggested that photocurrent generated at
graphene-metal contacts (7—17) results from the
photovoltaic (PV) effect, in which a built-in elec-
tric field accelerates photogenerated charge car-
riers to the electronic contacts. More recent studies
have looked at monolayer-bilayer interfaces (/2)
and highly controlled chemical potential gradients
at gate voltage—controlled p-n interfaces (/3), and
their results indicate that photothermoelectric
(PTE) effects may play an important role. The
PTE effect arises from a light-induced temper-
ature difference resulting in a thermoelectric volt-
age. Although PTE physics has been invoked
to explain photocurrent measured in graphene
(12, 13), an experimental proof of its role in de-
termining the intrinsic photoresponse has been
lacking.

We report optoelectronic measurements of du-
al gate voltage—controlled graphene p-n junction
devices in the presence of local laser excitation.
Dual gate control allows us to explore the rich
structure of photoresponse as a function of car-
rier polarity, varied independently in two adjacent
regions. Our measurements indicate that hot elec-
tronic carriers dominate graphene’s intrinsic op-
toelectronic response at temperatures ranging from
room temperature down to 10 K and in the linear
optical power regime. The hot carrier regime
manifests as a strong PTE effect that results in a
striking six-fold photovoltage pattern as a func-

Fig. 1. Device geome-
try, band structure, and
optoelectronic character-
istics of the graphene
p-n junction. (A) Optical
microscope image of the
dual-gated device incor-
porating boron nitride
top-gate dielectric. The
current / is measured at
fixed bias voltage Vsp.
Dashed white lines mark
the boundaries of gra-
phene. MLG, monolayer
graphene; Vyg, top-gate
voltage. (B) Resistance (in
kilohms) versus Vgg and
Vig at Vsp = 1.4 mV and
T =175 K. Four regions
are labeled according to
carrier doping, p-type or
n-type, in the bottom- and
top-gated regions, respec-

tively. CNP, charge neutrality point. (C) Experimental schematic (top) and
schematic of monolayer graphene’s band structure in the p-n junction
(bottom), showing electron bands (blue) and hole bands (red). The dashed
line represents the electron chemical potential (or Fermi energy) E;. (D)
Spatially resolved photocurrent map at T = 40 K with laser wavelength A =

tion of gate voltages. Additionally, the spatial and
charge density dependence of the photoresponse
establishes a strong connection between thermal
energy transport and electronic charge carriers.

We studied p-n junctions in both monolayer
and bilayer graphene devices integrated with
global bottom gates and local top gates, as shown
in Fig. 1A and described in (/4). Tuning the bottom-
and top-gate voltages, Vg and Vg respectively,
allows independent control of carrier density of
electrons (n-type carriers) and holes (p-type car-
riers) in each region (/5—17). By applying volt-
ages of opposite polarity on Vg and Vg, we
formed a p-n junction at the interface of p- and
n-type regions in a single graphene sample (Fig.
1C, bottom). The gate configurations in our de-
vices are similar to those in (/5—17), with p-n junc-
tions estimated to be narrower than ~80 nm.

We first characterized our devices via elec-
tronic transport measurements of resistance R as
a function of Vpg and Vrg. Figure 1B shows R
versus Vpg and Vg for a monolayer graphene
(MLG) p-n junction. The resistance exhibited
four characteristic regions, a distinctive behavior
that reflects gate voltage—tunable charge density
and a sharp density gradient at the p-n interface
(15-17). When the charge density n, was tuned
near the neutrality point in each gated region, R
increased because of the low density of conduc-
tion carriers. When two gates were present, this
resulted in two intersecting lines of relatively
high resistance, and a maximum resistance Ry,.x
at their intersection, the global charge neutrality
point (CNP). The two lines divided the resistance
map into four regions: p-n, n-n, n-p, and p-p,
labeled according to the carrier doping induced in
the bottom-gated and dual-gated regions (regions

Cc

A
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1 and 2, respectively). As the carrier density in-
creased away from the CNP, the resistance de-
creased monotonically from Ry

Devices were placed in a low-temperature
optical cryostat that combined electronic trans-
port with mirror-controlled scanning laser exci-
tation (Fig. 1C and fig. S1). Figure 1D shows a
photocurrent image obtained by scanning a fo-
cused laser spot 1 pm in diameter (A = 850 nm)
over the device at Vsp =0 V while measuring the
current /. At the sharply defined junction, we
observed a strong photocurrent that was an order
of magnitude greater than the photocurrent at the
contacts and increased linearly with optical power.
The maximum photocurrent responsivity reached
5 mA/W at low temperatures, which is greater than
previously reported values of 1 mA /W at room
temperature (10, 13). As a function of distance,
the photocurrent exhibited a triangular shape cen-
tered at the junction and extending several micro-
meters to the contacts (solid line in Fig. 1E). A
triangular profile indicates that the charge carriers
remained hot throughout the device and con-
tributed to photocurrent (see below).

Unlike the resistance measurements, in which
we observed four gate voltage regions, optoelec-
tronic measurements with the laser fixed at the
junction exhibited a striking photovoltage pattern,
with six regions of alternating photovoltage sign
as a function of Vg and Vrg (Fig. 2). Because
the photoconductance in graphene is negligible
(9), the photovoltage established across the de-
vice can be determined from the measured /py
according to the relation Vpy = lpyR. If the pho-
tocurrent originates from the PV effect, in which
the photovoltage is proportional to the electric
field induced at the junction, then we would

D

photocurrent (nA)
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g 0 4 ! i
o | spot size
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850 nm and optical power = 50 uW (Vg =—5V, Vi =2V, Vsp = 0 V). White
lines mark location of gold contact and gate electrodes; white triangle is
measurement point for Fig. 2A. (E) Photocurrent line trace taken at dashed
line in (D). Laser position = 0 corresponds to the edge of the top-gate
electrode; the dashed line is a fit to the data (see text).
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Fig. 2. Photovoltage and thermo-
electric response of the graphene p-n
junction. (A) Photovoltage (Vpy) versus
Vg and Vi at T = 40 K, measured at
the location marked by the triangle in
Fig. 1D. Gray dashed lines are lines of
high resistance from transport charac-
teristics. The white dashed line is de-
scribed in the text. Photovoltage line
traces were taken along the vertical
(left) and diagonal (bottom) gray dashed
lines. (B) Absolute value of photovolt-
age near the CNP. (C) Resistance and
thermovoltage versus Vpg at Vsp =0V,
Vig=2.0V, and T = 40 K (optical pow-
er =1 mW, laser at triangle in Fig. 1D).
(D) Schematic of the Seebeck coeffi-
cient as a function of Fermi energy
for typical resistance characteristics of
graphene (inset).

expect only a single photovoltage sign change and
a monotonic dependence on increasing charge
density. However, Vpy as a function of Vpg and
Vg (Fig. 2A) exhibited multiple sign changes (6).
Moreover, the photovoltage line traces extracted
along the high-resistance ridges (gray lines), along
which charge density increases away from the
CNP, exhibited strong nonmonotonic gate volt-
age dependence (Fig. 2A, left and bottom).

The shape of the photovoltage node lines
(i.e., lines at Vpy = 0) indicates that whereas R
decreased monotonically away from R, at the
CNP, the photovoltage showed nonmonotonic
dependence on gate voltages. In the PV effect,
changing the direction of the electric field as the
relative carrier densities are changed in regions
1 and 2 would change the sign of the photovolt-
age across a single nodal line. This line, along
which the carrier density in the two regions is
equal (white dashed line in Fig. 2A), divides
the p-p and n-n regions (6). Figure 2B shows
the photovoltage nodes determined by plotting
the absolute value of photovoltage |Vpy| versus
VB and Vrg. We observed three photovoltage
nodes that deviated substantially from lines of
high resistance. Near the CNP, where R decreased
monotonically away from R, the photovolt-
age displayed a vertically oriented Z-shaped nod-
al line and two points toward which the three
nodal lines converged (arrows in Fig. 2B).

Such nonmonotonic behavior of transport
properties is reminiscent of the sign change and
nonmonotonic charge density dependence of
thermoelectric voltage in graphene (/8-27). Ther-
moelectric transport measurements on the same
sample showed that the thermovoltage V' mea-
sured as a function of Vg exhibited features
similar to the photovoltage nodes along the high-
resistance ridges. By laser-heating the gold con-
tact far from the graphene-metal junction (triangle
in Fig. 1D),we introduced a fixed uncalibrated
temperature gradient across the device and mea-
sured the resulting thermovoltage (fig. S2). Figure
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Fig. 3. Fourier analysis of the photovoltage
response. (A) Fourier transform |F{Vp} of
photovoltage versus Vg and Vg from Fig.
2A. Ng and Ny label two components of the
Fourier transform masked to extract the
bottom- and top-gated photovoltage compo-
nents. Upper inset: Photovoltage map from
Fig. 2A. Lower inset: Sum of the individual
Fourier components of the photovoltage. (B)
Bottom- and top-gated photovoltage com-
ponents Vpy[N;] and Vpy[Ng] as a function
of Vg and Vi calculated by inverse Fourier
transforming along the masked directions
N; and N;. Lower panel: Photovoltage line
traces from Vpy[Ngl and VpyIN;l. The Vgg
axis has been shifted by the CNP voltage for

Resistance (k)

Vpu[Ngl. (C) Ratio of the photovoltage Vp,[Ng] to the thermovoltage V;, and resistance as a function of Vgg

measured along the white dashed line in Fig. 2A.

2C shows Vrand R as a function of Vg. Where-
as R decreased monotonically away from the
CNP, V7 exhibited a nonmonotonic gate voltage
dependence with peaks that corresponded close-
ly to the gate voltages at which the three nodal
lines of the photovoltage converged near the
CNP (arrows in Fig. 2B).

We attribute the intricate photovoltage pat-
tern in graphene to the PTE effect. After optical
excitation, electron-hole pairs decay rapidly (~10
to 150 fs) into a thermal distribution of elec-
tronic carriers (22, 23) with a local effective temp-
erature Ty that remains out of equilibrium with
the lattice. The difference in temperature with its
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Fig. 4. Photoresponse in the bilay-
er graphene p-n-p photodetector.
(A) Optical microscope image of the
BLG device. The current / is mea-
sured at fixed bias voltage Vsp. White
dashed line marks the boundary of
BLG. (B) Photocurrent map at T =
40 K, A = 850 nm, and optical pow-
er=200 HW (VBG =15 V, VTG =10 V,
Vsp = 0 V). White lines indicate
location of gold contact electrodes.
(C) Photovoltage at the n-p junction
[diamond in (B)] versus Vg and
V16 at T = 40 K. Gray dashed lines
are lines of high resistance taken
from transport characteristics. White
dashed line is as in Fig. 2A.

surroundings results in a thermal current that is
accompanied by a charge current, the magnitude
and sign of which is sensitive to carrier type and
density (i.e., a p-type sample exhibits charge cur-
rent with an opposite sign to that of an n-type
sample). In unbiased homogeneous graphene, an
isotropic thermal current flowing away from the
excitation spot is not accompanied by a similar
isotropic charge current.

However, in a p-n junction this symmetry is
broken, and photoexcitation can result in non-
zero net PTE current. The sign and magnitude of
PTE voltage resulting from this current depends
on the Seebeck coefficient (/2, 24) in each re-
gion and can be written as

Vere = (S2 — S1)AT (1)
where S is thermoelectric power (Seebeck co-
efficient) in the bottom- and dual-gated regions,
and AT taken at the junction is proportional to
the electron temperature difference between the
area of optical excitation and its surroundings (6).
From the Mott formula (24), we can write S as

kT 1 dR dVg
- 3¢ RdVg dE |g_ [,

(2)

where 7 is the sample temperature, kg is the
Boltzmann constant, and Ef is the Fermi ener-
gy (12, 18-21). Whereas R decreased mono-
tonically with Vg away from the CNP, S changed
nonmonotonically (Fig. 2D). The nonmonotonic
dependence of S} and S, resulted in multiple sign
reversals for the quantity (S; — S,), which oc-
curred along three nodal lines and gave rise to the
six-fold pattern (Fig. 2A) (6), characteristic of a
PTE effect in graphene.

25
Vige (V)

50

We obtained more direct insight into the or-
igin of the six-fold photovoltage patterns by ex-
tracting the two components of the PTE voltage
individually. A Fourier analysis technique (/4)
can extract S; and S, because they depend on
different combinations of Vgg and Vyg. The
Fourier transform of the data (Fig. 3A), exhibited
a pair of streaks. The orientations of these streaks,
horizontal (Ng) and diagonal (Nt), are described
by the capacitance matrix of regions 1 and 2 [see
(25)]. The relations between these streaks and the
individual properties of the two regions are clar-
ified by masking one of the streaks and per-
forming an inverse Fourier transform of the other
streak. This procedure revealed two contribu-
tions, each behaving as a function of density in
the corresponding regions, Vpy[Ng] and Vpy[Nt]
(Fig. 3B, top). Furthermore, the nonmonotonic
density dependence of each contribution was
similar to the behavior of the Seebeck coefficient
given by the Mott formula (Fig. 3B, bottom). The
sum Vpy[Ng] + Vpu[Nr] reproduces the photo-
voltage pattern (Fig. 3A, lower inset). The non-
monotonic behavior of each term produced polarity
reversal on three nodal lines and gave rise to a
six-fold pattern.

Six-fold patterns were also observed in the
bilayer graphene (BLG) photoresponse. Com-
posed of two Bernal-stacked sheets of monolayer
graphene, BLG has hyperbolic bands that touch
at zero energy, resulting in the absence of a band
gap (26-28). Figure 4 shows the photoresponse
of a BLG p-n junction photodetector. Using a
top-gated configuration, two back-to-back junctions
could be tuned by gate voltages. The resistance
behaves similarly to the MLG junction, showing
four gate voltage regions separated by lines of
high resistance (gray dashed lines in Fig. 4C)

REPORTS I

(fig. S3). A strong photoresponse was observed
in the p-n-p configuration, with photocurrent
that peaked at the p-n junctions formed near the
top-gate edge (Fig. 4B). The six-fold pattern in
photovoltage versus Vg and Vrg indicates the
presence of a strong PTE effect (Fig. 4C).

The hot carrier—assisted photoresponse in
graphene is characterized by a long-lived and
spatially distributed hot electronic population
resulting from local excitation. The PTE photo-
response (Eq. 1) depends directly on the elec-
tronic temperature, which can be strongly enhanced
by long cooling times 1. Because the cooling
length & oc % (24), long cooling times manifest
as long cooling lengths. Using solutions to the
heat equation (/4), we fitted the photocurrent
profile (dashed line in Fig. 1E) and obtained ex-
cellent fits for & > 2 um (fig. S4). From the cool-
ing length & > 2 um, we estimated a lower bound
of the hot carrier cooling time © = Cy - &k =
100 ps, where C is the electronic heat capacity
and « is the thermal conductivity of graphene
(14). This cooling time is consistent with very
slow cooling dynamics recently observed in
graphene (23). The dimensions of the device
allow us to establish only a lower bound for the
cooling length. In contrast, other scattering mech-
anisms, such as optical phonon scattering, occur
on far shorter time scales of ~1 ps (22, 23) and are
ineffective at cooling low-energy carriers.

Graphene’s intrinsic photoresponse also ex-
hibits charge density dependence that confirms
hot carrier—assisted transport of thermal energy.
For excitation fixed at the p-n interface, the steady
state value of AT (/4) at the laser spot is de-
termined (in the limit of long cooling length) by

_dQ/dt

AT =
Ky + K,

(3)

where dQ/dt is the rate of heat entering the sys-
tem, and K and K, are respectively the electronic
contributions to the thermal conductance of re-
gions 1 and 2. Because hot carriers proliferate
throughout the system, the Wiedemann-Franz re-
lation, K = n?k37/3¢* x (1/R), holds. As a con-
sequence, AT o 1/K o< R (24). To isolate the
density dependence of AT, we take the ratio of
the photovoltage Vpy to the thermovoltage V't
obtained from a fixed temperature difference (/4).
This ratio, Vpy[Ngl/V1 o AT, is shown in Fig.
3C and clearly exhibits a density dependence that
mimics the device resistance. The strong density
dependence peaking at the CNP clearly demon-
strates the electronic origin of AT.

Transport of hot electronic carriers results
in a novel nonlocal transport regime that may
enable increased power conversion efficiency
in energy-harvesting devices. At present, graphene
is considered to be an excellent candidate for
energy-harvesting optoelectronics, in part be-
cause of the presence of high-responsivity photo-
detection with high internal quantum efficiency
(6, 9). Here, we have shown that hot carriers
dominate the intrinsic photoresponse and have
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demonstrated devices with Seebeck coefficients
as high as 12 pV/K (at 7= 40 K) and high elec-
tronic temperature A7 ~ 4.5 K (/4). Hot carrier—
assisted photoresponse is predicted to improve the
power conversion efficiency of energy-harvesting
devices beyond standard limits (29). Our find-
ings, together with new design principles for
next-generation solar thermoelectric devices (30),
make graphene-based systems viable for energy-
harvesting applications.
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The Pace of Shifting Climate in Marine
and Terrestrial Ecosystems

Michael T. Burrows,™ David S. Schoeman,?? Lauren B. Buckley,* Pippa Moore,>®
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Climate change challenges organisms to adapt or move to track changes in environments in
space and time. We used two measures of thermal shifts from analyses of global temperatures
over the past 50 years to describe the pace of climate change that species should track: the velocity
of climate change (geographic shifts of isotherms over time) and the shift in seasonal timing

of temperatures. Both measures are higher in the ocean than on land at some latitudes,

despite slower ocean warming. These indices give a complex mosaic of predicted range shifts
and phenology changes that deviate from simple poleward migration and earlier springs or

later falls. They also emphasize potential conservation concerns, because areas of high marine
biodiversity often have greater velocities of climate change and seasonal shifts.

limate warming is a global threat to bio-

diversity (/). Key mechanisms allowing

species to cope with warming include
shifting biogeographic ranges and altering phenol-
ogy (the synchronous timing of ecological events)
(2, 3) to accommodate spatial and seasonal changes
in ambient temperature. Considerable variation
in species responses exists: Average range shifts
have been reported as 6.1 km/decade for terrestrial
communities (2), from 1.4 to 28 km/decade for
marine communities (4), and 16.1 km/decade for
a combination of both (5), whereas spring phe-
nology has been reported as advancing on av-
erage by 2.3 to 2.8 days/decade on land (2, 6)
and by 4.3 days/decade at sea (3, 7). One reason
for variability in estimates of responses could
be that patterns of climate change are dynamic
and highly heterogeneous across Earth. Different

4 NOVEMBER 2011

regions are warming or even cooling at different
rates, and air temperatures are rising faster than
those of upper ocean waters (8), so uniform re-
sponses across the globe to climate change should
not be anticipated. Instead, organism responses
are expected to track the rate of isotherm migra-
tion over space and seasons to maintain their
thermal niches (9, 10).

Although organisms may respond to aspects
of climate change other than temperature, our
aim was to generate predictions for shifts in dis-
tribution and phenology from physical descrip-
tions of the global thermal environment, and to
compare predictions among regions across the
land and ocean. We used global surface temper-
atures (11, 12) over 50 years (1960-2009) to cal-
culate the distribution of the velocity and seasonal
shifts of isotherm migration over land and ocean

on a 1°-by-1° grid (7). The velocity of climate
change (/0) (in km/year) was calculated as the ra-
tio of the long-term temperature trend (in °C/year)
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