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ABSTRACT: The structural and electronic properties of MoS2/
MoSe2 bilayers are calculated using first-principles methods. It is
found that the interlayer van der Waals interaction is not strong
enough to form a lattice-matched coherent heterostructure.
Instead, a nanometer-scale Moire ́ pattern structure will be formed.
By analyzing the electronic structures of different stacking
configurations, we predict that the valence-band maximum
(VBM) state will come from the Γ point due to interlayer
electronic coupling. This is confirmed by a direct calculation of a
Moire ́ pattern supercell containing 6630 atoms using the linear scaling three-dimensional fragment method. The VBM state is
found to be strongly localized, while the conduction band minimum (CBM) state is only weakly localized, and it comes from the
MoS2 layer at the K point. We predict such wave function localization can be a general feature for many two-dimensional (2D)
van der Waals heterostructures and can have major impacts on the carrier mobility and other electronic and optical properties.
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Two-dimensional (2D) semiconducting transition-metal
dichalcogenides (sTMDs), such as MoS2 and MoSe2,

have received considerable attention owing to their extra-
ordinary fundamental physical properties and application
potentials in electronic devices.1−6 In conventional semi-
conductors, it is well-established that heterostructures can be
used to engineer their electronic properties. The successful
isolation of various 2D materials in recent years7,8 has raised the
possibility of designing van der Waals 2D heterostructures with
enormous variability in terms of material choice and layer
thickness. For example, graphene/BN heterostructures are
already experimentally achievable via either transfer pro-
cesses9,10 or epitaxial growth.11 WSe2 layers have also been
grown sandwiching rocksalt structure PbSe layers, forming
different types of multiple-layer 2D heterostructures.12 In a
recent review by Geim and Grigorieva,13 such van der Waals
2D heterostructures are predicted to be the next wave of
research beyond the current single graphene sheet. Meanwhile,
interesting physics has been theoretically predicted in many 2D
heterostructures, such as localization of Dirac electrons in
rotated graphene bilayers,14 metallic electronic properties in
graphene/MoS2 superlattices,

15 and electron−hole pair separa-
tion16 and high photovoltaic performance17 in MoS2/WS2
heterojunctions. Compared to conventional semiconductor
heterostructures, van der Waals 2D heterostructures are
relatively easy to make (e.g., using Scotch tape technology18)
and have atomically sharp interfaces. One reason for this fact is
the lack of requirement for lattice matching between different
2D layers due to the weak van der Waals interaction and the

lack of coherent covalent bonds between the 2D layers. This,
however, also raises an issue: how such lattice incommensur-
ateness between different 2D layers will affect their electronic
structures and optical properties. As a matter of fact, the 2D
layers can also be rotated by almost any arbitrary angle with
respect to each other.13 This increases the variability of such 2D
heterostructure design but also creates intriguing questions for
their electronic and transport properties: in terms of wave
function localization, carrier mobility, electron−phonon cou-
pling, and so forth. In general, lattice mismatched or rotated 2D
heterostructures will show a Moire ́ pattern viewing from the
top. It is thus the purpose of the current work to show the
effects of such Moire ́ pattern on the electronic structures of a
2D heterostructure by using the MoS2/MoSe2 double-layer as
an example.
Recently, several theoretical studies on the electronic

structure of MoS2/MoSe2 heterostructures have been re-
ported.19,20 In these works the lattice mismatch between
MoS2 and MoSe2 was ignored, and the monolayers were
artificially compressed or stretched to form a common lateral
lattice. However, as we will show later in this paper, the van der
Waals binding energy between the MoS2 and MoSe2 layers is
not strong enough to force a coherence lattice between these
two layers, and hence a nanometer-scale Moire ́ pattern will
form. In a Moire ́ pattern, the stacking configurations in
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different regions are different, which results in spatially varying
interlayer coupling strength and electrostatic potential. One
intrinsic question that will be addressed in the current study is
whether or not such spatial variation can cause wave function
localization. If so, what is the cause of such localization: is it due
to coupling variation or electrostatic potential variation? We
will use first-principles calculations to study these problems. In
particular, we will first analyze the effects of stacking differences
by calculating different stacking patterns, then calculate a whole
6630 atom Moire ́ pattern system with a linear scaling density
functional theory (DFT) method. We find that the Moire ́
pattern effect is strong enough to localize the hole wave
function due to wave function coupling variation, while the
electron wave function is weakly localized due to electrostatic
potential variation. The band structure also changes from a
direct band gap system in monolayer MoS2 or MoSe2, to an
indirect band gap system much like in a multiple MoS2 or a
multiple MoSe2 layer system. The effects of Moire ́ patterns
suggest potential new ways to engineer the electronic structures
of such systems for possible future applications.
In the current study, we will mainly focus on systems without

arbitrary in-plane angular rotations. As a result, there are only
two possible Moire ́ patterns A and B, as shown in Figure 1,
with their in-plane hexagonal edges aligned in the same
orientation and with a 4.4% lattice mismatch. As a matter of
fact, one pattern can also be considered as a result of the other
by a rotation of 60° of the top MoSe2 layer. In each Moire ́
pattern, the local stacking geometry can be classified into six
different types as IA to VIA or IB to VIB respectively, as shown in
Figure 1. To study the effect of each stacking pattern, we have
constructed small periodic systems using the average lattice
constant 3.25 Å of MoS2 and MoSe2 to make them lattice
matched. The calculations for these small systems (right panel
of Figure 1) are performed using the Vienna ab initio
simulation package (VASP).21,22 The generalized gradient

approximation of Perdew−Burke−Ernzerhof (GGA-PBE)23 is
adopted for the exchange-correlation functional. The energy
cutoff for plane-wave expansion is set to 400 eV. Brillouin zone
sampling is performed with 12 × 12 × 1 Monkhorst−Pack
(MP) special k-point meshes24 including the Γ-point. A vacuum
layer larger than 10 Å is added to avoid interaction between
adjacent images. All atoms are allowed to be relaxed in the
perpendicular z-direction until the atomic Hellmann−Feynman
forces are smaller than 0.01 eV/Å. Spin−orbital coupling
(SOC) is taken into account, and the effect of van der Waals
interaction is included by using the empirical correction scheme
of Grimme.25 According to a recent study,26 the interlayer
structural and energetic properties of transition metal
dichalcogenides such as MoS2 can be represented accurately
by the Grimme method.
In the IA configuration, the Mo and Se atoms in the MoSe2

layer are on top of the Mo and S atoms in the MoS2 layer,
respectively, while in the IB configuration, the Mo and Se atoms
in the MoSe2 layer are on top of the S and Mo atoms in the
MoS2 layer, respectively. Starting from the IA (IB) configuration,
the other configurations (before relaxation) IIA−VIA (IIB−VIB)
can be obtained by translating the top MoSe2 layer along the
(n,n) (hexagonal primary cell direction index) direction
(downward direction in Figure 1) in a step of 3(a/6)1/2 for
each translation (where a is the lateral lattice constant). The
adsorption energies per formula unit (each MoSe2/MoS2) and
interlayer Se and S atom vertical height differences (after
atomic relaxation) for different stacking configurations are
listed in Table 1. The most stable configuration is IIIA, with an
adsorption energy of 195 meV, followed by IB (194 meV) and
VA (191 meV). In these configurations, the Se atoms are on top
of the hollow sites of the MoS2 layer. Configurations with Se
atoms on top of the S atoms, namely, IA and IIIB, have the
lowest adsorption energies. The Se and S atom interlayer
vertical height difference in different configurations varies from

Figure 1. (Left) Moire ́ patterns A and B with 4.4% lattice mismatch corresponding to 24 × 24 MoS2 and 23 × 23 MoSe2 supercells along the
primary cell lattice vectors. We have taken a rectangular supercell (which contains two 24 × 24/23 × 23 supercells) for linear scaling DFT
calculation. Only half (in (n,0) direction) of the rectangular periodic supercell is shown above to denote different stacking regions. (Right) The 12
different stacking configurations considered (with MoSe2 on top of MoS2). Between consecutive configurations within IA−VIA or IB−VIB, the MoSe2
layer is translated along the (n,n) direction in steps of 3(a/6)1/2, where a is the lattice constant, which is fixed at the average of the values for the
MoS2 and MoSe2 monolayers. The arrows indicate the same atom in the MoSe2 layer in IA−VIA or IB−VIB. Configurations IA−VIA cover the A
pattern, and configurations IB−VIB cover the B pattern.

Table 1. Layer Distance d and Adsorption Energy Ead per Formula Unit (Each MoSe2/MoS2) for Different Configurations

IA IIA IIIA IVA VA VIA IB IIB IIIB IVB VB VIB

d (Å) 3.72 3.48 3.08 3.22 3.12 3.45 3.12 3.43 3.77 3.48 3.16 3.25
Ead (meV) 118 141 195 174 191 141 194 143 120 140 177 170
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3.08 to 3.77 Å and has a reverse linear relationship with respect
to the adsorption energy.
Although in many cases Moire ́ patterns can be formed based

on synthesis kinetics (e.g., the mechanical exfoliation method),
it might still be interesting to discuss its formation based on
total energy consideration, as done in ref 27, especially for
synthesis methods based more on thermodynamics.11,12 In the
MoS2/MoSe2 bilayer, if a lattice-matched structure is formed,
the system can have the maximum adsorption energy using
stacking pattern IIIA; on the other hand, it will cost elastic
energy due to lattice deformation. For a Moire ́ pattern
heterostructure, the adsorption energy will be the average of
the different stacking patterns (from IA to VIA or from IB to
VIB), which turns out to be 160 meV per formula unit for
Moire ́ pattern A and 157 meV for Moire ́ pattern B. These are
35 and 37 meV less than the adsorption energy of configuration
IIIA and IB respectively. On the other hand, the strain energy to
stretch MoS2 to the average lattice constant (from 3.18 to 3.25
Å) is 37 meV per formula unit according to DFT calculations,
and to compress MoSe2 (from 3.32 to 3.25 Å) is 42 meV per
formula unit. Hence, the total strain energy (79 meV per
formula unit) is much larger than the gain in the adsorption
energy. As a result, a lattice-mismatched Moire-́pattern
structure will be formed.
The formation of Moire ́ patterns can lead to interesting

electronic structures in MoS2/MoSe2 bilayer. To gain a better
understanding, we first look at the electronic structures of the
different stacking patterns listed in Figure 1. In the following,
we will focus on Moire ́ pattern A, expecting similar qualitative
results for Moire ́ pattern B. The overall band structures of all
the stacking configurations are similar, and those of IA and IIIA

are illustrated in Figure 2. Due to the absence of inversion
symmetry, the band structure shows significant spin−orbit
splitting that does not appear in pure MoS2 or MoSe2
bilayers.16,28 The current results have a direct band gap at the
K point, much like in the single-layer structure. To show the
interlayer electron coupling, the projected weights of the MoS2
and MoSe2 layers to the electron wave function at a given k-
point and band state are denoted by colors in Figure 2a. It can
be seen that the interlayer coupling is negligible to the band
edge states around the K point. This happens because, in
monolayer MoS2 and MoSe2, the band edge states at the K
points are mainly localized at the central Mo layer. The highest
valence band state at the K point (V1) is contributed only by
the MoSe2 layer, while the lowest conduction band state (C1)
is contributed only by the MoS2 layer. This observation is

consistent with a type II band alignment between MoS2 and
MoSe2 as shown schematically in Figure 2b, obtained by
aligning the band energies of the single layer MoS2 and MoSe2
with respect to the vacuum level.29 The charge density plot of
the V1 and C1 states are shown in Figure 2a. It is also notable
that the highest valence band at the Γ point (V2) has significant
contributions from both the MoS2 and MoSe2 layers (green
color), which is consistent with its charge density plot in Figure
2a. This indicates that there is a strong interlayer electron-
coupling effect for the V2 state. As we can see from Figure 2a,
at different stacking (e.g., IA and IIIA), such a coupling effect
can be rather different, and the coupling strength is largest
when the interlayer Se and S vertical height distance is the
smallest (stacking IIIA). The coupling tends to push the V2
energy up as schematically shown in Figure 2b. For example, in
a single-layer MoSe2 at the average lattice constant (3.25 Å) the
energy difference between V1 and V2 is 0.58 eV, while in the
heterostructure in IIIA the energy difference is only 0.03 eV.
One must be cautious because the V1 and V2 levels in IIIA are
very close, and thus their order could potentially be changed by
higher-level computational methods (e.g., GW). Nevertheless,
it was found under DFT calculation4 that, if in the bilayers
consisted with the same materials (e.g., two MoS2 layers, or two
MoSe2 layers), then V2 is above V1 in agreement with
experiments, which provides a test for the reliability of the
theoretical calculation. In our case, one can further estimate the
effect when the MoSe2 and MoS2 layers relax to their natural
lattice constants in a Moire ́ pattern. This can be done by
calculating the absolute lateral lattice deformation potentials
EDP = dE(ε)/dε, where ε = (a − a0)/a0 (a0 is the equilibrium
lattice constant) and E(ε) is the energy of the band edge state
relative to the vacuum level at a certain ε. According to our
calculation, the EDP of V1 and V2 states in MoSe2 are −5.0 and
3.3 eV, respectively. Therefore, when relaxed from the average
lattice constant in stacking IIIA, the V1 state energy will shift
downward by 0.11 eV, while the V2 will shift upward by 0.07
eV or slightly smaller value due to its MoS2 component. Thus,
according to this analysis, the V2 state in the IIIA region will
become the top of valence band of the whole system.
To verify the above prediction from the analysis of the

stacking patterns, we have calculated a whole Moire ́ pattern
system using the linear scaling three-dimensional fragment
(LS3DF) method.30 The LS3DF method divides the system
into fragments and then calculates each fragment and patches
them into the original system with novel boundary cancellation
techniques. The Coulomb potential, based on the global charge

Figure 2. (a) Band structures of the IA and IIIA bilayers. Blue and red denote the contributions from MoS2 and MoSe2 layers, respectively. The partial
charge densities of C1, V1, and V2 states of IIIA are also shown. (b) Schematic of the band alignment between MoS2 and MoSe2 and the coupling
effect for the V2 state in IIIA. The arrows denote the eigenenergy shift of V1 and V2 states when MoS2 and MoSe2 layers relax to their natural lattice
constants from the average lattice constant.
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density, is solved on the whole system, and it thus includes all
the self-consistent effects. It yields almost the same results as do
direct DFT calculations. The comparison of the band structures
of small systems in Figure 1, calculated by VASP and the PEtot
package31 upon which the LS3DF method is based, is included
in the Supporting Information, from which we can see that
VASP and PEtot (hence LS3DF) give almost the same band
structures for the small systems. We have taken a rectangular
supercell of Moire ́ pattern A (which contains two 24 × 24
MoS2 and 23 × 23 MoSe2 supercells with 6630 atoms in total)
for LS3DF calculations. The interlayer distances in different
regions of the structure are determined by an interpolation
scheme from the values of the IA−VIA stacking patterns
calculated above. A test shows that the eigenenergy error due to
the interpolation scheme for the atomic displacement is less
than 15 meV (see the Supporting Information). The LS3DF
method yields the total charge density and total potential. The
folded spectrum method (FSM)32 is used to calculate the VBM
and CBM states of the whole system based on LS3DF-obtained
total potential (hence the single particle Hamiltonian). Norm-
conserving pseudopotentials and plane wave basis sets are used
in both the LS3DF and FSM calculations with a 60 Ryd plane
wave energy cutoff, and spin−orbit coupling is included in the
FSM calculation. The calculated VBM and VBM-1 (degen-
erated) states are shown in Figure 3. It can be seen that the
VBM is indeed strongly localized in the IIIA region as predicted
from the stacking pattern analysis. In addition, the VBM states
distribute in both MoS2 and MoSe2 layers, much like the V2
state shown in Figure 2. This confirms that the VBM state of
the whole system is V2 from the IIIA region, as predicted above.
To further illustrate this point, we plot the distribution of the
energy of the V2 state in Figure 4a, based on the calculations of
IA−VIA. We align the energies of the V2 states (Figure 2a) in
IA−VIA of Figure 1b by taking the average of the vacuum levels
at the two sides of the bilayer and using that as a common
energy reference. Then we do an interpolation to obtain the
landscape of the energy of the V2 state in the Moire ́ pattern, as
shown in Figure 4a. Indeed, the energy of V2 is highest in IIIA,
where the VBM of the whole system localizes. It is also
interesting to note that localization of Dirac electrons is
observed in rotated bilayer graphene with small twist angles
(∼3°).14,33,34 Rotation in bilayer graphene also forms Moire ́
patterns, and small twist angles can lead to large pattern
domains, much like the Moire ́ pattern caused by small lattice
mismatches. But the origin of the wave function localization for
graphene bilayer and the MoS2/MoSe2 bilayer here differs. In
graphene, the localization is related to the overlap of the
displaced Dirac cones which results in van Hove singularities.34

In contrast, the localization in the MoS2/MoSe2 bilayer is

caused by different coupling strengths at different regions of the
pattern, and there is no Dirac cone in the electronic structure.
The situation of the CBM state is quite different, and its

charge density is shown in Figure 3. It is distributed in the
MoS2 layer only, and it agrees with the C1 state at the K point
as shown in Figure 2. The CBM wave function is only weakly
localized. As there is no interlayer coupling (the wave function
is localized within one layer), the weak localization must be
caused by electrostatic potential variations. Plotting the
electrostatic potentials separately for the two layers would be
a direct way to understand the results. However, due to the
vertical atomic displacement at difference places (warping), the
finite real space numerical grid used, and the extremely large
atomic potentials (which overwhelm the small electrostatic
variation), it turns out to be numerically difficult to do a proper
averaging and to plot the potentials in the two layers separately.
Therefore we have adopted an alternative approach to analyze
the potential. We first calculate the charge difference Δρ(x, y,
z) between the Moire ́ structure and isolated MoS2 and MoSe2
layers, with their atomic positions taken from the bilayer
positions. Then the x−y planar-averaged electron charge
difference Δρave(z) within each unit cell of the MoS2 layer is

Figure 3. Top view and side view of the spatial distribution of the VBM, VBM-1 (left), and CBM (right) states for the Moire ́ structure A shown in
Figure 1.

Figure 4. Distribution of the energy of the V2 state based on the
calculations of IA−VIA (a), the planar-averaged dipole moment D (b),
and z-integrated local potential Vxy (c) in Moire ́ pattern A.
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calculated. The vertical-direction dipole moment due to the
charge transfer is then calculated as D = −∫Δρave(z)z dz, with
the zero of z defined at the center of the bilayer. This stacking-
dependent dipole moment is shown in Figure 4b. A positive
dipole moment will mean an electron charge flow from the
MoSe2 layer to the MoS2 layer, hence a higher MoS2 CBM
position. As a result, the CBM will be localized at the smallest
D regions in the Moire ́ pattern, which agrees with the CBM
localization shown in Figure 3. Another possible charge transfer
is in the lateral direction. However, due to the highly atomic
oscillation behavior, the possible lateral charge transfer in Δρ(x,
y, z) is hard to identify. Instead, we have calculated the lateral
potential averaged in the z direction: Vxy = ∫ [V(x, y, z)/Lz] dz,
with V being the local potential of the system, and Lz the length
of the periodic box in the z direction. This Vxy potential is then
smoothed by a Gaussian convolution in the x,y direcitons to
remove the atomic oscillations. The resulting potential is shown
in Figure 4c. Note that any z-direction dipole moment effect
will be canceled out during the z-direction average. Thus, Vxy
should be caused by the lateral charge transfer. According to
this, the CBM should be localized in the negative Vxy region,
that is, at IA. This is just the opposite of the z direction dipole
moment effect. Judging from Figure 3b, at the end, it is the z
direction dipole moment which determines the CBM local-
ization.
Moreover, due to a type-II band alignment as shown in

Figure 2b, the overall band gap of the bilayer system has been
reduced from the monolayer band gap. In the Moire ́ pattern
system, the first few VB state eigen energies are: 2.765, 2.765,
2.748, 2.747, and 2.712 eV, and the first few CB state eigen
energies are: 3.960, 3.960, 3.976, 3.978, and 3.980 eV. Thus the
overall band gap is 1.20 eV. In comparison, using the same
parameters as in the LS3DF calculation, the PEtot-calculated
single layer MoS2 band gap is 1.65 eV, and single-layer MoSe2
band gap is 1.36 eV.
Finally, we would like to discuss the cases where the angle θ

between the crystallographic axes of the two atomic layers is
not 0° or 60°. As we mentioned before, using mechanical
exfoliation, systems with an arbitrary θ can be constructed. In
the Supporting Information we show Moire ́ patterns with
different θ. For small θ, a similar Moire ́ pattern exists, while the
size of the pattern decreases with increasing θ value. We also
show that similar VBM localization exists for other small θ
Moire ́ patterns. We note that a more complicated incoherent
pattern might be formed if the 2D crystal structures of the two
constituent layers are different. For example, in ref 12,
hexagonal WSe2 layers can be grown on top of thin cubic
PbSe layers. The patterning of such structures can be dense, in
a way more like the large-θ-angle pattern shown in the
Supporting Information. It will be interesting to study the
electronic-structure consequences of such complex patterning
in the future.
In summary, we have studied the adhesion and electronic

properties of the MoS2/MoSe2 bilayer. The adsorption energies
for different stacking configurations were calculated, and it was
demonstrated that the van der Waals interaction between these
two layers was not strong enough to make a lattice-coherent
heterostructure; instead a Moire ́ pattern would be formed. By
analyzing the electronic structures of different stacking
configurations within the Moire ́ pattern, we predict that the
VBM state of the whole Moire ́ pattern system will come from
the Γ point V2 state in region IIIA due to interlayer coupling.
This is later confirmed by direct LS3DF calculation of the

Moire ́ structure. The direct LS3DF calculation also shows that
the CBM state is weakly localized. Through the electrostatic
potential analysis, we found that the CBM localization was
caused by a competition between the vertical charge-transfer-
caused dipole moment and a lateral charge-transfer-caused z-
averaged potential difference at different regions. In the end, it
is the vertical charge-transfer dipole moment which causes the
weak CBM localization. Although it is not possible to define an
exact k-point due to the loss of periodicity in the length scale of
one unit cell, one can still use the k-points of the original unit
cell (Figure 2) to characterize the wave function phase
information over several unit cells (e.g., within the localization
size region). In that sense, the VBM is in the Γ point, and CBM
is in the K point. Thus, the MoS2/MoSe2 bilayer will have an
indirect band gap. This is similar to the MoS2 or MoSe2 double-
layer cases. Finally, we believe Moire ́ pattern-induced wave
function localization will be a general feature for many future
van der Waals 2D heterostructures. Since the energy separation
of the VBM and CBM to the next VB and CB states are in the
same order as the room temperature kBT, we expect the
localization effect will have significant impact on the system’s
carrier mobility and other electronic properties even at room
temperature (especially when the carrier concentration is
small). On the other hand, such patterned electron wave
function localization also provides opportunities for the designs
of future novel applications. Such features and the large number
of possible Moire ́ patterns can only exist in 2D systems and
thus provide opportunities for future research. At this point, it
is extremely interesting to confirm the existence of the localized
state experimentally, for example, with scanning electron
tunneling microscopy, or with an optical Raman spectrum
(since the hole localizes at a specific stacking location which
might have its phonon signature).
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