
Similar Raman spectra to Fig. 5 indicating a
graphitic tribological layer were found at dif-
ferent locations of the first retrieval and from four
other retrievals [both wrought and cast alloys
(21)], as well as in pin-on-ball tests. Spatially
resolved Raman imaging (fig. S6) indicated a
definitive correlation between where the gra-
phitic Raman signal came from and where the
tribological layer was present. It should be noted
that there is extensive literature evidence for a
comparable tribological layer in many other re-
trievals and in simulator tests.

All of the data indicate that the tribological
material has a graphitic content similar to par-
tially graphitic carbon. Although we cannot rule
out a small impurity of protein in the tribological
layer, the fact that there is minimal nitrogen, that
a high sp2 fraction precludes a high hydrogen
content, plus the correlation of the Raman and
HREM data as to the structure allow us to infer
that the fraction of protein is less than 5%, and
any protein present should be considered as
partially degraded rather than denatured protein.

There are three immediate consequences of
this result—the first two are important for ortho-
pedic applications, whereas the other is an issue
for concern. The first is that graphite is a standard
solid lubricant that is known to perform well in
the presence of water (31, 32) and should operate
similarly in vivo. In the tribological region, it will
serve this purpose, reducing friction as well as
corrosion and wear, similar to solid lubricants in
an engine. More than just flash-heating or fric-
tional shear of proteins is leading to this layer;
instead major chemical changes are taking place
that have been hinted at in the degradation product
analyses mentioned earlier. Although we do not
know the precise mechanismwhereby the graphitic
material is formed, it is known that many transition
metals (here, probably cobalt) will act as catalysts to
eliminate water or ammonia from organic ma-
terials (33, 34), similar to the well-known coking
of heterogeneous catalysts; fresh metal surfaces
exposed by wear should be good catalysts. As a
crude estimate, the composition of albumin is
C3076H4833N821O919S42, and eliminating water,
ammonia (and hydrogen sulfide) would give a
nominal composition of C3076H448, which is com-
parable to typical hydrogenated carbon films
used to reduce friction. There is extensive evi-
dence for the formation of graphitic material from
other carbon allotropes during sliding, so a con-
version from more disordered or amorphous car-
bon to a graphitic material is expected.

The second consequence is that there is now
a design target for improving implants. For instance,
one could design to improve adhesion of the gra-
phitic layer to the metal or to promote its formation
by changing the alloy composition and thus reduc-
ing wear, friction, and corrosion. Biocompatibility
of any additives will be an issue, so the problem
is not as simple as designing a better alloy.

Lastly, as a caution, wear of this graphitic
material is going to lead to the formation of gra-
phitic fragments in the pseudosynovial fluids,

and these can be transported to cells in the nearby
regions. The recent finding (4) of a lack of cor-
relation between tissue damage and volumetric
wear rate suggests that factors other than cobalt-
alloy wear debris may be contributing to adverse
tissue reactions. Graphitic carbon may be one
such factor; further research is needed.

In summary, we have presented clear evi-
dence that the tribological layer in MoM hip
replacements is primarily graphitic carbon. This
material forms a layer that reduces friction as
well as wear and corrosion and suggests a route
for the design of improved implants, although
there might be physiological implications asso-
ciated with graphitic wear debris in patients.
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Evidence from Numerical Experiments
for a Feedback Dynamo Generating
Mercury’s Magnetic Field
Daniel Heyner,1* Johannes Wicht,2† Natalia Gómez-Pérez,3† Dieter Schmitt,2

Hans-Ulrich Auster,1 Karl-Heinz Glassmeier1,2

The observed weakness of Mercury’s magnetic field poses a long-standing puzzle to dynamo theory.
Using numerical dynamo simulations, we show that it could be explained by a negative feedback
between the magnetospheric and the internal magnetic fields. Without feedback, a small internal
field was amplified by the dynamo process up to Earth-like values. With feedback, the field strength
saturated at a much lower level, compatible with the observations at Mercury. The classical saturation
mechanism via the Lorentz force was replaced by the external field impact. The resulting surface
field was dominated by uneven harmonic components. This will allow the feedback model to be
distinguished from other models once a more accurate field model is constructed from MErcury
Surface, Space ENvironment, GEochemistry, and Ranging (MESSENGER) and BepiColombo data.

In March 2011, the MErcury Surface, Space
ENvironment, GEochemistry, and Ranging
(MESSENGER) mission (1) entered orbit

around Mercury. One of its objectives is to ex-
plore the planet’s magnetic field, which is pre-
sumed to be generated by a dynamo operating
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in the liquid iron core. However, the magnetic
field created by a classical convectively driven
dynamo—like the one operating inside Earth—
would be one to two orders of magnitude stron-
ger (2, 3) than actually inferred from spacecraft
flybys so far (4). To explain this discrepancy,
several dynamo models have been suggested,
which rely on a particular interior structure or
invoke a completely different mechanism [for
overviews, see (3, 5)].

All of these models neglect the magneto-
spheric field, whichmay reach sizable values even
at the planet’s core-mantle boundary because the
magnetopause lies very close to Mercury’s sur-
face. It has been suggested that the negative
feedback between the magnetospheric and inter-
nal magnetic fields may actually be the reason
for the low field amplitude (6–10). Because Mer-
cury’s dynamo region is not directly accessible,
numerical simulations provide the only way to
test the feasibility of this idea. Here, we present
fully self-consistent, three-dimensional (3D) mag-
netohydrodynamic dynamo models that invoke a
dynamical coupling between the internal dynamo
process and the magnetospheric field.

Mercury, the innermost planet in the solar sys-
tem, is subject to an intense solar-wind flux. The
interaction of the impinging solar wind with the
planetary dipole field creates a magnetopause cur-
rent layer separating the magnetosphere from
interplanetary space. Its distance from the planet
is mainly determined by the equilibrium between
the solar-wind momentum flux outside and the
magnetic pressure of the compressed dipole field
inside the magnetopause. Mercury’s weak dipole
field can barely push the magnetopause beyond
the planetary surface. Therefore, the external field
contributes substantially to the overall field within
the magnetosphere (6, 11, 12) and the planet’s
interior. At the core-mantle boundary, external
and internal dipole fields are inherently antipar-
allel (Fig. 1). The external field diffuses into the
conducting core with a penetration depth that de-
pends on its time scale. A constant and uniform
field would have completely penetrated a stag-
nant core after about one magnetic diffusion time
of ~35,000 years forMercury (13). Fast solar- and
orbit-induced variations are therefore negligible,
and the magnetospheric field can be approximated
by an axial, uniform field (6).

The first feedback models employed simple
kinematic, 1D mean-field dynamos and simple
parameterized magnetopause fields (6, 9, 10).
In a second step, full numerical dynamo simula-
tions were subjected to a constant imposed ex-
ternal field (8). In a third step, the external field
was set to switch polarity, so that it always op-

posed the internal dipole direction, but its ampli-
tude was kept constant (7). These approaches
demonstrated that the external field can indeed
have an important effect on the internal mech-
anism and may lower the overall field strength.
However, these inherent simplifications substan-
tially limited the predictive power for Mercury.

Our approach included a dynamical coupling
between the full 3D internal dynamo model
MagIC (14, 15) with an external magnetospheric
field model. The functional dependence of the
external field on the internal field was based on
magnetospheric field modeling (9, 16), which sug-
gests that the external field remains constant when
the magnetospheric stand-off distance is large
enough.However, themodel external field strength
decreases once the magnetopause comes close
enough to the surface that the planet physically
limits its extent. We chose the functional form

g01,ext ¼ a ⋅ sgnðg01,intÞ
jg01,intj5

b5 þ jg01,intj5
where g01,ext

and g01,int are the external and total internal axial
dipole Gauss coefficients (17), respectively, and
a and b are parameters, with the unit Tesla, that
both define the shape of the response function.

The internal dynamo model is characterized
by the five dimensionless control parameters
Ra = 7.5 × 106, E = 10−4, Pm = 2/3, Pr = 1 and
c = 0.35 (14, 15). The Rayleigh number Ra is
a measure for the convective driving of the
system. The Ekman number (E ) represents for
the relative importance of viscous to Coriolis
forces. We chose a moderately small value of
E to damp the small-scale convection that we
could not afford to resolve numerically for the
large number of simulations we performed. The
large E value forced us to also use a large mag-
netic Prandtl number (Pm), the ratio of viscous to
magnetic diffusivity, to guarantee dynamo ac-
tion (18) at the Rayleigh number we chose. The

Rayleigh number was adjusted so that our ref-
erence case without feedback yielded a dipole-
dominated internal field that grew slowly from
a small seed field (i.e., the reference dynamo was
supercritical with respect to the onset of dynamo
action). This is typically the case when an in-
termediate Rayleigh number is chosen. Dynamos
at small Rayleigh numbers may be subcriti-
cal; that is, they do not amplify a weak field.
When Ra is too large, dynamos tend to produce
nondipolar fields (19), and the convection is too
vigorous for the feedback to play any role (9).
Our Prandtl number (Pr), the ratio of viscous to
thermal diffusivity, is appropriate for thermal
core convection. Because the ratio of the inner-
to outer-core radius c is yet unconstrained for
Mercury (20), we adopted c = 0.35 to facilitate
a comparison with Earth-like simulations. Al-
though some of these parameters do not reflect
the real situation, their respective dynamomodels
nevertheless yield realistic planetary-field behav-
ior (21).

Without a magnetic field, the forces on con-
vective flows in fast rotating systems (these with
a small Ekman number) obey the geostrophic
force balancewhere only Coriolis, pressure grad-
ient, and buoyancy forces contribute in leading
order. A key property of geostrophic flows is the
minimized variation in the z direction, the direc-
tion along the rotation axis, formulated by the
Proudman-Taylor theorem. We measured the
degree of geostrophy in the system by determin-
ing the kinetic energyG carried by the z-averaged
flow relative to the total kinetic energy. In the
purely convectivemodel without amagnetic field,
we found G ≈ 0.47. In planetary dynamos (that
is, those with a magnetic field), the Lorentz force
also enters the leading-order force balance,
which is then called magnetostrophic. The strong
Lorentz force may then release the Proudman-

1Institut für Geophysik und extraterrestrische Physik, Technische
Universität, Braunschweig, Germany. 2Max-Planck-Institut für
Sonnensystemforschung, Katlenburg-Lindau,Germany. 3Departa-
mento de Físcia, Universidad de los Andes, Bogota, Colombia.

*To whom correspondence should be addressed. E-mail:
d.heyner@tu-braunschweig.de
†These authors contributed equally to this work.

Fig. 1. The feedback dynamo mechanism.
Mercury is in the center, and the solar
wind enters from the lower-left corner.
The magnetopause is created as a result
of the interaction with the planetary di-
pole field Bint. The external field Bext due to
the magnetopause current reaches through
the planetary mantle and enters the fluid
outer core. There, the dynamo dipole field
and the external field are antiparallel. The
anticyclones (brown column) in the core
convert the poloidal field into an azimuthal
one, stretch it at the same time due to a
secondary poleward flow away from the
equator, and thereby enhance the field
amplitude. At this point, internal and ex-
ternal fields become mixed and weaken
each other.
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Taylor constraint and allow for more z depen-
dence. The Elsasser number L is a diagnostic
parameter for the ratio of Lorentz to Coriolis
forces, and a value of ~1 is seen as indicative of
the magnetostrophic regime [see, for example,
(18) for a discussion]. In this regime, the Lorentz
force is strong enough to sufficiently change
the convective flow and establish saturation by
limiting the otherwise quasi-exponential magnetic-
field growth. A L close to 1 has been found to
hold for Earth, Jupiter, Saturn (22), and typical
convective dynamo simulations like our refer-
ence model. In our no-feedback reference case,
L grew from a weak seed field Linit ≈ 10−4 and
saturated at about the magnetostrophic balance
with L ≈ 1 (Fig. 2, case a). The lower respective
geostrophy measure of G ≈ 0.36 demonstrates
that the constraint imposed by the Proudman-
Taylor theorem is indeed released.

When the external field was present, the evo-
lution of the dynamo was substantially altered.
The relative response function g01,ext=g

0
1,int is the

determining factor (10), and the parameter a sets
the maximum amplitude of this ratio. For suf-
ficiently large values of a, the dynamo saturates
early at a weak magnetic energy level, with a
characteristic g01,ext=g

0
1,int ratio of 0.1 . For a1 =

70 nT and b = 96 nT, the relative response
function resembled qualitatively that derived
from simple scaling of the terrestrial magneto-
sphere to Hermean conditions (9), and it en-
sures a smooth transition at the origin (Fig. 2,
right). Eventually, for this feedback-stabilized
dynamo, the Elsasser number remained below
10−5 (Fig. 2, case b). The Lorentz force was
then too weak to substantially modify the con-
vective flow, which therefore remained in the
geostrophic regime. The stabilization worked
successfully for different strengths of the ex-
ternal field, a, but failed when we decreased it
to a2 = 19 nT; then the solution evolved again
into the magnetostrophic state (Fig. 2, case c).
Our experiments also showed that stronger dy-
namo action required a higher value of a to still
quench the dynamo growth. We validated the
saturation mechanism through the negative feed-
back by removing the imposed field from the al-
readyweak case (Fig. 2, case d). Again, this dynamo
evolved toward the magnetostrophic balance,
demonstrating the restraining influence of the
feedback on the dynamo.

The Lorentz force in strong-field dynamos
leads to large convective flow structures (Fig. 3)
with vorticity columns that radially stretch further
out into the shell (23, 24). Because of the small
Lorentz force, the flow in the feedback dynamo
exhibited smaller scales and resembled the
structures of the nonmagnetic case. Consequent-
ly, the Lorentz force was also too weak to es-
tablish magnetic field saturation and the role was
taken over by the negative external feedback,
which directly limited the efficiency of magnetic
induction. The magnetic field strength was now
determined by the balance between Ohmic
dissipation and the less effective magnetic field

production. Scaled to Mercury values, the total
internal dipole strength amounted to ~60 nTwith
10% magnetospheric contribution. This inter-

nal dipole strength was substantially lower than
those in previous simplified feedback dynamo
attempts (7).
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Fig. 2. (Left) Volume-averaged Elsasser number (Lvol) versus time. Time is in units of a magnetic
diffusion time. Blue and green lines mark the Elsasser number for the cases with and without feedback,
respectively. Letters: a, reference case without external field; b, feedback-stabilized dynamo; c, same
dynamo as b but with a lower amplitude of the external field; d, control case (restart of b with external
field turned off, saturating at L ≈ 1). (Right) Ratio of external to internal dipole fields versus the
internal dipole field at the planetary surface for the two cases shown on the left with external field.

Fig. 3. (A to D) z vorticity in simulations with (left) and without (right) feedback. Red and blue color
corresponds to positive and negative vorticity, respectively. Isosurfaces of z vorticity at the core-mantle
boundary (top) and in an equatorial cut (bottom).
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The geostrophy of the flow has consequences
for the magnetic field topology at the core-mantle
boundary (Fig. 4, A and B). The feedback-
induced weak-field solution exhibits intense mag-
netic field spots near the rotation poles. In the
magnetostrophic case, the convective features
radially extend outward in a more undisturbed
manner; thus, stronger magnetic field patches can
also be found at lower latitudes. The magnetic
energy spectra at the planetary surface both show
a clear dominance of the dipole component (Fig.
4C). Theweak-field solution hasmore pronounced
uneven components in the spectrum than the ref-
erence strong-field solution, which corresponds
to field concentrations at higher latitudes. The
ratio between the dipole and quadrupole is main-
ly controlled by the underlying dynamo model.
Beyond a certain Rayleigh number, the dipole
loses its dominance and becomes comparable to
the quadrupole contribution, or higher spherical
harmonics. The alternativemodels generally show
different spectra. If the dynamo is buried beneath
a nonconvecting layer (25), the quadrupole com-
ponent is predicted to be as strong as the dipole
component. Models relying on a large solid inner
core (26, 27) or a double-snow state (28) also
exhibit pronounced uneven harmonics, but they
show distinct magnetic flux concentrations at
lower latitudes that are not present in our model
with an Earth- like inner-core size. This results in
different dipole-to-quadrupole ratios among the
models. The lack of strong flux patches at lower
latitudes may offer another distinguishing feature
of our model.

The feedback mechanism can only succeed
in establishing a weak-field state when the in-
ternal field is very weak to start with, most likely

in the start-up phase of supercritical dynamo ac-
tion. Planets have probably started their evolution
rather hot with vigorous core convection driving
a strong-field dynamo. The giant impact respon-
sible for the Caloris basin on Mercury, however,
may have caused a temporary dynamo shutdown
(29). The planet’s thermal history offers another
scenario. Today’s heat flux through Mercury’s
core-mantle boundary is possibly subadiabatic,
whichmeans that the only way to drive a dynamo
is via the latent heat and the release of light ele-
ments from the surface of a growing inner core
(3). However, simulations of the planet’s ther-
mal history suggest that the heat flux may have
become subadiabatic even before the inner core
started to form (30). Thus, the start of inner-core
crystallization may have revitalized Mercury’s
already dead dynamo.

The MESSENGER mission will return more
magnetic field data from which higher internal
harmonic field coefficients can be inferred (31).
The dual-spacecraft BepiColombo mission (32)
to be launched in 2014 will provide further in-
formation on the internal magnetic field, as it
allows a detailed separation of the internal field
from the magnetospheric contributions (17, 33).
These improved magnetic field measurements
will facilitate a more detailed comparison to the
predictions of dynamo models derived from nu-
merical experiments aimed to explain the enig-
matic weakness of the magnetic field ofMercury.
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Fig. 4. (A and B) Hammer projections of the radial magnetic field component at the core-mantle
boundary. Red color illustrates an outward-directed field; blue denotes an inward-directed field. White
lines mark the intersection of the tangent cylinder with the core-mantle boundary. (A) Simulation
without feedback; (B) with feedback (C) Mauersberger-Lowes spectrum (17) at the planetary surface
normalized to the dipolar (l = 1) mode. The blue and green lines mark the case with and without
feedback, respectively. The shaded area illustrates the logarithmic standard deviation from the mean;
the spectra have been averaged over time for t ≥ 10 magnetic diffusion times.
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