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Abstract: We study the almost sure convergence of sums of negatively dependent random variables, in particular, the classical 

strong law of large numbers for independent and identically distributed random variables is generalized to the case of pairwise 
negative quadrant dependent random variables. We also extend the three series theorem to the case of negatively associated 

random variables. 
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1. Introduction 

Let us consider a sequence (X,), t N of random variables defined on some probability space (0, 9, P). 

We start with definitions. 
A finite family {Xi,. . . , X,} is said to be associated if Cov(f(X,, . . . , X,), g(X,, . . .,X,)) 2 0, for any 

real coordinatewise nondecreasing functions f and g on R”, such that this covariance exists. It is said to 

be negatively associated if for any disjoint subsets A,B C 11,. . . , n) and any real coordinatewise nonde- 

creasing functions f on RA, g on lRB, Cov<f(X,, k EA), g(X,, k EB)) G 0. Infinite family of random 
variables is associated (negatively associated) if every finite subfamily is associated (negatively associated). 
Two random variables X and Y are negative quadrant dependent (NQD) if P[ X > x, Y > y] < P[ X > 
x]P[Y > y], for all x,y E R, and positive quadrant dependent (PQD) if P[ X > x, Y > y] > P[X > xlP[Y > 
y] for all x,y E R. These concepts of dependence were introduced by Lehmann (1966), Essary, Proschan 
and Walkup (1967), and Joag-Dev and Proshan (1983). 

Let us set S, = Ct= ,X,. The problem of almost sure convergence of (S, - ES,)/n for stationary 
sequences of associated and negatively associated random variables was studied by Newman (1984). 
There are some results on the SLLN for nonstationary sequences of associated and pairwise PQD 
random variables (see Birkel, 1989, and references therein). For negatively correlated random variables 
Etemadi (1983) obtained SLLN, but our results cannot be deduced from his. 
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2. SLLN for pairwise NQD random variables 

Theorem 1. Let (X,), t rm be a sequence of pairwise NQD random variables, with the same distribution 
function F(x). S,/n --f a almost surely, for some constant a E R, if and only if E I X, I < 03. Zf E I X, I < 00, 
then a = EX,. 

In order to prove this theorem we shall state some lemmas. Let us recall the following version of the 
Borel-Cantelli lemma (cf. Petrov, 1987). 

Lemma 1. Let (0, 9, P) be a probability space and (A,), t N a sequence of events. Zf ICz=, P( A,,) < m, 
then P(lim sup A,) = 0, if Ct=,P(A,) = m and P(A, CIA,) < P(A,)P(A,) for k f m, then 
P(lim sup A,) = 1. 0 

Lemma 2. If CXJ, EN is a sequence of pair-wise NQD random variables, (f,),,, a sequence of 
nondecreasing functions f,, : [w - R, then (f,,<X,,)), E N are also pair-wise NQD. 

Proof. It suffices to observe that [ f,(X,J > xl = [X,, > infl t : f,(t) > x11. 0 

The following lemma generalizes Lemma 10 of Petrov (1987, p. 222). 

Lemma 3. Let (Xn)nEM be a sequence of pairwise NQD random variables and (a,), E N a sequence of 
positive real numbers. If SJa,, -+ 0 a.s. and supnCNan_t /a,<M<mforsomeMER, then Cz=,P[IX, I 
a a,] < cc). 

Proof. If SJa,, + 0 a.s., then X,,/a,, + 0 a.s., as n + ~0. Thus putting X,’ = max(0, X,,>, Xi = 
max(0, -X,), we see that X:/a,, -+ 0 a.s. and Xi/a,, + 0 a.s. It is easy to verify that (-X,1,, EN is a 
sequence of pairwise NQD random variables, thus taking into account Lemma 2 we see that <X,‘), EN 

and (X;),,, are NQD. Thus defining the following events, 

A,=[Xz>ia,], B,=[X;>$a,], n EN, 

we get 

P(A,nA,) <P(A,)P(A,) for k#m and P(B,nB,) <P(B,)P(B,) for k#m. 

By Lemma 1, if Cy= ,P[Xz 2 fa,] diverges then P[lim sup A,] = 1 contrary to the almost sure 
convergence of XT/a,, to zero. The same argument for X; yields Cz=, P[ Xi > ia,1 < 03. Thus 

~P[lX,l>a,]= gP[X,i+X;>a,,J 
n=l n=l n=l 

and the proof is complete. q 

Proof of Theorem 1. Setting a, = n in Lemma 3, and taking into account that X,,‘s are equidistributed we 

get Cz= rP[ I X, I > n] < w, thus E 1 X, I < CQ, so necessity is proved. 
Now, assume E 1 Xi I< 03, then (X,‘),, E N and (X;), E rm are sequences of NQD random variables with 

the same distribution and finite absolute moments. Since X,, = X,’ -Xi, it suffices to prove the theorem 

for (Xz)nEN and (X;)ntN, thus we may and do assume that X, 2 0, n E N. Let F(x) denotes common 
distribution of X,,‘s. Let us put Y, =X,, A n for n E N, S,* = C;= lYk, and remark that Yn’s are pairwise 
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NQD and thus negatively correlated. For arbitrary cy > 1 set k, = [anI ([.I stands for integer part of a 
number). Then, for any e > 0, we get 

GK~~-~EX~Z[X~<~]+K~P[X,,>~] 
n=l n=l 

<KEX, tK c nP2~~~/xx+‘x2 dF(x) 
n=l 

<KEX, + K 5 j’+lx dF(x) 
n=o n 

<KEx, <m, 

where K is a positive constant, which may be different in the consecutive inequalities. From the above 

inequalities and the Borel-Cantelli lemma we see that k;‘(S,*, - ESc#) + 0 almost surely as n goes to 

infinity. 
The existence of absolute moment of X, yields k,P[X, > k,l + 0, as n + co, thus we get k;‘ESt” = 

E(X, A k,) j EX,, as n + ~0. 
From the definition of Yn’s we have 

CP[X,,+YR]= $JP[X,ln]= eP[X’>n]<m. 
n=l n=l n=l 

Thus P[X,, # Y, i.o.] = 0, so we conclude that k; ‘S, + EX,, a.s. as n + w. 
Let us observe that for any n E F&J there exists k(nj E FV such that [&(“-‘I < n < [c.uk’“‘]. Thus, taking 

into account monotonicity of S, with respect to n, we get 

a-‘ki(!z-lSkk (n)-1 G n- ‘S, G ki&- lSkkcnj G ~ki$k,,,,. 

From these inequalities follows that 

a-‘EX, < lim inf n_lS,, < lim sup n-IS, <aEX, a.s. 
n+m n-m 

Since (Y may be arbitrarily close to 1, we conclude that n -IS,, + EX,, almost surely as n + m. 0 

Now, let us consider random variables with multidimentional indices. Let tVd, where d > 2 is an 
integer, denote the positive integer d-dimentional lattice points. The notation m G n, where m = 

Cm 1,. . . , m,) and n = (n,, . . . , n,) are elements of Nd, means that mi <n;, i = 1,. . . , d. 1 n 1 is used for 
nyC=,ni and 1 = (l,..., 1). In what follows In, x = max(1, In x). 

Theorem 2. Let (X n ) n t Nd be a sequence of pairwise NQD random variables with the same distribution. Zf 
EIX, Jlnd,-‘IX, )<m, then 

lim InI-’ cXk=EX, a.s. 
InI+m k<n 

Proof. Without loss of generality we may assume Xk z= 0, setting Yk =X,Z[X, < I k II + I k I Z[X, > I k II, 
we see that Yk’s are also pairwise NQD. Thus following the lines of the proof of Theorem 1 and proof of 
Theorem 2 of Etemadi (1981) we get the desired conclusion. 0 
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3. Convergence of series of negatively associated random variables 

Theorem 3. Let (X,), t N be a sequence of negatively associated random variables with finite second 
moments. If Zz= ,Var(X,) < ~0, then Cz= ,<X,, - EX,) converges a.s. 

The above theorem and the Kronecker lemma imply the following corollary. 

Corollary. Let (X,1, t N be a sequence of negatively associated random variables with finite second 
moments and Zz=,Var(X,,)/n2 < m, then (S, - ES,)/n + 0 as. as n + m. 0 

We need the following Kolmogorov-type inequality. 

Lemma 4. Let (X,1,=, be a sequence of negatively associated random variables with finite second moments 
and zero mean. Then, for every F > 0, 

P[max(lS, I,..., Is,l)h] 48~-2ki+&JhJ. 

Proof. We have 

max(I S, I ,..., I S, I) G max(O,S ,,..., S,) + max(0, -S, ,..., -S,), 

thus 

P[max(lS,I,...,IS,I)>~] 

GP[max(O, S ,,..., S,) > $1 +P[max(O, -Sr,..., -S,) > $51 

<4C2E(max(0, S,,...,S,))2+4cLE(max(0, -S1,..., -S,))2 

< 4EP2E(max( S,, . . . , S,))’ + 4C2E(max( -S,, . . . , -S,))2. (*) 

We see that M,, := max(S,, . . . , S,) =X, + max(0, X2, X2 +X3,. . . , X2 + . . . +X,), and Xl and 
max(0, X2, X,+X, ,..., X2+ .. . +x,) are negatively associated as nondecreasing functions of disjoint 

subsets of X;s, so negatively correlated. Thus we get 

EM~=EX~+2EX,max(O, X2, X,+X,,...,X,+ ... +X,) 

+E(max(O, X2, X2+X3 ,..., X2+ ... +Xn))’ 

<EX:+E(max(X,, X,+X,,...,X,+ ... +Xn))2. 

Now, by induction we have 

EM: ( 2 Var( X,). 
k=l 

Replacing X,,‘s by -Xn’s we get similar inequality for E(max( -S,, . . . , -S,)j2, thus taking into account 
inequality (*) we get the required conjecture. 0 

Proof of Theorem 3. Without loss of generality we assume EX, = 0, k E N. Let E be a positive number, 
then 

P sup IS, - s, I >& 
k,m>n 1 [ <P supIS,-S,I>;E 

k>n 1 I +P sup&-S,I>& m>n 1 
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Now using Lemma 4 we get 

< 2 lim P max IS, - S, I > +E . 
N-tm n<k<N 1 

P I sup <IS,-S,,I>s I ~64~ eVar(Xi) -0, as n +oo, 
k,m>n i=n 

thus we may conclude that the sequence (SnjntN is a.s. Cauchy and therefore a.s. convergent. 0 

Let us put 

if IXlic, 

if X< -c, and for some c > 0. 
k-l 

if X>c, 

Theorem 4. Let ( X,ln t N be a sequence of negatively associated random variables. If for some c > 0 series 
Cz=,EX,‘, C~=,Var(X~X C~=,P[l X, I, 1 > c are convergent, then Et=, X,, is convergent a.~. 

Proof. The proof is standard, so we omit details. 0 

Remark. Since from the convergence of Cz= r X, follows X,, + 0 almost surely, thus X,: + 0, X,; - 0 
almost surely, so taking into account Lemma 1 we see, that condition Cz=, P[I X,l 1 a c] < 00, for some 
c > 0, is necessary for the convergence of EE= ,X,,. 

Acknowledgement 

The author would like to thank the referee for careful reading of the manuscript and several useful 
suggestions. 

References 

Birkel, T. (19X9), A note on the strong law of large numbers 

for positively dependent random variables, Sfatist. f’robab. 

Lett. 7, 17-20. 

Esary, J., F. Proschan and D. Walkup (1967), Association of 

random variables with applications, Ann. Math. Statist. 38, 

1466-1474. 

Etemadi, N. (1981), An elementary proof of the strong law of 

large numbers, Z. Wuhrsch. VOW. Gebiete 55, 119-122. 

Etemadi, N. flY83), On the strong law of large numbers for 

nonnegative random variables, J. Mulfiruriute An&. 13, 

187-193. 

Joag-Dev, K. and F. Proschan (19831, Negative association of 

random variables with applications, Ann. Stafisf. 11, 286- 

295. 

Lehmann, E.L. (1966), Some concepts of dependence, Arm. 

Math. Statist. 31, 1137-1153. 

Newman, C.M. (1984), Asymptotic independence and limit 

theorems for positively and negatively dependent random 

variables, in: Y.L. Tong, ed., Inequalities in Statistics and 

Probability (Institute of Mathematical Statistics, Hayward, 

CA) pp. 127-140. 

Petrov, W.W. (1987), Limit Theorems for Sums of Independent 

Random Variables (Nauka, Moscow). [In Russian.] 

213 


