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摘要 r 603516

基于时间序列分析的电容型电流互感器
在线监测数据处理

摘要

随着电力系统电压等级的提高、设备容量的增大，对系统安全性、
稳定性的要求也越来越高。研究电力设备在线监测技术是及早发现绝
缘缺陷、确定设备绝缘状态、提高系统运行可靠性的重要技术手段。
要实现设备的在线监测除了要完善监测系统外，还需对在线监测数据
进行综合处理，以提高诊断的可靠性。特别是电容型设备tall6在线监
测数据受各种因素的影响，处理较为复杂。为了能够得到各种因素与
tazl6的影响关系，从测得的数据中更好地获得设备的绝缘状态，论文采
用时间序列分析对电容型电流互感器的在线监测数据进行处理，其主
要内容如下：

针对在线数据采集和传输过程中易受干扰的问题，论文分别对数
据在时域和频域的预处理方法进行分析，并对防脉冲干扰预处理法进
行了改进。结果表明，该算法能够有效地改善信号的平滑度，有很好
的有效性。

为了及时、准确地发现设备潜伏性故障或绝缘缺陷，必须对在线
监测数据进行预测。论文采用时间序列分析对在线数据分别建立～维、
多维和简化的多维模型，并对各种模型的预测效果进行了比较。结果
表明，三种方法都能达到很好的预测效果，多维和简化的多维模型预
测效果基本一致，精度比一维预测有一定提高；一维模型建模方法简
单，预测效果较好，适用于工程预测。

在线监测数据处理为动态的数据处理，由于受各种因素的影响，
情况较为复杂。论文引入多维时间序列的分析方法对在线监测数据进
行多维AR建模，并分析了相关物理量与tall6的影响关系。分析表明，
频率对tan 6的影响较小；温度对tan 6影响较大；电压、泄漏电流监
测值由于蕴涵了其他影响因素与tan 6监测值之间也存在一定的影响
关系；对tan 6影响的其他因素由于监测量的限制未能深入分析。

关键词：在线监测数据处理时间序列分析多维分析自回归模型
论文类型：应用研究



英文摘要

On-line Monitoring Data Processing of Capacitive-Type
Current Transformer Based on Time Series Analysis

Abstract

with the increase of rated voltage and capacity of power equipment，
higher reliability of power system is expected．The on—line insulation

monitoting is of great importance for the fault detection of the equipments
and the reliability of power system．In order to realize the 0n-line

monitoring，it is necessary to improve the monitoring system and analyze
the detected data synthetically．Because of the influence of some factors，
也e on．1ine monitoring data processing of taIl6 is very complex．To get the

relations of these factors to tan5 and fmd the iasulation condition of

eQuipmertt from the data,a method based orl time series analysis is

dex,eloped for analyzing and processing on—line nionitoring data of

capacitive—type current transformer(Cn．The main content of this paper is
aS following．

0n。line monitoring data is easily to be interfered in the coBrse of

collection and transmission．In order to solve this problem．data filter

analyzing and processing methods in time and frequency domain are
introduced．and the sliding average method for preventing the interference
of impulse is improved．The results show that t11e algorithm can effectively
improve the smoothness of signal and it has better effectiveness．
In order to find potential fault or insulation defect of equipment timely

and accurately,on—line monitoring data should be forecasted．The method
of time series analysis is adopted in the Paper,one．dimensional．
multi．dimensional and simplified multi．．dimension models are used to

forecast on—line monitoting data tendency,and the prediction results of
di虢rent types of series arc compared．The results show that all three
methods are available to pre．measurement，and multi—dimensional model

and simplified multi．dimension model have hi吐er precision than
one．dimensional model．0ne．dimensional modeI iS simple．which is fit to

engineering forecast． 、

Bccansc of the influence of some factors，the on—line monitoring data

processing，a method of dynamic data processing，is very complex．The
multi．dimensional time series analysis is used to construct autoregressive
(AR)models of on—line monitoring data，and relations of other factors to
tan5 arc analyzed．The results show that frequency has little influence on
tan5．while temperature has much influence．Becanse of some factors
contained，the data of voltage and leakage current have influence on tan5

too．In addition，there are other factors affected to tan5，which don’t analyze
deeply because ofdata limitations．
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绪论

1绪论

本章叙述了变电设备绝缘在线监测技术及其数据处理的发展历
程、基本概念以及目前存在的一些问题，最后介绍了本文的主要研究
工作。

1．1引言
我国开展电力设备绝缘在线监测工作已有近二十年，此项工作对
提高电力设备的运行维护水平，及时发现事故隐患，减少停电事故的
发生起到了积极作用“。。
我国从50年代开始，一直根据电力设备预防性试验规程对电力设
备进行定期的停电试验、检修和维护。这些试验是过去长期的运行经
验和试验研究的积累，对发现设备缺陷、减少事故的发生发挥了很重
要的作用，但随着系统电压等级的提高、设备容量的增大也暴露出一
些问题：

’

1)预防性试验周期规定过死，有时不能及时发现设备绝缘的劣
化。

2)高压电力设备的试验电压低，难以真实反映运行电压下的设备
绝缘状况。
3)“到期必修”没有充分考虑到设备的实际状态，超量维修不少，
以致出现不必要的停电维修，造成大量人力、物力的浪费，甚至造成
好的设备因过量维修而性能下降或损坏。
4)随着经济的发展，停电检修的代价越来越大，将严重影响经济

效益。

5)难以适应无人值班变电站自动化的要求。
随着经济的发展，电力系统对供电的可靠性和经济性提出了愈来

愈高的要求，高压输变电设备的安全运行已成为影响电力系统安全、稳
定、经济运行的重要因素。由于高压电力设备的绝缘系统在运行过
程中长期处于电、热、机械、环境等应力作用下，不可避免地将逐

渐劣化，在系统的薄弱环节会导致绝缘缺陷的出现，如未能及时发
现并采取适当的修复措施，缺陷将不断发展，有可能引发设备绝缘
击穿事故，造成多方面的损失。自六十年代以来，国内的某些大型电
力网络出现了一些大的停电事故，给国民经济造成了巨大的损失”1。“八
五”期间，我国主要电网中由于设备故障而直接引发的电网事故约占
事故总量的26．3％。3，可见提高设备的运行可靠性是保证电力系统安全
运行的关键之一。因此，及时了解电力设备的工作情况，对电力系统
的故障做出及时判断是十分重要的，尤其是在电力设备的运行过程中

通过必要的检测和试验等手段有效地判断其状态，将对减少事故发生、
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提高设备运行可靠性起到重要作用。
进入80年代以来，电力设备在线检测技术发展很快，有些变电站
已经开始有了在线绝缘检测装置。随着电子技术的进步和传感器技术、
光纤技术、计算机技术、信息处理技术等的发展以及其向各领域的渗
透，使电力设备的在线检测成为了可能，且与传统的预防性试验相比
在线检测具有很大优势：
1)在线检测是设备在运行电压下进行的，能更真实地反映设备的

绝缘状态。
2)在线检测并不需要停电，有助于提高供电的可靠性。
3)以设备的状态为依据，决定是否采用相应的维修策略，在很大

程度上减少了维修费用，提高了经济效益。
4)对变电设备进行在线检测，有助于加强对设备的管理和自动化

监控。
但目前的在线检测系统也还存在一些问题和不足之处：
1)在线数据在采集和传输过程中易受周围环境的干扰，可能导致

数据的波动和数据失真。
2)在线检测通常以设备一个或几个特征参数为目标，构成一个诊

断系统，因此很难对设备状态做出完整的评估。
3)目前在线数据的诊断还没有一个完整的标准。

1．2变电设备在线检测技术的发展概况
我国对在线检测的重要性认识比较早，60年代时就提出过不少带
电试验的方法，但行之有效的不多。近年来，国内外对变电设备绝缘
状况的在线检测进行了大量的研究，取得了很大进展，也有不少形成
了产品和系统。其发展大体经历了以下三个阶段”1：
1)带电测试阶段。这一阶段起始于70年代左右。当时仅仅是为
了不停电而对电气设备的某些绝缘参数(如泄漏电流等)进行直接测
量。其结构简单，测试项目极少，而且要求被试设备对地绝缘，测试
的灵敏度较差，所以应用范围较小，当时还未能得到普及应用。
2)从80年代以来，出现了各种专用带电测量仪器，使在线检测

从传统的模拟测量转变到数字测量，摆脱了将测试仪器直接接入测试
回路中的传统测量模式，而代之以利用传感器将被测量转换成数字仪

器可直接测量的电气信号。同时还出现了一些其它通过非电量来反映
绝缘状态的测试仪器，如红外检测装置、超声检测装置等。
3)从90年代开始，出现以数字信号采集和微处理技术为核心的

微机多功能绝缘在线监测系统。3。利用先进的传感器技术、计算机技术
和数字波形采集与处理等新技术，实现更多的绝缘参数(如试品介质
损耗角正切、电容、泄漏电流、局部放电、油中溶解气体色谱等)在

2
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线监测。这种监测系统可以实时连续地监测各种特征参数，监测内容
丰富，信息量大，处理速度快，实现了绝缘监测的自动化。

1．3绝缘监测数据的处理
在线监测是以变电设备为监测对象，采用更高灵敏度的传感器以

采集运行中设备绝缘状态的信息，然后对所采集的数据进行加工处理，
从而获取其中蕴涵的信息，对设备的状态进行预测和识别，并可对设
备状态的变化机理进行分析。由此可见，数据处理是在线监测系统中
极为重要的一环。

由于被监测设备周围环境较复杂，且数字信号在传输过程中还可
能存在波动和失真等现象，因此数据采集和传输都难以保证其真实性，
需对其进行合适的预处理。从变化过程看，电气设备的监测信号可以
分为缓变信号(如tan 6、泄漏电流、电容等)和突变信号(如局部放
电等)。对于电容型设备在线监测的缓变信号，最为常用的预处理方法
主要是滤波方法，其中较为常用软件的滤波方法有快速傅立叶变换01、
53H算法“3、滑动平均算法”1及中值滤波快速算法。3等。
进行在线监测的主要目的就是及时、准确地发现设备存在的隐患，
并根据数据所反映信息为设备作一个“健康”的报告。已获取的数据
在预处理后能反映设备当前信息，但如果要对设备未来的趋势做出评
估，还必须获取被监测对象的大量未知信息。通常获取未知信息的方
法主要是数据预测，常用的预测方法如最小二乘法、线性回归模型”1、
时间序列模型“⋯”、线性随机模型“”、神经网络模型“”、模糊推理预测
模型””、灰色理论模型。”2“、支撑向量机”“”3等。
时间序列分析对动态数据的处理具有很强的针对性。这是因为：

处于复杂环境下的物理量的数据变化都可以看作是一个包含时序性和
随机性的动态过程。这一过程每一时刻的数值都可视为物理量内部状
态的过去变化与外部所有因素共同作用的结果，当前时刻的状态量反
映了物理量本身的历史信息和外部影响信息。也就是说物理量的各个
时期的状态值相互依赖，带有惯性，是记载了各种因素综合影响的信
息载体。往往从这种自身依赖中能很好地探测出物理量的状态变化规
律。而时间序列分析就是用来处理随时间变化而又相互关联的随机动
态数据的。它可以用简洁统一的数学模型来描述广泛的既有依赖性又
有随机性的动态过程和行为规律，从而更本质地反映数据中的内在结
构和复杂特性m‘2”。因此，本文选用时间序列分析作为动态数据处理的
主要方法。

目前，虽然时间序列分析在动态数据的处理已经有了一些应用，
但大部分文献都是基于一个因素即一维时间序列进行讨论。对于许多
实际问题特别是动态数据处理例如电气设备的在线监测数据处理来
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说，由于受各种因素的影响，仅仅考虑一个因素并不能充分揭示相关
物理量与被监测物理量之间的影响关系。当考虑外部影响因素，并试
图进一步提高拟合及精确预报，给出一定的外因影响物理解释时，可
引入多维时序分析模型。⋯。本文即对某变电站电容型CT的在线监测数
据进行了多维时序建模，并进一步分析了环境温度、电压、泄漏电流、
频率等各个因素与被监测tan 6之间的影响关系。

1．4论文的研究工作
变电站绝缘在线监测技术是变电设备由传统的“计划检修”向先
进的“状态检修”过渡的重要技术手段，具有巨大的经济效益和广阔
的发展前景。经过多年的研究开发，变电设备绝缘在线监测技术已经
取得很大的进步，但尚有许多技术问题没有很好的解决，如传感器技
术、抗干扰技术、数据处理技术以及诊断子系统的结构设计等都需进
一步研究。本文将重点以电容型cT为例，对在线监测缓变信号的数据
处理做一些研究，主要工作如下：
1)针对变电设备绝缘监测数据存在各种干扰，难以直接反映绝缘

状态的特点，提出一种实用有效的预处理方法。
2)引入时间序列模型，对在线数据进行预测，并对一维、多维及

简化的多维模型效果进行比较。
3)引入多维时间序列模型，对各监测物理量间的关系进行分析。
论文的主要结构如图卜1所示。

在线数据的预处理

‘
基于时间序列的趋势预测

‘
基于多维时间序列的
物理量影响关系研究

图1-1论文结构图

4



2在线监测数据的预处理

2在线监测数据的预处理

在线监测系统所获取的数据是有序的数据序列，它们反映了运行
电压下设备的绝缘状况。但要使获取的数据更为真实有效，必需对所
采集的数据进行预处理。本章即主要针对数据的预处理进行研究，以
便为下一步数据预测奠定基础。

2．1野点及处理方法
在采集信号和传输数据的过程中，由于噪声干扰、数据丢失、传
感器瞬时失灵等原因，造成个别数据过高或者过低，这些点是应当剔
除的，称为野点(奇异点)。通过对在线数据的分析、归纳，可将其野
点归纳为如下几种类型”1：(1)孤立野点：一般在时间序列中是一个很
大的尖峰，而野点邻近的数据都远小于(或大于)野点值，如图2-1(a)：
(2)孤立的连续野点：该类型野点一般在时间序列中也是一个很大的尖
峰，且连续出现的几个野点的左邻和右邻的数据都远小于(或大于)
野点值，如图2—1(b)：(3)阵发噪音型野点：这种野点类似噪音，在时
间序列里看似有些规律，然而在每组野点内部却起伏很大，远离真实
值的程度也大小不一，如果这样的野点很多，时间序列将会变得难以
应用，如图2-1(c)所示。

口 ∞ 1∞ 1印2∞2锄 勒

摔萃敢c茯)

图2—1在线监测数据中野点的几种类型
(a)孤立野点(b)孤立的连续野点(c)阵发噪音型野点
对于1、2两类野点，常用差分的方法滤掉，即构造一个新的时间

序列S。=盘。一a川。因为在野点的左邻和右邻各有一个很大的跳跃点

并且方向是相反的，用这样的方法很容易滤掉这两类野点。而第3类
野点不太容易滤除，这类情况往往是强噪声源干扰而产生的，遇到此
类情况时也可以在数据采集时采取一些适当的措施。
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2．2常用的预处理算法

2．2．1时域内的预处理算法
1)53H算法”“

其基本思想是产生一个曲线的平滑估计，然后通过测量值与这一
估计值的比较来识别野点。其步骤如下：
设X(i)为测量的在线数据序列。为从X(i)构造一个新序列X，(i)，

方法是取x(1)，⋯，x(5)的中间值作为x，(3)，然后舍去x(1)、加入
x(6)，取中间值得到X，(4)：依此类推，直到加入最后一个数据。显然，
x。(i)的项数比X(i)的项数少四项。
然后用类似的方法在x。(i)的相邻三个数中选取中间值而构成序列

X：(i)。

最后由序列X：(i)按如下方式构成X。(i)

为(f)=O．25x2(i-1)+O．5x2(i)+O．25x2(f+1) (2-1)

这是一个H,：qnning平滑滤波器。
如果有下式成立，则用x。(i)代替x(i)，

№)一屯(f)l>k (2：2)

其中k为一预定值。
2)滑动平均算法。”
其基本思想是设定一个宽度固定的滑动窗口，该窗口沿着时间序

列滑动，同时取窗口内数据的算术平均值作为输出值，而由各输出值
组成了另一个数据序列即为滤波后的数据序列。设N为滑动窗口的宽
度，若N=2k+1(k取自然数)且输入、输出分别为x(n)和Y(n)，则有
下式：

1 ^

yf"1：——．!一下’x(n+j) (2-3)
。、。2七+1篇

3)中值滤波算法。。
其基本思想是设定一个宽度固定的滑动窗口，该窗口沿着时间序

列滑动，同时对窗口内数据排序，并将中位数作为输出值，而由各输
出值组成了另一个数据序列即为滤波后的数据序列。设N为滑动窗口
的宽度，若N=2k+1(k取自然数)且输入、输出分别为x(n)和Y(n)，
则有下式：

y(i+k)=median(x(i)，x(i+1)，-一，x(f+_Ⅳ一1)) (2—4)

其中i=1，2，3，⋯。median0为中值函数，它的功能是求一列数据的中
值。该函数首先要对窗口中的数据排序，然后将中值输出。
4)防脉冲干扰的滑动平均法⋯

这种算法的本质为滑动平均算法的一种改进。其基本思想是将一
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个宽度为N的窗口逐点向前移动(滑动窗)，每进行～次测量，将测量
结果放八队尾，丢弃原来队首的一个数据。这样队列中始终是N个最
新的数据。然后根据对大量监测数据进行统计得到的极小与极大野点
所占的比例(设为Q％和B％)，将N个最新的序列数据进行排序，然后
分别从两侧去掉N×a％与NX 13％个数据，将余下数据的算术平均值作
为信号有效输出值。若N=2k+1且输入、输出分别为x(n)和Y(12)，则
有下式

vfn)： ! “罗“xfn+f) (2—5)⋯
2尼+1一Ⅳ+(口+f1)o／o，。．孟一．。％、

。

2．2．2频域内的预处理方法

通常变电站内存在很强的电晕干扰或其它放电源干扰，这些都可
能导致监测信号中包含高频干扰分量；而传感器铁心使监测信号的畸
变会导致监测信号中包含低频干扰分量，仅从时域内对它们进行处理
很难达到要求。通常，可采用以下方法对监测信号在频域内进行预处
理：

1)将监测数据构成的序列进行傅立叶变换(FT)，并将变换后的高
频分量置一个较低数值或置零，然后对其进行傅立叶变换逆变换，从
而实现滤除干扰的目的，即可通过设计一个低通滤波器来实现。
2)将监测数据构成的序列滤除直流分量，然后对其进行傅立叶变
化，对变换后的频域信号进行滤波，再逆变到时域，得到的信号与原
始数据直流分量相叠加即为预处理后的数据。
采用傅立叶变换可以保证在频域内信息是完全准确的，但却不能
提供任何局部时间段上的频域信息。对于不满足平稳性条件的监测数
据，频率特性是随时间的变化而变化的，分析这一类序列需要提取某
时间段的频域信息或某～频率段所对应的时域信息，此时傅立叶变换
很难达到要求。

2．2．3小波变换的预处理方法
小波变换在时域和频域同时具有局部性，能够计算某一特定时刻
的频率分布，因此能将各种交织在一起的不同频率组成的混合信号分
解成不同频率的信号块。”，一般情况下噪声信号的频率较高(局部放电
信号除外)，应存在于低尺度小波变换中，因而通过将在线监测数据用
小波进行多尺度分析，将低尺度小波系数置零或选择合适的阈值量化，
然后对其进行重构，可实现信号去噪目的。其实质是一种由小波构造
带通滤波器的思想，可解决傅立叶变换只能处理全局信息的问题，同
时能在较低信噪比的情况下灵活、有效地减弱噪声干扰。
以上的小波处理方法是一种全局的处理思想，无法有效地发现数



西安交通大学硕士学位论文

据中的奇异点或不规则突变成分，且有可能丢失部分有用的信息。如
能剔除数据中的奇异点，则可提高其处理效率并尽可能地保留数据的
原始性。时域分析的方法可以在平稳的前提下有效地检测出因幅值发
生突变而引起信号的非连续的奇异点，对于信号较平滑，幅值没有突
变，但其一阶微分有突变的奇异点却缺乏行之有效的处理手段。小波
的奇异变换为解决该问题提供了新的思想，信号小波变换系数模极大
值的位置和幅度同信号的局部奇异性密切相关，可利用这些极大值以
检测出信号的局部奇异性。
在小波变换中，局部奇异性可定义为⋯1：设函数X(t)在t。附件具

有下述特征；

JX(to+∞一只(k衅Js—J^J“ ”<口<n+l (2-6)

则称口为矗点的奇异指数(即李普西兹指数)。式中h是一个充分小量，

P。(t)是过X(to)点的n次多项式。

如果函数在％处的李普西兹指数口为正值，那么随着尺度的增加，

小波变换模极大值的幅值也会变大；若李普西兹指数口为负值，则情
况相反。特别需要指出的是李普西兹指数a刻画了函数在该点的正规
性，其值越大，函数越光滑。函数在某一点连续、可微，则该点的李
普西兹指数口≥1；在某一点可导，而导数有界但不连续时，李普西兹

指数口仍为1；如果函数在％的李普西兹指数口<】，则称函数在％是奇

异的；～个在％点不连续但有界的函数，则该点李普西兹指数0≤口≤1；

矗点的冲击函数在该点李酱西兹指数口为一l。

通过寻找尺度空间中的模极大值点，计算其李普西兹指数a，判
断是否小于】，可发现信号中的奇异点，因此通过小波分解和重构可实
现去噪和平滑。但小波分解和重构的计算复杂且计算量较大，而时域
分析去噪方法较多，且实现灵活、简单，但信号含有高频或低频分量
很难处理。因此可把时域算法与小波算法结合起来应用，实现优势互
补。利用小波变换检测奇异点的位置与性质，然后再根据奇异点的性
质用时域分析的方法进一步平滑去嗓，实现起来较为灵活，且可提高
处理的效率与准确性。

2．3预处理算法的选择
在线监测的目的是准确、及时地反映设备的运行状态，因此，对于
滤波算法而言，不仅要考虑滤波后数据的真实性，而且也应考虑其实
时性。本文重点对时域的预处理算法进行研究。
以某变电站llOkV电容型CT的tan 6在线监测数据为例，首先分

别采用53H算法、滑动平均算法、中值滤波算法和防脉冲干扰的滑动
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平均算法对数据进行处理，找出各算法的最优处理效果，然后对各种
算法的处理效果进行比较，从而确定各种方法的优劣。这些数据的采
样间隔O．5h。样本的原始数据如图2—2所示。

图2-2原始数据

图2—2中，由仿真存在几个明显的尖峰干扰，从左到右依次为一
个孤立野点，连续的两个野点和连续的三个野点。
1)在式(2-2)中分别取不同的k值，用53H算法对在线监测数据

进行仿真处理，处理前后结果如图2-3所示。

图2—3 53H算法的处理结果
(a)原始数据(b)k=O．1(c)k=O．02(d)k=O

从图2—3中可看出，53H算法对于抑止尖峰干扰可以起到一定的
作用，对于孤立的野点可以有效的剔除，但由于算法的窗口宽度被限
定，对于抑止宽度较大的野点则不适应。图中随着k值的减小，处理
结果明显得到了平滑，k=0时，平滑处理效果相对最好。
2)在式(2-3)中分别取不同的滑动窗口宽度N，用滑动平均算法

对在线监测数据进行处理，处理结果如图2—4所示。
从图2-4中可以看出，滑动平均算法对于抑止尖峰干扰可以起到

一定的作用，当随机干扰脉冲较小时，算法可以完全消除干扰脉冲的
影响；当脉冲干扰幅值很大时，经算法处理后，强脉冲干扰的两边数

9
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据会明显的变大，这样就改变了原始序列的特性。当有连续的孤立野
点时，会产生累加，这就有可能对后面的在线诊断将带来隐患。增大
窗口的宽度，可以增强抑制强脉冲的能力，但也会带来明显的迟滞，
考虑到实时性的要求，窗口宽度不能随意增加。

0匝100 200，0。藏
0．8

a]i——布一r—1丽——i烈
图2-4滑动平均算法的处理结果
(a)原始数据(b)N=7(c)N=15(d)N=21

3)在式(2—4)中分别取不同的窗口宽度N，用中值滤波算法对在线
监测数据进行处理，结果如图2-5所示。

圆2囊因
而1

300

2兰F碉
图2-5中值滤波算法的处理结果
(a)原始数据(b)N=7(c)N=15(d)N=21

从图2-5可以看出，中值滤波算法对脉冲干扰的抑止有着很好的
效果。N=15时已基本消除了信号中的脉冲干扰，但信号的平滑度比较
低。增加窗口宽度，平滑度可以进一步得到提高。但窗口宽度的增加
同样会带来数据迟滞的问题，因此，窗口宽度的选择一定要合适。
4)防脉冲干扰的滑动平均算法本质上是滑动平均算法的一种改
进。由于图2—4已经对不同窗口下滑动平均算法的处理结果进行了讨
论，这里只对式(2-5)中同一滑动窗口下取不同参数Q、13时，防脉冲
干扰的滑动平均算法对在线监测数据的处理结果进行分析，处理结果
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如图2-6所示。

《网嗟随
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图2—6防脉冲干扰的滑动平均算法的处理结果

(a)N=21，NXⅡ％=O，NX B％=O(b)N=21，NX a％=1，NX B％=l

(C)N=21，N×Q％=2，NX B％=2(d)N=21，NX d％=3，N×B％=3

图2-6(a)为防脉冲干扰的滑动平均算法中窗口宽度取21，a、B
取0时的处理结果，也即为窗口宽度为2l时的滑动平均算法的处理结
果；图2-6(b)(C)(d)为同窗口宽度下，取不同a、B值时防脉冲干扰
的滑动平均算法的处理结果。从图中可看出，随着参数取值的不同，
数据平滑度得到明显的提高，而且滑动平均算法抗干扰能力差的缺点
得到明显的克服，当所取参数合适时脉冲干扰得到了完全的剔除。但
是对于a、B取值也要注意不能过大，毕竟干扰数据的数量是有限的。
5)对各种预处理算法的处理效果进行比较，结果如图2—7所示。

芭
t
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誊
§

基
{
一

￡
t

图2-7几种不同处理方法的结果比较
(a)原始数据 (b)53H算法，K=O

(C)滑动平均算法，N=21 (d)中值滤波算法N=21

(e)防脉冲干扰的滑动平均算法，N=21，N×a％_3，N×B％：3
由图2—7可看出，几种算法对数据的处理都起了一些作用，下面
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从脉冲的抑止、数据的平滑性、实效性等方面对其进行具体比较。
脉冲的抑止方面，53H算法对孤立的野点可以较好地剔除，但对超
过一定宽度的脉冲则不能很好地抑止，如图2—7(b)所示；滑动平均算
法对抑止尖峰起到了一定作用，但并不十分有效，如图2—7(c)所示；
中值滤波算法和防脉冲干扰的滑动平均算法可以较好的抑止脉冲剔除
野点，如图2-7(d)(e)所示。
电容型cT的tan 6为缓变型的信号参数，当设备正常工作或存在

故障和故障隐患时，通过信号输出所反映的征兆通常是循序渐进的过
程。因此，可把处理结果的平滑度作为判别信号处理效果的一个指标。
以中值滤波算法和防脉冲干扰的滑动平均算法为例。分别取图

2—7(d)(e)中处理结果进行一次差分，如图2—8所示。

一0位

喜D01
量
o
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图2-8平滑度比较

(a)中值滤波算法(b)防脉冲干扰的滑动平均算法
对图2—8中两算法的平滑度进行数据比较表2一l所示。

表2—1平滑度数据比较

由

算法 最大值 方差

中值滤波算法 0．0232 0．0056

防脉冲干扰的滑动平均算法 0．0157 0．0042

扰的滑动平均算法优于中值滤波算法。
以上几种预处理算法都是通过滑动窗的方式来实现滤波的，其代

价是牺牲数据的实时性，因而滑动窗口的选择十分重要。53H算法窗1：3
被限定，灵活性较差；滑动平均算法、中值滤波算法窗口选择较灵活，
但对窗口选择依赖较大，若窗口选择较小可能达不到滤波的目的，窗
口过大可能导致时延较长而很难实现真正意义上的实时监测。防脉冲

干扰的滑动平算均法在选择滑动窗口的同时，活动窗口还可以根据实
际需要通过改变n、B值进行调整，灵活性较高，由图2—6可知这种
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调整是十分有效的。
综上可见，防脉冲干扰的滑动平均算法处理效果是提到的几种算

法中较好的，是一种较为理想的预处理方法。

2．4防脉冲干扰的滑动平均算法的改进
虽然防脉冲干扰的滑动平均法的处理效果较好，但该算法在滑动
窗口较大时实时性仍较差，本节将对此缺点做一些改进。

2．4．1二分法排序在防脉冲干扰的滑动平均算法中的应用
从防脉冲干扰的滑动平均算法实现的过程可以看出，该算法中最
耗时的部分是对滑动窗口内的数据排序。常用的冒泡法等方法效率比
较低，导致防脉冲干扰滑动平均算法的实时性很差。因此，需要提高
排序算法的效率。 ．

设某一时刻滑动窗口内的数据序列是X(i)，X(i+1)，⋯，x(i+N—1)，
对这些数据排序得到有序序列为Y(1)，y(2)，⋯，Y(N)。滑动窗向前移动
一次，窗口内的数据变为X(i+1)，X(i+2)，⋯，x(i+N一1)，x(i+N)。可以
看到与前次相比，只是用X(i+N)替换了X(i)，窗口内其余数据都没有
改变。因此在序列Y中去掉x(i)仍是有序序列，在对
x(i+1)，⋯，x(i+N一1)，X(i+N)排序时，便可以利用前一次排序的结果。
为了利用前一次排序的结果，现弓f入二分法查找算法。该算法实
现查找的基本思想是：根据序列有序的特点，先确定待查元素所在的
区域，然后逐步减小区域，直到找到该元素的位置或查找失败。设已
经存在的有序序列为Y，Y的下界为k，上界为t。则其实现流程图如图
2-9所示，其中rein(s，2)为求s被2除的余数。

图2-9二分法查找及内插流程图
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二分法查找应用于防脉冲干扰的滑动平均算法后，其实现过程如
下：

1)将起初的N个数据排序得到一个有序的数据序列。设原始数据
序列为x(i)，x(i+1)，⋯，x(i+N—1)。将序列排序得到有序序列
Y(i)，Y(i+1)，⋯，Y(i+N)。由于N不可能太大，所以对起始的N个数据
排序，可任选排序算法，各算法之间的速度差异可不考虑。
2)在1)中有序数据序列的基础上，用二分法快速的查找和插入数
据，实现滑动窗内数据的排序。首先应用二分法查找X(i)在序列y中
的位置并记录，接着通过滑动窗取出X(i十N)，用二分法插入算法求出
x(i+N)在Y中的插入位置并记录。
3)根据查找的位置，从序列中移出x(i)，插入x(i+N)。得到一

新的有序序列h(i)，h(i+1)，⋯，h(i+N-I)。
4)从序列h两侧分别去掉N×Ⅱ％与N×B％个数据，将余下数据

的算术平均值作为信号有效输出值。
5)对所有的序号加l，使得k=i+l，t=i+N，重复步骤2)、3)、

4)、5)即可得出后续的预处理数据。

2．4．2二分法对防脉冲干扰的滑动平均算法实时性的改善
为了表示各种算法的效率，引入了时间复杂度0(n)的概念。算法
的时间复杂度越小，则算法的效率越高。对于由N个数据组成的有序

数据序列，用二分法查找实现插入排序的时间复杂度是o(109?)，而对
N个数据进行一次普通的冒泡排序的运算量为o(N2)。“。由此可以看出，
二分法插入排序的时间复杂度比较小，因而其效率较高。
为对不同的算法进行比较，用冒泡法和二分法分别在计算机(CPU
主频为赛扬266MHz，内存192MB)编程，花费的机器时间及对应的窗口
宽度如表2—2所示。

表2～2不同排序算法机器运算时间的比较

’、、、、鲎口宽度算法＼ 7 15 31 63 127 255

冒泡法排序(s) 0．0300 0．0500 0．2600 0．8110 2．6940 9．8140

二分法插入排序(mS) O 0102 0．0112 O．0125 0．0142 O．0158 0．0174

由表2—2可知，冒泡法的机器时间基本上是秒级水平，而改进的
防脉冲滑动算法基本上是毫秒级水平，两者机器时间数量级相差很大；

且随窗口的增加二分法机器运算时间远小于冒泡法。因此就机器运算
时间而言，可以证明二分法比常用的排序算法的速度快得多。在防脉
冲干扰的滑动平均算法中应用二分法，实时性会得到极大的改善。
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2．5小结

由于监测仪器与监测设备处于强干扰环境中，在线数据很容易受
到现场运行环境及一些不确定因素的影响。本章对缓变信号的几种在
线数据的预处理方法进行了深入研究，主要结论如下：
1)对于在线监测数据中的野点要先予以剔除，这样才能为下一步

处理提供可靠的数据基础。

2)在对数据进行预处理时，分别从时域、频域等方面进行了讨论。
时域范围内的数据处理是较常用和成熟的处理方法；频域范围内的处
理可较好地消除高频或低频分量的干扰，但数据时变性和实时性又难
以得到保障；而小波变换具有奇异性，因此可以考虑使用小波变换进
行预处理。

3)通过对时域内几种常用的预处理算法进行比较，得出了较为理
想的防脉冲干扰的滑动平滑算法，并对其实时性进行了改进。实例证
明，该算法能有效地改善信号平滑度，对缓变数据序列处理效果较好。
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3基于时间序列的趋势预测

第2章研究了数据的预处理方法，可以更为准确地得到描述电气
设备状态的有效数据。但要对设备的运行状态进一步了解，就需要对
设备状态进行预测，以便对其性能进行评估。
目前，时间序列分析是一种常用的数据预测和分析的方法，本章

即以时间序列分析为工具，变电设备在线数据为实例，从预测的数学

基础、建模、实例分析等方面进行研究。

3．1时间序列预测的数学基础
时间序列是按时间顺序排列的一组数据，即一组有序的随机数据。
时间序列分析主要是利用参数模型(ARMA模型、AR模型、MA模型等)
对所获取的有序的数据进行分析和处理的一种数据处理方法。

3．1．1时问序列的统计特性

时间序列是一类随机过程，因此也具有统计特性，且这种特性能
刻画随机过程的本质，从偶然性揭示必然性：其最根本的统计特性是
分布函数，但求解时相当繁琐，在工程实际应用中通常用矩函数来反
映其统计特性。 ，

设{Xt{为离散随机过程，其中t=O，±1，±2，⋯，则一阶矩函数(均
值函数)定义为”⋯

段．，皇科引 (3一1)

E表示集合平均算子，即数据期望。
二阶矩函数中，自协相关函数定义为

C,x^，皇E[(‘一以。)(“一％一。)]
自相关函数定义为 虬，，皇E[#]疋^，"--E[x,Xt一。]
方差函数定义为 《．，皇E[(‘掣。)2]
均方值函数定义为 虬．，皇占[#]

(3—2)

(3-3)

(3-4)

(3—5)

对于某些随机过程需要求其三阶、四阶等高阶矩函数，但过程相
当繁琐，一般情况下采用以下几种特殊的随机过程解决工程实际应用。
1)平稳随机过程 当所有描述随机过程的矩函数与统计起点无关
时，则称之为严平稳随机过程：当只有一阶、二阶矩函数与统计起点
无关时，则称宽平稳随机过程。
2)正态随机过程若随机过程的各阶矩函数取决于一阶、二阶矩
函数，则之为正态随机过程(Gauss随机过程)。此随机过程一定是严平
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稳随机过程。
3)遍历性(各态历经)随机过程 若从随机过程中任取两个样本

xt，f，工Ⅳ， f≠，，f，J=l，2，⋯，又有薯H=x“4，k为某一延迟步数，则

称此随机过程为遍历性随机过程。遍历性随机过程一定是平稳随机过
程，其对应样本的各阶矩函数时间平均可代替整个随机过程各阶矩函
数的集合平均。
4)白噪声一类特殊的平稳随机过程，且彼此独立不相关。其对

应的均值为零，方差为某一常数。

3．1．2ARMA模型、AR模型、MA模型

1)ARklA(Autoregressive Moving Average)模型对于一个平稳、
零均值的时间序列{置)定能拟合成一个差分方程，具体形式如下

‘一仍‘一1一仍‘一2一·⋯％‘一。=‘一岛‘．1一岛‘一2一⋯一氏‘一，(3-6)
其中x，是时间序列{‘)在t时刻的元素，仍(i=l，2，⋯，n)为自回归参

数，伊，(j=l，2，⋯，m)为滑动平均参数，‘为模型残差，其时序为白噪

声。式(3—6)左边n阶差分多项式称为rl阶自回归部分，右边m阶差分
多项式称为m阶滑动平均部分，因此该模型可记为ARMA(n，m)模型。

为了研究方便，引入了后移算子B，定义如下：设时间序列{Ⅵ}，

则有Bw,=w。以此类推式(3—6)可改写为

(1一仍B一仍B2一⋯一吼B“)‘=(1一仍B一仍B2一⋯一‰曰”)‘ (3—7)

若设 p(B)=1一仍B一仍曰2一·--一GB“

口(B)=1一tplB一吼B2一···一％曰4

则 一pfB)=p(B)￡ (3—8)

2)AR(Autoregressive)模型 该模型可以认为是ARMA模型中

O(B)=1的情况，若存在n阶差分多项式，则称之为AR(n)模型，其表现

形式可写为 五=∑仍‘一．+岛 (3—9)
批】

3)MA(Moving Average)模型 该模型可以认为是ARMA模型中

妒(B)=1的情况，若存在m阶差分多项式，则称之为MA(m)模型，其表
^

现形式可写为 ‘=互：B‘一，+‘ (3-10)
冒

3．2数据的检验与模型选择
时间序列模型要求数据为平稳、正态、零均值的，本节即对数据

的检验和预测模型的选择进行研究。
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3．2．1数据的检验
】)平稳性检验

根据平稳时间序列{‘)的定义可知：其均值以和方差仃；为常数，
其自协方差函数R。仅与时间间隔有关。因此，对{一)进行平稳性检验，

最根本的就是检验其是否具备这两个性质。采用的方法为：逆序检验，
即将时间序列{五)(i=1，2，⋯，N)均匀分成L子序列，每个子序列的长

度为M。对各段子序列而言，可应用数理统计的理论分别计算出各子序

列的均值、方差、自协相关系数：以均值∥．为例，这些均值构成了一

个序列：乒l，心，⋯，∥￡，当i>j(。，=l，2，⋯，三一1)时，出现以’芦，，定义
为∥，的一个逆序；对于某一H，定义∥，的逆序数爿f为“>∥，(i>j)出

现的次数，而所有的逆序数爿，的总和称为序列逆序总数A。

由于{t}是随机过程的一个样本，则各子序列均值H的值也是随

机的。当{‘)是一个平稳序列时，朋后面L-1个随机数薜大于∥，和小

于“几率是相等的，放其逆序数的平均值叫4】=(L-I)／2，同理也可
求出∥．(i≠1)的逆序数的平均值，因此总的逆序数的平均值及方差为03

E陆艺EM=掣
一：避掣。

。1。

构造一个统计量u，对A进行正规化处理有

。：匕圭：型 阻㈣

∥满足标准的正态分布：卢～N(O，1)。当取其置信概率为95％时，

若有M≤I．96，则认为∥是平稳序歹iJ，因此{t}也为平稳序列：反之，
则认为是非平稳序列。
2)零均值性检验

检验时间序列{‘)的均值E(z，)是否为零，此处时间序列ft)是整

个随机过程，而不随机过程的样本。对于一个长度为N的样本可通过

计算其算术平均来实现，如卢，=寺(∑五)，尾是以=E(‘)估计值，
根据随机序列各态经历特性，可用其算术平均值代替均值，因此只需

要检验反是否满足l声，l<告，孝可定义较小的数。对于盂，不满足条件的
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情况，可其进行零均值处理，从而得到处理后的时间序列豫}，即有

i=‘一／4。

3．2．2模型的选择

ARMA(n，m)模型既包含自回归部分，又包含滑动平均部分，因此能
蕴含数据所有信息，但求解时需要对n+m+1个参数进行估计，计算量和
计算的难度很大。根据ARMA模型的解释可知，模型的极点反映系统的
固有的、与外界无关的特性，而ARMA的极点又与AR模型的特征根有
关，因此将AINA模型转变换成AR模型其系统固有的特性仍然得以维

持，而且只需要求解n+1个参数，变换的证明过程如下“⋯

将式(3_8)改写，有．器‘卸
对其进行进一步的分析，有

卜)+锱卜 》㈣

当妒(B)的阶数高于目(占)的阶数，可从伊(占)中分解一部分多项式算子
即仍(B)：而剩余部分为阶数低于目(口)的一部分算子a当妒(B)的阶数
低于的阶次式，纯(B)=0。对公式(3—13)中臼(B)进行分解，有

仍(占)+掣
兀(1-r／，B)
，；l

t=‘ (3-14)

对式(3—14)中左边第二项进行分解，有

仍(占)t+丢带2‘艄浮，时研≠仉(3。15)
仍(B)一+∑_l∑彤占。k=‘当I仉J<1时 (3—16)

交换求和符号的位置，有
。厂Ⅲ 、

纯(丑)一+∑l∑o嘭p‘‘=‘ (3一17)
忙o＼y=l ／

令∑q矿=一∥，则有仍(B)薯+∑(一fp7‘=‘(3-18)
j=l i=0

由于纯(B)是B的多项式，因此可与公式(3-14)左边第二项相加，

19
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其结果如下

『妻(一lp·]‘：‘
Li=0 J

(3-19)

且当i=o时，一厶；l，这表明当阿f<l时，喜(一‘归’收敛与詈高，
将式(3-19)中i=0的一项保留在等式左边，其余的部分移到等式右边，
并考虑到B算子的定义，有

‘=∑‘薯一，+‘ (3～20)

比较式(3-19)和(3—20)，可知：两者在形式上是完全一致，而式
(3—20)是一个AR(∞)模型，证明过程表明一个有限阶的AR眦(n，m)模
型等价于一个无限高阶的AR(m)模型。因此在工程应用中常用足够高
阶的AR模型来取代ARMA模型，以避免估计ARMA模型的困难。

3．3预测模型的建立
预测模型的建立就是对所测得的时间序列{葺)(t=l，2，⋯，N)拟合

出合适的时序模型，建模的内容包括数据的预处理、数据的检验、模
型方式的选择、模型参数的估计和模型的实用性检验等，其中模型参
数的估计最为重要。本节即对几种时间序列模型的建立做一些研究。

3．3．1一维AR模型的建立
1)一维AR(n)模型的参数估计

一维AR模型可定义为xt=∑竹‘一，+‘ (3—21)

式中协}为随机序列，‘为白噪声。

设现有一时间序列{五}，它菸有N个数据，若对应的模型为AR(n)，

将时间序列{xt)代入式(3—21)中。可得到一组线性方程

Xn¨=鲲Xn+仍矗一l+‘‘

‘+2=仍吒+l+仍％+‘

XⅣ=妒1XN一1+仍xⅣ一2+⋯+纯h一。+钆

设有： y=【_。‘。⋯，h】7

妒=【仍鹧，⋯，纸r
占=[‘。‘。⋯，知]7

20
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％ k一】
⋯
oI

则可用矩阵的形式表示为：

Y=聊+占 (3-23)

若求其自协相关系数R，则在式(3—23)两边均乘以X7，再进行变

换后，妒矩阵参数的最小二乘估计为：

西=(x7x)一1 X7Y (3-24)

2)AR(n)模型的预报误差和定阶

设AR(n)模型为：t=仍‘-1'仍‘m⋯，纯■一．+‘ (3-25)

假设已知的观察值为Xt+一。⋯，由正交投影可知用真实模型五所

做的一步线性预报Z一，(1)应是：

舅：一1(1)=仍‘一l+仍五．2+·-·+％‘一。 (3—26)

相应的一步预报误差为：毫=t一毫一，(1)=五
如果模型参数矩阵仍，仍，⋯，％用估计值蟊，缟，⋯，瓯代替，那么实

际一步预报值记为：墨一．(1)=磊‘一1+霞Xt-：+⋯+氟一。，

实际一步预报误差置应为：

暑=‘一置-(1)=∑(纺一识)‘一，+‘

一步预报的方差为：E(‘一暑一。(1)】2 m(1+聆／Ⅳ)《 (3—27)

其中《表示以氟(i=1，2，⋯，”)为参数的拟合模型残差的方差，当N充

分大时有E(彰)z(1一”／Ⅳ)《，即当N充分大时，(1一n／N)《是《的无
偏估计。在式(3—27)中用无偏估计代替酽，便得到：

E[‘一i—l(1)】2“(1+n／N)(1-n／N)“霹 (3—28)

对于以西(i=1，2，⋯，n)为参数的AR(n)模型有：

《=R(O)-∑只R(．，) (3—29)

其中R(O)，R(1)，⋯，R(n)是序列的样本协方差函数在不同迟后时的值。

综上，以五(i=1，2，⋯，疗)为参数的一维AR模型的最终预报误差定

删”：腓∽=(·+新一爿㈤一喜锻叫 仔。。，
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对于不同n，可应用最终预报误差准则(Final Prediction Error)，
即以模型的一步预报误差方差来判定模型阶数。分别对观察序列从低
阶到高阶建立AR模型，并计算出相应的FPE值。对于不同的阶数n得
到不同的FPE值，其最小值所对应的阶数即为AR模型阶数。

3．3．2多维AR模型的建立
1)多维AR模型的参数估计
一维AR过程可以推广到多维过程，这主要就是把单变量模型中的

标量参数用矩阵参数代替，因此它们是属于矩阵差分方程模型o“。
P维AR(n)模型可写成。7。3“：

置=仍置一l+吼置一2+⋯+％置一。+‘ (3-31)

其中五=[h，％f}．一，x。r为P维零均值平稳随机序列，仍，吼，⋯，纯都是

pXp矩阵。岛=【矗，毛，⋯，s。r是P维变量的白噪声序列，满足：

研‘】-0
r九f一。

五f￡占!l=lz‘一。 (3—32)
一。。 10 f≠j

式中Q是P×P阶正定阵，￡的各分量都是单变量的白噪声过程，在不

同时刻它们彼此无关；但在同一时刻，却可能是相关的。

式(3—31)两边乘以最，并求数学期望，得

R(，)=∑妒jR(r-j)，=1H2·
J=1

R(o)=∑竹R(f一／)疗+Q

(3-33)

(3-34)

其中R(r)，r=1，2，⋯，”都是pxp矩阵。利用月(一，)=月(，)7可得下面矩
阵线性方程组

Rfl)7

尺(2)7

R(o)

R0)7

月(n)7 l l g(n一1)7

R0)

R(O)

胄∽一1)

凡伽一2)

对
西

R(n一2)7⋯ 月(o)jl彩

(3—35)

在线性方程组(3-34)中，当数据长度N充分大时可取

2(r)=万1麓置群， (3-36)

作为R(r)的估计值。由于ji(r)，r=0，1，2，⋯，"是正定阵，故在式(3—35)

中用五(r)代替R(，)，它右边的系数矩阵为可逆，令
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r。=

仉2

R(0)

五(1)7

R(1)
^

尺(0)

孟(H一1)7 k(n一2)7

五(1)7

孟(2)7

蠢(胛)7

o。=

孟伽一1)]
豆∞一2)I

夏(01 j
甜
铽

裁

方程组(3—35)可表示成矩阵形式：r。中。=玩 (3-37)

多维AR(n)模型参数矩阵的估计值为：函。=于。。1玩
白噪声方差的估计是

豆=五(o)一∑磅五(f一，)劈=ji(o)一西7r。西 (3—38)
I，j=l

多维AR模型参数的直接求解形式为式(3-37)的线性方程组，矩阵

r。是(pxp)x(pxn)维的，因此计算量很大，尤其当自回归阶数n较大
时，该算法几乎难以实现。特别是模型阶数n一般并非已知，而要从l
开始逐步增大到某一适当的阶数。对每一步n，都要求出相应的系数矩
阵和噪声方差阵，然后根据某种准则确定最佳模型阶数。因此直接求
解法的运算量及占用内存都随n增大，实际中采用下述递推算法。

为了表明自回归模型参数矩阵妒，(，=1，2，⋯，n)随模型阶数而变，式

(3—31)写成：置一亿，置一．一％：置一：⋯-一够。置．。=‘ (3-39)

式(3—35)的解记为：巾。。=【蛾。，蛾：，⋯，死r
则线性方程组(3—37)为： r。巾。=玩 (3-40)

为了实现递推运算，需引用上式(3—40)的对偶方程

r。掣。=点 (3-41)

其中￡=

R(n)

g(n一1、

R(1)

甲。=[yn,n-I％，2，⋯，蚧，]1

多维AR模型参数矩阵有如下递推公式：

饿扎。=[五(”+1)一∑％五(n+1一朋[ji(o)一∑％j《(朋一
j=l j-I



3基于时间序列的趋势预测

元+1’。=皈(”+1)一∑％ji(”+1一朋7[五(o)一∑‰ji(／)7r (3—42)
J=l J‘I

2“一2 2—2“”1翟”1-，，：1，2，⋯，。
妒¨，J 2‰一％+l”1纯，舯卜1，
初值取为蟊，=ji(1)ji(o)～，蛾，=爱(1)7ji(o)“ (3—43)

模型白噪声方差阵递推公式为：

幺。=【Ip一瓯“。妒。。】Q

磊=ji(o) (3—44)

其中Ip是p维单位阵。
2)多维AR模型的预报误差及模型定阶

设P维AR(13．)模型为五=％l五十纯1五十⋯，纯1■一l+‘ (3-45)

假设已知的观察值为墨+置。⋯，由正交投影可知用真实模型置

所做的一步线性预报砟．(1)应是：
最1(1)=纯l工一I+％2置一2+⋯+‰五一。 (3—46)

相应的一步预报误差为：掣=置一墨。(1)；暑
一步预报误差方差阵为：E[霹(j’)7】=研‘i】_Q
如果模型参数矩阵％，，％：，⋯，‰用估计值氟。，氟：，⋯，死代替，那

么实际一步预报值记为：
‘

置一，(1)=霞，置一。+氟：一一：+⋯+死墨一。 (3—47)

实际一步预报误差置应为：
一 上

墨=置一一一t(1)=∑(％一纯，)工一，+‘

实际一步预报误差的方差阵为：B=E[置F】
可以证明，一步预报误差与白噪声方差有如下近似关系

B兰(1+譬)Q (3—48)

由式(3—48)可看出，实际模型的一步预报误差比真实模型增大了，

这是由于式(3-48)中包含了用磊。代替‰(，=1，2，⋯，n)的误差。

用磊=ji(o)一西二f中。代替磊，可以证明

研磊】兰(1一譬)Q (3—49)

由式(3—49)可知磊是Q的渐进有偏估计量，为了克服估计的偏倚
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性，取Oo=(1一号孚)“(ji(o)一面二于o。) (3—50)

作为Q的估计量，那么式(3—50)定义的Q就是Q的无偏估计了。其中

面；=If中。=∑∑瓯，R(i-j)’弼=∑识。(∑k(i-j)7弼)
l-1 j=l 1=1 j-i

由于‰(．，=1，2，⋯，")满足方程月(f)=∑‰R(f一‘，) i=1，2，⋯，n
j-1

故有西：f中。=∑氟。ji(矿，将此式代入式(3—50)，并用怠表示用实际

估计模型进行预报的一步预报误差，便有

怠=(1+等)(1一争一1(ji(0)一主元，鼢7) (3—51)

与一维AR模型定阶方法相似，对多维AR模型，也可采用FPE准
则，即以模型的一步预报误差方差来判定模型阶数。最终预报误差函
数为‘“：

职已(z)=I怠I=(1+等)9(1一争’。卜(o)一喜丸五(矿l ‘3_52)

3．3．3简化的多维AR模型的建立
一维的AR模型建模比较简单，但只考虑了监测量自身的即时值和

以往值进行建模，没有涉及周围环境及其它因素的影响关系；多维的
AR模型比较全面地考虑了自身及各种其它因素的影响关系，但建模过
程比较复杂。为了能综合考虑其它因素的影响又能够简化建模过程，
本文提出一种简化的多维时间序列模型。
简化的多维AR时间序列模型可由一维AR时间序列模型和多维AR
时间序列模型综合推出，它又可看作是回归模型与自回归模型相混和
的一种模型方式。

1)简化的多维模型的参数估计
简化的P维AR(n)模型可写成：

‰=仍置一1+仍置一2+⋯+％Z一。+‘， (3-53)

其中一，为t时刻监测量值， 置一。=[五，。，x：』一。，⋯，xⅣ一。]7

(m=l，2，⋯，1"1)为p维零均值平稳随机序列，仍，仍，⋯，％都是1×p矩阵。

￡．变量为白噪声。

设现有一时间序列fZ)，它共有N个数据，若对应的P维简化多

维模型为AR(n)，将序列代入式(3—53)中，可得到一组线性方程
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Xl，。+l=仍爿-+仍瓦一l+··‘+识五+气。。+l

‘”2 2仍E+l+仍以+⋯+％五+毛+2
(3—54)

xl N=妒Lx N_+92XN．1+⋯÷学nxN一。+￡N

式中‰=【％，，缈。2，⋯，‰]铆=l，2，⋯，”)

设有．y=IXI，一，：，⋯，X1，。]7
r ]』

占2 L‘"l，毛m2，⋯，唧J

妒=[仍，仍，⋯，吼】7=【仍。，仍：，⋯，吼，，仡。，(P22C"，仍，，⋯，％。，吼：，⋯，％r

西。五．卜j‘‘’而l

葺，。“葺．n+‘‘五2

而。恐．，l⋯恐l

弓ml恐月⋯鼍2

五．Ⅳ-1五．N一2⋯五，Ⅳ州x2，N—I而。N一2‘。’恐，～呻

则用矩阵的形式表示为： Y=加+占
在式(3—55)两边均乘以x7，再进行变换后

乘估计为：

t"％一l⋯％I

xp肿xp^⋯x啦

xp．N-、xp．N^⋯xP．‰＼
(3—55)

口矩阵参数的最小二

西=(XTx)．1，y (3-56)

2)简化的多维AR(n)模型的预报误差及模型定阶

设AR(n)模型为：葺=仍墨+仍置-2，⋯，吼五一。+‘ (3—57)

假设已知的观察值为置+置。⋯，由正交投影可知用真实模型Xt

所做的一步线性预报毫一，(1)应是：

量f_l(1)=吼■一l+吼置一2+⋯+％Z一。 (3—58)

相应的一步预报误差为：≤=Xt一≤一．(1)=互
如果模型参数矩阵鲲，仍，⋯，吼用估计值菇，霞，⋯，霞代替，那么实

际一步预报值记为：

i一1(1)=羁Xr一1+霞五一2+⋯+氟■一。 (3—59)

实际一步预报误差i应为：
—L

暑=‘一i一-(1)=∑(竹一仍)一一，+‘
d=l

一步预报的方差为：E(一一i一。(1)]2“(1+n／N)《 (3—60)

其中彰表示以商(f=1，2，⋯，")为参数的拟和模型残差的方差。
类似地，对于简化的多维模型也可用FPE准则进行定阶。FPE准则
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函数为：即E(竹)：f 1+丝1f l一卫1酽 (3—61)
L N八 川／

。

3．4时间序列分析的建模步骤
时间序列分析建模的一般步骤如图3-1所示。首先对采集到的数据
进行预处理，第2章已对其进行了具体叙述。然后对数据的平稳性、
零均值等进行检验，如第3．2节所述；对样本计算残差序列并从n=2
开始拟合AR(n)模型，并估算模型参数，应用FPE准则进行模型定阶。
定阶结果即为建模的最终结果。最后可通过实例对序列进行预测，如
第3．3节所述。

}在线监测数据序列{x。) l
t

f 数据预处理 f
●

I数据检验及处理
+

{模型结构初选 f
●

l n=2开始，定出上界n。 l

f估算模型的参数妒f
’

l计算模型FPE值l

<≤≥L
应用FPE准则确定模型的阶数rz

t

I应用实例进行预测{

图3—1时序建模流程图

3．5应用实例
本文以某变电站llOkV电容型CT的A相在线监测数据为例，分别
以cT的泄漏电流(本文以后都简称为电流)为对象建立～维AR模型
和以电流、环境温度(本文以后都简称为温度)为对象建立多维AR模
型和简化的多维AR模型，数据采样间隔为0．5h。分析过程如下：
1)在观测值中取340个样本进行处理，前300个样本为建模样本，

后40个为预测检验样本。首先对样本以防脉冲干扰的滑动平均算法进
行数据预处理；然后对预处理后的数据进行零化处理和正规化处理，
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其具体方法为：一阶差分处理。处理前、处理后的数据样本如图3—2
所示。

t匝圜畦匦圃知_喜"言胪22
，，I ． 壁塑丛2I ∞1 ． 堡圭苎堕2l

图3-2 CT泄漏电流和温度处理前后比较
(a)(b)样本原始数据(c)(d)预处理后数据(e)(f)一阶差分后数据
可以证明，预处理数据经一阶差分处理后，基本上能满足平稳、

正态、零均值的要求，可以应用时间序列分析对其进行建模。
2)从n=2开始，以经验准则“”确定13．的取值范围，此处取

no=N／InN。对于上述不同的n，依次建立模型AR(1)，AR(2)，⋯，并对
模型参数矽进行估计。

3)在2)的基础上计算各模型的FPE值，定出模型的最佳阶数。
4)用3)定出的最佳模型进行数据预测，并用预处理后的检验样本

进行检验。
以电流为对象的一维AR模型的建模过程如表3—1所示。

表3—1一维AR模型定阶
n FPE值(×104) n FPE值(×10"5)
1 4．226 11 2．320

2 3．700 12 2．177

3 3．674 13 2，151

4 3．604 14 2．152

5 3．575 15 2．172

6 3．49l 16 2．186

7 3，304 17 2．190
r 8 3。066 18 2，192

l 9 3．005 19 2．213

l lO 2．633 20 2．254

由表3-1可看出，一维AR建模时，minFPE=2．151E一05，使得FPE

值虽小的模型阶数为13，即最适合的模型为AR(13)。
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一维AR(13)模型的建模参数如表3—2所示。
表3-2一维模型建模参数

仍 鲠 仍 吼 p5 吼 p，

O．6185 ．0．0785 0．0403 ．0．1827 0．0930 ．0．0694 0．0659

吼 (P9 仍矿 识1 纯2 吼3

一O．1770 ．0．0296 0．0111 O．1576 0．2967 ．O．1125

为了验证算法的准确性，应用数据模型对检验样本进行预测，样
本数据、预测数据及两者间误差进行了比较，其结果如图3—3所示。

11 6

善
璃11 4
御

0 5 10 15 ∞ 苫 ∞ 葛 ∞

D 5 10 lfi 却 笛 30 葛 柏

0 5 10 15 20 葛 30 葛 柏

图3-3一维模型的预测及误差

(a)样本值(b)一维模型预测值(c)预测值与样本值间的误差
由图3-3可看出，一维AR(13)建模后，预测值与样本值间的误差

范围在[-0．2％，0．2％]之内，说明该模型预测是有效的。
以电流和温度为建模对象，建立二维AR模型，建模过程如表3—3

所示。

表3-3二维AR模型定阶
n FPE值(×10’ n FPE值(×10"6)
1 2．957 11 2．066

2 2．153 12 1．938

3 2．144 13 1_894

4 2．142 14 1．940

5 2．139 15 l，972

6 2．127 16 2．022

7 2．114 17 2，067

8 2．104 18 2．117

9 2．087 19 2．170

10 2．075 20 2．174
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由表3-3可看出，二维AR建模时，minFPE=1．894E—06，使得FPE
值最小的模型阶数为13，即最适合的模型为AR(13)。
二维AR(13)模型的建模参数如表3-4所示。

表3—4二维模型建模参数

第l列 第2列 第1列 第2列

仍 第1行 1．3230 0．0082 仍 第1行 ．0．2157 —0．0092

第2行 0．5535 1．1071 第2行 ．0．8450 —0．0469

讫 第1行 ．O．1077 ．0．0039 (04 第1行 一O．1313 ．0．0013

第2行 ．0．3585 ．0．0337 第2行 O．6125 ．0．0152

他 第1行 0．1386 0．0058 纯 第1行 0．0296 0．0051

第2行 ．O．0168 0．0022 第2行 0．3154 —0．0054

妒7 第1行 ．0．1329 ．0．0085 仇 第1行 ．0．0208 0．0014

第2行 1．4448 0．0260 第2行 ．1．8660 ．0．0687

％ 第1行 0．0043 ．0．0046 仍。 第1行 O．1526 0．0073

第2行 ．0．4U7 0．0050 第2行 ．0．2334 O．0144

仍I 第1行 O．1233 0．0049 仍2 第1行 0．003l 一0．0020

第2行 1．4355 0．0287 第2行 0．5733 0．0244

第1行 一O+1862 ．0．0032
仍3
第2行 ．1．2640 ．0．0779

为了验证算法的准确性，应用二维AR模型对电流的检验样本进行
预测，样本数据、预测数据及两者间误差进行了比较，其结果如图3—4
所示。

图3—4二维模型的预测及误差

(a)样本值(b)二维模型预测值(c)预测值与样本值间的误差
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由图3-4可看出，二维AR建模后，预测值与样本值间的误差范围
在[一0．1％，O．1％]之内，说明该模型预测是效的。

以电流和温度为建模对象，建立简化的二维AR模型，建模过程如
表3—5所示。

表3-5简化二维AR模型定阶
n FPE值(×10—5) n FPE值fx】04)

1 4．217 11 2．014

2 3．516 12 1．940

3 3．267 13 1．933

4 3．119 14 1．944

5 3．307 15 1．966

6 2．933 16 1．987

7 2．692 17 2．002

8 2．611 18 2．025

9 2．575 19 2．058

10 2．341 20 2．097

由表3-5可看出，简化的二维AR建模时，minFPE=1．933E-05
使得FPE值最小的模型阶数为13，即最适合的模型为AR(13)。
简化的二维AR(13)建模模型参数如表3-6所示。

表3-6简化的二维模型建模参数表
第1列 第2列 第1列 第2列

仍 0．5069 0，0058 仍 0．0347 ．O．0104

讫 0．0656 0．0023 P4 ．0．0965 ，0．0051

纸 ．0．0566 O．0159 纸 ．0．0620 0．0077

仍 O．1319 —0．0165 纸 一0．1716 ．0．0017

‰ ．0．0124 —0．0136 仍o 0．0541 ．0．0067

吼1 0．2094 0，0233 馋2 0．2442 ．0．0144

馈3 ．0．0777 0。O】04

为了验证算法的准确性，应用简化的二维AR模型对电流检验样本
进行预测，样本数据、预测数据及两者间误差进行了比较，其结果如
图3—5所示。

由图3—5可看出，二维AR建模后，预测值与样本值问的误差范围
在[～0。l％，0．1％]之内，说明该模型预测是有效的。
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0 5 10 15 20 25 加 葛 柏

0 5 Io 15 20 25 30 35 柏

0 5 10 15 29 25 如 葛 柏

图3-5简化的二维模型的预测及误差
(a)样本值(b)简化的二维模型预测值(c)预测值与样本值间的误差
一维、二维和简化的二维建模情况下预测误差的数据比较如表3—7

所示。

表3-7三种模型的误差数据比较
模型 最大相对误差(％) 误差的标准差

一维AR模型 0．1404 0．0516

一维AR尴刑 0．0782 0．0389

简化的二维AR模型 0．0817 0．0264

由表3-7可知，二维和简化的二维模型的预测效果稍好，比一维
模型预测精度有一定提高；对于二维模型和简化的二维模型预测效果
基本一致。

在实际预测中考虑到建模的简便性要求，一维模型即可达到要求，
如需进一步提高预测精度可考虑建立简化的多维模型进行预测。多维
模型建立过程复杂，预测精度比简化的多维模型并没有明显的提高，
实际预测中可较少考虑。
由上可见，通过时间序列模型的建立可以对变电设备的绝缘状况

有很好的预测。当设备存在故障及故障隐患时，反映出的征兆是输出
信号的变化，其表现形式通常是循序渐进的过程。因此，可以通过对
设备状态的预测来及时发现故障征兆。故障诊断可以采用设定监测量
的绝对值和同母线下同类设备的相关数据的比较作为特征量，当任一
指标超过阈值时，即可认为监测量超标，设备存在故障。

实测的数据往往受各种干扰的影响，数值波动较大，甚至会出现
野点，如果以此为依据进行诊断常常会出现故障误报。预处理后的数
据可以很好地剔除野点，实现数据平滑，反映监测量趋势，因此本文

善一NⅧ*
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采用预处理后的数据进行预测和诊断。
在线数据和离线数据存在较大的区别，因此不能采用预防性试验
规程中的标准值作为判据，目前国内也没有形成一个完整的标准，在
此方面还需要实际运行中不断地总结和完善。
为了能够更准确地预报设备状态，可以考虑以下几点：
1)提高硬件系统精度、稳定性和抗干扰性，缩短采样时间间隔，

从而使数据能更好地反映设备状态。
2)预处理算法中处理好剔除野点和算法时延的关系。
3)在时间序列分析建模过程中引入实时递推估计法实时修正模型

参数，使预测更加准确。
4)选择适当的故障特征量和故障判据标准。
5)采用基于模糊神经网络的专家系统综合各监测量信息进行故障

诊断。

3．6小结
对变电设备的绝缘状况进行预测，能使技术人员根据预测结果合

理地安排设备维修，充分发挥设备的工作潜力。本章即采用时间序列分
析对在线监测数据进行分析处理，主要内容如下：
1)对监测数据预测模型的建立进行了研究。由于AREA．模型参数

较多，而且求解复杂，可将有限阶的APJ,IA模型等价的转化为无限高阶
的AR模型，因此工程应用中常选用AR模型。本文对时间序列一维AR
模型、多维AR模型和简化的多维AR模型的建立方法进行了研究，文
中以FPE准则确定模型阶数，并用最小二乘算法估计模型参数。
2)以某lIOKV电容型CT的A相为例，选取了340个泄漏电流和
环境温度监测值作为样本，其中前300个为建模样本，后40个为验证
样本。分别对电流数据建立一维AR模型，对电流和温度建立多维AR
模型和简化的多维AR模型，并分别对电流样本进行了预测。分析表明，
三种方法的预测值与检验样本基本一致，且误差很小，预测是准确可
靠的。多维模型和简化的多维模型预测效果基本相同，比一维模型预
测精度可有一定提高，简化的多维模型较多维模型建模过程更加简便。
一维建模方法简单，预测效果也比较好，对于工程预测比较适用。
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第2章、第3章对数据的预处理方法及几种时间序列模型的建立
方法进行了研究，并对实例进行了预测，通过预测值与样本值的比较，
对预测效果进行了检验，达到了很好的预测效果。但是，要对设备的
状态进行更为准确的了解就必须深入分析各物理量间的相互影响关系
和机理。

电气设备所处的环境复杂，监测物理量的影响因素也较多。本文
即采用多维时间序列分析对电容型CT各在线监测物理量的相互影响关
系进行分析。

4．1多维时间序列分析物理量关系的数学基础
考虑各物理量间的影响关系，必须建立与各个物理量相关的多维
时间序列模型。由第3章可知ARMA模型可由足够高阶的AR模型来代
替，并且对一维AR模型、多维AR模型和简化的多维AR模型的建立做
了具体分析。此后文中分析的模型都为自回归(AR)模型。

对于P维时间序列模型AR(n)

置=码置一I+仍置一2+⋯+吼置一。+‘ (4一1)

其最终预报误差为””：

吗(置H1+争印一争_陋)一弘耐】| q_2)

其中【豆(o)～∑霞，晨(f)7]为pxp维的矩阵。

为了考察P维序列{zl中的某些分量，如前，(，≤P)个分量是
否能够描述序列的特征，可进一步引入观察序列部分分量的最终预报
误差⋯3：

饿M㈣_(1+争”钞。陋)一喜柏f)飞} q_3)

其中[豆(o)一∑氟。五(f)7]，表示p×P维矩阵[五(o)一∑纯，晨(矿】左上

角的Z维子矩阵。

当f=P时，式(4-3)即为式(4—2)。

如果minF阳一，。(t)≥rainF盟^。(‘)，则可认为仅考察前f个变
量相应的分量就可以了，没有必要考察P维序列。也就是说，考察P变
量序列与考察前，个变量序列相比，没有带来明显的效益，第
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“1，，+2，⋯，P个分量所起作用很小，可以不予考虑。反之，如果

min月堰州。。(t)≤minF％^。(‘)，则表明必须考虑p维序列，哪个分
量都不能忽略。

4．2应用实例
tan 6是表征电容型设备状态的一个关键指标，由于受各种因素的

影响，情况较为复杂，本文即主要对tan 6与其他监测物理量之间的影
响关系进行研究。文中以某变电站1 lOkV电容型CT的A相在线监测数
据为例进行分析，监测的物理量有tan 6、电压、电流、温度、频率，
其中电流为CT的泄漏电流。各数据的采样间隔0．5h。

分析建模过程如下：首先选取300个样本序列，然后对数据进行
差分处理，处理前后的数据如图4—1所示，为了使数据能尽可能地保
留设备中各监测量的原始信息此处没有对数据进行预处理。

图4—1建模物理量处理前后数据图

(a)(c)(e)(g)(i)原始数据图
(b)(d)(f)(h)(j)一阶差分处理后数据图

由图4—1可看出，原始数据进一阶差分后基本符合平稳、正态、
零均值的要求，故可对其建立时间序列模型进行分析。
分别在各种情况下建立多维自回归时间序列模型AR(11)，并用FPE
准则进行定阶(如第3章所述)。然后引入部分分量的最终预报误差进
行物理量关系分析。

1)对tan 6的监测值建立一维AR模型，及分别对tan 6与温度、
电压、电流和频率的监测值建立二维AR模型，并得出其最终预报误差
和部分分量的最终预报误差，建模结果如表4-1所示。

￡一宅∞_

F一箸一

耋出删?￡一塔删(z已静冁
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表4—1 tan 6与其他物理量二维建模结果
建模物理量 维数(P) 分量数(，) 阶数(n) mirlFPE

tan 6、温度 2 1 4 1．353E．3

2 2 15 7．966E-4

tan 6、电压 2 1 1l 1．289E一3

2 2 13 1．513E-4

tan 6、电流 2 1 1l 1．306E一3

2 2 13 4．644E一6

tan 6、频率 2 1 4 1．392E．3

2 2 5 8．775E．7

tan 6 1 1 ll 1．373E．3

由表4—1第1、3、5、9行可知，对于tan 6与温度、电压、电流
二维建模的部分(前一维)最终预报误差最小值FPE：．。、FPE。，¨、FPEz．。．
都小于tan 6一维建模的最终预报误差FPE。．¨，故考虑tan 6的变化规
律时，温度、电压、电流等物理量都对它有影响，不可忽略。由第7、
9行可知，对于tan 6与频率建模的部分最终预报误差最小值FPE。。。大
于tan 6一维建模的最终预报误差FPE。，¨，说明频率对tan 6的影响较
小，可以忽略。
由上可知，除频率对tan 6的影响较小外，别的物理量都有影响。
电容型CT的tan 6随温度的变化与绝缘油和纸两者的性能和数量

比例有关。绝缘油在设备正常运行温度下，介质损耗主要是电导损耗，
其tan 6值与电导率具有相同的变化规律。”，如式(4—4)所示。

tan8=m Soe。‘。一“’ (4—4)

其中口为温度系数，tan磊是温度为％时的tan 6，t为温度(℃)。

由式(4-4)可看出，绝缘油的tan 6随着温度的升高而增大。
纸是极性电介质，介质损耗主要由偶极子的松弛损耗所决定，其

tan 6与温度的关系如图4—2所示“⋯。

童”
曲

曼o．，

／
／／

＼ ／

∞；O ．。 轴 曲 "∞ lO 10D llO】∞m
t(℃)

图4—2纸的tan 6随温度变化规律曲线
由图4—2可知，温度在30～60"C间时，纸的tan 6随温度升高而

减小。一般情况下，一40～60"C时，规律都是如此。”。此时油的tan 6
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随着温度的升高而增大，因此，设备的tan 6随温度变化规律由油纸的
性能和比例所决定。当温度超过60。C时，油和纸的tan 6都随着温度
的升高而呈上升趋势，因此，设备的tan 6随着温度的升高而增大。
表4—2为日本目新电机株式会社目前执行的电流互感器温度换算

系数表m3，可供温度换算参考。
表4—2油浸纸绝缘温度系数表

t(℃) 1 2 3 4 5 6 7 8

系数(I(1) 0．824 0．84 0．855 0．868 0．880 O．891 0．902 O．912

t(℃) 9 lO 1l 12 13 14 15 i6

系数(K1) 0．922 0．930 0．940 0．948 0．956 0．964 0．97l 0．978

t(℃) 17 18 19 20 21 22 23 24

系数噼1) 0．984 0．989 0．995 1．00 1．006 1．011 1．016 1．021

“℃) 25 26 27 28 29 30 31 32

系数(K一) 1．026 1．030 1．035 1．040 1．044 1．048 1．052 1．056

“℃) 33 34 35 36 37 38 39 40

系数(K1) 1．060 1．064 1．068 1．072 1．075 1．079 1．081 1．084

只要将tan 6值乘上与测量温度相对应的修正系数，即可得到换算
到20℃时的tan 6值。
由电容型设各的并联等效电路和tan 6的定义可知：

tan占=1f(coRc)。在电力系统运行频率范围内，R和C的值可近似为常
数““，因此tan 6仅与珊成反比。又因为f=∞／(2x)，则把频率为厂时
的tan 6归算到50Hz时，其归算系数为丘=f／50。电力系统供电频

率要求误差为±0．2Hz““，由此可看出频率对tan 6的影响很小。
由5的概念可知，6只与电压和电流的相位有关，而与它们的幅

值无关，因此电压值和电流值本身并不会对tan 6产生影响。表4-1中
电压与电流监测值对tan 6监测值有一定的影响，说明电压、电流监测
值中蕴涵了对tan 6有影响的因素。

2)分别对电压、温度和电流、温度的监测值进行建模，结果如表
4-3所示。

‘

表4—3温度与电压、电流二维建模结果
建模物理量 维数(p) 分量数(，) 阶数(n) millFPE

2 1 13 O．1023

电压、温度 2 2 15 5．426E．03

1 1 18 O．1096

2 1 14 3．100Ej03

电流、温度 2 2 15 1．64(；E．03

l 1 14 3．305E．03
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由表4—3可知，电压与温度建模时最终预报误差最小值分别为
FPE：。3_O．1023，FPE。．萨O．1096；电流与温度建模时值分别为
FPE：．。=3．100E-03，FPE。．，f3．305E-03。都为前者小于后者，表明只
考虑电压或电流的变化时，温度有很大的影响，即在电压和电流的监
测数据中已经包含了的温度信息。
温度对电压、电流监测值的影响有以下几方面的原因：(1)电压

互感器、电流互感器的角差和比差的大小受周围环境温度的影响；(2)
监测系统中的其它各种电子元件受环境温度的影响。
3)分别对tan 6、温度、电压、频率和tan 6、温度、电流、频

率的监测值进行建模，结果如表4-4所示。
表4-4 tan 6与其他物理量四维建模结果

建模物理量 维数(p) 分量数(，) 阶数(H) minFPE

4 1 7 1．329E．03

4 2 1l 7．896E-04

tan 6 4 3 13 9．104E．05

温度 4 4 13 6．533E．08

电压 3 1 7 1．29lE．03

频率 3 2 12 7．229E．04

3 3 13 7．849E．05

2 1 4 l。353E．03

2 2 15 7．966E一04

l 1 11 1．373E-03

d 1 7 1．340E．03

4 2 12 7．962E．04

tan 6 4 3 13 2．760E．06

温度 4 4 13 1．930E—09

电流 3 1 7 1．31lE．03

频率 3 2 12 7．335E．04

3 3 13 2．426E．06

2 1 4 1_353E．03

2 2 15 7．966E．04

1 1 11 1．373E．03

大于后者，表明考虑tan 6、温度、电压的相互关系时，频率影响较小，
可以忽略。与此类似，第2、6、9行中，最终预报误差最小值分别为
FPE¨。=7．896E-04，FPE3．¨，-----7．229E一04，FPE：，：．，5_7．966E一04，第二
项最小，说明考虑tan 6与温度的关系时，电压的影响需要考虑，频率
可以忽略。第1、5、8、lO行中FPE最小值分别为1．329E一03，1．291E一03，
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1．353E—03，1．373E—03，其中FPE。．，最小，说明若只关心tan 6的变化
规律，频率的影响可以忽略，温度和电压的影响较为显著。
同理，对tan 6、温度、电流、频率的建模情况进行分析可知，考
虑tan 6、温度、电流的相互关系时，频率影响较小，可以忽略。考虑
tan 5与温度的关系时，电流的影响需要考虑，频率影响较小。若只关
心tan 6的变化规律，频率的影响可以忽略。温度和电流的影响较为显
著。

从以上分析可看出，温度、频率、电压、电流监测值对tan 6的影
响关系得到了进～步验证。
4)对3)中模型建模物理量的次序进行改变，并忽略频率，分别对

tan 6、电压、温度和tan 6、电流、温度的监测值进行建模，结果如
表4—5所示。

表4-5 tan 5与其他物理量三维建模结果

建模物理量 维数∈p) 分量数(，) 阶数(玎) minFPE

3 1 7 1．291E一3

tan 5 3 2 13 1．437E-4

电压 3 3 13 7．849E．5

温度 2 1 11 1．289E．3

2 2 13 1．513E．4

1 1 11 1．373E．3

3 1 7 1．311E．3

tan 6 3 2 13 4．439E．6

电流 3 3 13 2．426E．6

温度 2 1 1l 1．306E-3

2 2 13 4．644E-6

1 1 11 1．373E．3

由表4-5第2、5行和第8、11行可知，考虑tan 6、电压和tan 6、

电流的关系时，温度的影响显著；而第1、4、6行，和第7、10、12
行表明，只考虑tan 6时，电压和电流的影响较大，温度影响较小。
表4—5中由于模型维次的变更，出现只考虑tan 6时温度影响较小
的问题，这是因为：表4—5中，tan 6、电压(电流)、温度建立三维
AR模型时，温度的次序位于电压(电流)后，其大量信息通过蕴涵在
电压(电流)中表现出来，故造成了温度对tan 6影响较小的假相。而
表4—4中，tan 6、温度、电压(电流)、频率建立四维AR模型，温度
次序靠前，所以对tan 6的影响关系较为明显地显示出来。
表4-4与表4-5中，电压(电流)的次序位于温度前后都对tan 6

有较大影响，说明电压、电流监测量中除了蕴涵有温度的信息外，还
蕴涵有别的信息因素，而这些因素对tan 6都有很大影响，对此有待于
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进一步研究。
5)横比和纵比。分别对CT的A相另300个样本、CT的C相同时
间的监测样本及另一cT任意300个样本的tan 6、温度、电压、频率
监测量进行建模，结果如表4-6所示。

表4-6横比和纵比结果
建模物理量 维数(p) 分量数(，) 阶数(") mirlFPE

4 1 4 7．030E．03

tan 6 4 2 7 2．382E．04

温度 4 3 5 1．889E—05

电压 4 4 15 2．080E．08

频率 3 1 6 6．992E—03

(CT A相 3 2 7 2．287E．04

另300个样
3 3 15 1．853E．05

2 1 4 7．149B．03
本)

2 2 5 2．7l 7Ej04

1 1 6 、7：177E．03

4 1 12 1．520E．03

tan 6 4 2 12 8．579E．04

温度 4 3 13 9．50lE．05

电压 4 4 13 6．750E．08

频率 3 1 12 1．42lE—03

(CT C相 3 2 12 7．662E．04

300个样本)
3 3 13 8．494E．05

2 1 14 1．449E．03

2 2 14 8．05 lE．04

l 1 14 1．525E．03

4 l 7 1．497E．03

tan 6 4 2 12 8．170E．04

温度 4 3 13 9．764E．05

电压 4 4 13 8．773E．08

，频率 3 1 11 1．478E．03

(另一CT 3 2 12 7．824E．04

A相任意
3 3 13 8．887E．05

2 1 4 1．526E．03
300个样本)

2 2 16 8．421E．04

1 1 12 1．539E．03

表4-6第3、7行中FPE4,3,5=1．889E一05，FPE¨．。。=1．853E一05，前者
大于后者，表明考虑tan 6、温度、电压的相互关系时，频率影响较小，
可以忽略。与此类似，第2、6、9行中，最终预报误差最小值分别为
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FPE”．t=2．382E一04，FPE3,2,7=2．287E一04，FPE2,2,7=2．717E-04，第二项
最小，说明考虑tan 6与温度的关系时，电压的影响需要考虑，频率可
以忽略。第1、5、8、i0行中FPE最小值分别为7．030E-03，6．992E-03，
7．149E—03，7．177E一03，其中FPE¨．。最小，说明若只关心tan 6的变化
规律，频率的影响较小，温度和电压的影响较为显著。
同理，对表4—6中CT的C相的300个样本和另一CT的A相任意

300个样本tan 6、温度、电压、频率的建模情况进行分析，也可得到
相同的规律。
由表4-6和表4—4可知，对于现有系统下的监测数据，所揭示的

规律相同，有一定的普遍性。

4．3讨论
绝缘在线监测系统处在复杂的运行环境之中，受各种因素的影响，

本文中由于受到监测量的限制，仍有一些影响因索未能进行分析。
1)电压(电流)基准
以电压基准为例。严格地讲，基准电压应该是施加在试品两端的
电压，或与其同相位的电压向量。在停电后外施电压进行试验时，基
准电压通常取自损耗极小的标准高压电容器的低压侧；而在绝缘在线
监测时，只能利用现场所具备的条件。在现场运行时，基准电压一般
是从已有的电压互感器的二次侧获取。电压互感器有一定的相角误差
并且误差除受环境温度影响外，还受二次侧负荷、电网电压等因素影
响，不是一个恒定的值。因而会导致电压基准的误差不稳定，引起监
测结果失真。
2)运行方式
运行方式的变化会改变被测设备周围的电磁场分布。如邻近线路
的投运或停运将对监测结果造成影响，使得该组设备的监测数据同时
发生变化。
3)运行状况

电力系统中如产生电晕、出现高次谐波等工作状况监测数据将受
到～定影响。

4)周围设备状况
被测设备周围设各的有无、设备的方向、与被测设备的距离等都

会对被测设备周围的电磁分布产生影响，从而影响监测数据。
5)数据的采集和传输过程
采集系统的硬件性能、精度、电磁兼容情况、工作稳定性等都会
对采集数据有一定影响。即使是采集系统的安装方式采用分相安装还
是集中安装也会由于电磁耦合方式的不同而对设备监测数据产生影
响。
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6)环境因素
现场经验表明，tan 5的在线监测值与环境温度、湿度有较强的相

关性。本文采集数据系统中只对温度进行了监测，而忽视了湿度因素，
这也是一个不足之处。
分析各相关物理量对tan 6的影响关系对监测量的选择可以提供
一定的指导意义，对监测系统的测量精度、稳定性、电磁兼容等方面
也提出了更高要求，这些都有待于更迸一步的研究。
目前，电气设备的在线监测技术总的来说还处在初级阶段，基于

各种测量原理的测量系统大量共存，也没有统一的标准对其评判。本
文物理量关系的研究在本测量系统下有一定的普遍性，对于其它系统
下测量结果的也还有待于进一步推广。

4．4小结
本章引入多维时间序列分析对电容型cT在线监测数据中tan 6与

温度、电压、泄漏电流、频率等相关物理量的影响关系进行了分析，
主要内容如下：

、

1)引入部分分量最终预报误差，对时间序列进行多维建模，并通
过各种相同维次下部分分量最终预报误差的比较分析了各变量之间的
关系。
2)以某变电站1IOKV电容型CT监测数据为例，对tan 6与各相关

物理量的关系进行了分析。分析表明，频率对tan 6的影响较小；温度
对tan 6影响较大；电压、泄漏电流的监测值由于蕴涵了其他因素与
tan 6监测值之间也存在一定的影响关系；对tan 6影响的其他因素由
于监测量的限制未能深入分析。
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5结论

论文以变电设备在线监测数据为对象，主要从在线数据的预处理、
数据的预测和监测物理量的关系分析等三个方面进行了研究。通过本
文工作可得到以下结论：

1)比较了各种预处理算法，并对防脉冲干扰的滑动平均算法进行
了改进，实例分析表明该算法简单，机器运算时间少，且对脉冲干扰
抑制效果明显。对高频或低频的干扰，可在频域内设计一个合适的滤
波器或对其进行小波变换。
2)采用时间序列分析对在线数据进行预测。对一维、多维和简化
的多维时间序列模型的参数估计法、FPE定阶法进行了研究，并用实例
对三种模型的预测效果进行了比较。以某1lOkV电容型cT泄漏电流和
环境温度监测值为例，对数据分别建立一维AR模型，二维AR模型和
简化的二维AR模型，并对泄漏电流监测值进行了实时预测。结果表明，
几种算法的预测都是有效的，多维和简化的多维模型预测效果基本一
致，精度比一维模型有一定提高。综合考虑建模有效性和简便性要求，
一维建模方法简单，预测效果较好，适合于工程预测。
3)引入多维时间序列分析对在线监测数据中各监测物理量的关
系进行分析。对监测量分别在各种情况下建立多维时间序列模型，并
通过部分分量最终预报误差的比较分析了1lOkV电容型CT在线监测数
据中tan 6与温度、电压、泄漏电流、频率等相关物理量的影响关系。
分析表明，频率对tan 6的影响较小；温度对tan 6影响较大；电压、
泄漏电流监测值由于蕴涵了其他因素与tan 6监测值之间也存在一定
的影响关系；对tan 6影响的其他因素由于监测量的限制未能深入分
析。
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