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Rectification in metal-semiconciuctctr contacts was first described by Braun in 1x74. We owe the explanation of this ohserv;tticn 

to Schottky. He demonstrated that depletion layers exist on the semiconductor side of such interfaces. The current transport across 

such contacts is determined by their barrier heights. i.e., the respective energy difference between the Fermi level and the edge of 

the majority-carrier band. Since Schottky had published his pioneering work in I938 the mechanisms, which determine the barrier 

heights of metal-semiconductor contacts, have remained under discussion. In lY47, Bardeen attributed the failure of the early 

Schottky-Mott rule to the neglect of electronic interface states. The foundations for a microscopic description of interface states in 

i&u! Schottky contacts was laid by Heine in 1965. He demonstrated that a continu~~m of metal-induced gap states (MIGS), as they 

were called later, derives from the virtual gap states of the complex s~mic(~nductor band-structure. Neither this MIGS model nor 

any of the many other monncnusai approaches, the most prominent is Spicer’s Unified Defect Model, can explain the experimental 

data. In 1987, Miinch concluded that the continuum of MIC states represents the primu~ mechanism. which determines the 

barrier heights in ideal, i.e.. intimate, abrupt. and homogeneous metal-semiconductor contacts. He attributed deviations from what 

is predicted by the MIGS model to other and then secondary mechanisms. In this respect, interface defects. structtlre-rel~ttetl 

interface dipoles. interface strain, interface compound formation, and interface intermixing. to name a few examples. were 

considered. 

1. Introduction 

The discovery of rectifying properties of 
metal-semiconductor contacts by Braun [l] in 
1874 marks the beginning of semiconductor sur- 
face and interface physics. The technical impor- 
tance of this anomalous phenomenon was soon 
realized. Large scale application of plate recti- 
fiers based on cuprous oxide and later on sele- 
nium started as early as 1925 when a patent for 
such devices was issued to Grondahl [23. 

A physical explanation of the unilateral con- 
duction had to wait until Wilson [3] presented his 
quantum theory of semiconductors and the posi- 
tive sign of the Hall coefficient and by this the 
p-type character of Cu,O was finally established 
[41. In his famous paper on the Halbleitertheorie 
der Sperrschicht, which was published by the end 
of 1938, Schottky [.51 explained the blocking be- 
havior of metal-semiconductor contacts by a 
space-charge layer on their semiconductor side 

which is depleted of mobile carriers. By now, this 
conclusion is easily derived. 

In a Gedanken experiment, a metal-semicon- 
ductor contact may be created by gradually de- 
creasing the distance between a metal and a 
semiconductor until eventually an intimate and 
abrupt interface has formed. This is illustrated in 
Fig. 1. The semiconductor is assumed to be non- 
degenerateIy doped n-type and to have no surface 
states within its band gap. The bands are thus flat 
up to the surface for infinite separation between 
metal and semiconductor. 

The work functions of the metal and of the 
bare semiconductor generally differ so that in 
thermal equilibrium an electric fieid will exist in 
the vacuum gap between them. As a conse- 
quence, metal and semiconductor carry surface 
charges of equal density but of opposite sign. The 
condition of charge neutrality may be written as 

Q, + Q,, = 0. (1) 
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In Fig. 1, the metal is assumed to have the larger 
work function. Then, the surface charge f2, on 
the metal and Q, on the semiconductor have a 
negative and a positive sign, respectively. 

The electric field enters both metal and semi- 
conductor. However, the penetration depths are 
quite different. They scale with the Fermi-Dirac 
length of the metal and the Debye length of the 
semiconductor. Due to the large electron densi- 
ties in metals, their screening lengths typically 
measure less than an &ngstrom so that the field 
does not penetrate beyond the first atomic layer. 
For a doping level, for example, of lOi cme3 and 
room temperature, the Debye length amounts to 
typically 13.4 nm. Electric fields thus enter into 
non-degenerately doped semiconductors and, as a 
consequence, extended space-charge layers form, 
For the case assumed in Fig. 1, the space charge 
will be carried by positiveIy charged donors. This 
is equivalent to a surface depletion of mobile 
electrons and an upward bending of the bands 
which increases the energy distance from the 
Fermi level to the conduction-band edge at the 
surface. This is the conclusion which was reached 
by Schottky in his famous paper mentioned above. 

The current transport across such a depletion 
or Schottky barrier is governed by its barrier 
height or, as Schottky initially called it, its 
metal-semiconductor work function, The barrier 

height is defined as the energy distance between 
the Fermi level and the edge of the majority-car- 
rier band, i.e., 

C&, = tu,< - IV, Pa) 

and 

Ub) 

where Wci and Wvi denote the conduction-band 
minimum and the valence-band maximum at in- 
terfaces with n- and p-type doped semiconduc- 
tors. For a specific metal-semiconductor pair, 
the experimental barrier heights 4nn and (2tgP 
were always found to add up to the width of the 
buik band gap of the semi~ondu~or. 

Since Schottky published his basic paper in 
1938 the mechanisms determining the barrier 
heights in metal-semiconductor OF Schottky con- 
tacts, as they are customarily named to honor 
Schottky’s pioneering contribution to this field, 
have remained under discussion. In this contribu- 
tion I will describe my view of the present under- 
standing of this topic. For an extended review on 
metal-semiconductor contacts and a collection of 
most relevant papers in this fiefd, the reader is 
referred to Refs. [S] and [7], respectively. More 
detailed presentations of specific aspects of semi- 
conductor surface and interface physics may be 
found in Ret: [8]. 

- --- ----Z u--z Lz 

Cl) i-d Cl 
Fig. 1. Development of a Schattky barrier as a function of decreasing met~l-t~sem~~~du~t~r distance. 
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2. Determination of barrier properties 

2.1. Barrier heights 

Barrier heights in metal-semiconductor con- 
tacts may be evaluated from their 
_ current-voltage or Z/V and 
_ capacitance-voltage or C/V characteristics as 
well as by 
- internal photoemission and 
_ ballistic electron emission microscopy (BEEM). 
The experimental data discussed in this paper 
were mostly derived from I/V and C/V charac- 
teristics. Therefore, these two methods shall be 
discussed briefly. 

Current transport in Schottky contacts is due 
to majority carriers and, to a first approximation, 
it may be described by thermionic emission over 
the interface barrier. Tunneling through the bar- 
rier must be considered for high doping levels of 
the semiconductor, i.e., for narrow space-charge 
layers. For moderately doped n-type semiconduc- 
tor substrates, the density of the thermionic emis- 
sion current may be written as 

j =A, exp(GWkJ)[1 - exp( -e&,,/k,T)], 

(3) 

with the saturation current density 

j,, =A*,T2 exp( -4’,,,/k,T). (4) 

Here, A: is the effective Richardson constant, n 
is the so called ideality factor, and 4:” is the 
barrier height at zero applied bias V,. For a 
derivation of these relations the reader is re- 
ferred to Refs. [9] and [lo]. 

Recently, Sullivan et al. studied the current 
transport across homogeneous as well as inhomo- 
geneous metal-semiconductor interfaces by nu- 
merical simulations [ll]. Inhomogeneous Schot- 
tky contacts were modeled by patches with low 
barrier height which are embedded in a region 
with larger barrier height. Here, only the ideality 
factor and the effectiue barrier height are of 
interest. The ideality factor was obtained to be 
close to unity, typically II < 1.03, for homoge- 
neous Schottky contacts, but becomes as large as 
1.25 when the diameter of the patches measures 
0.06 pm with all other parameters kept un- 

changed. Simultaneously, the effectil’c barrier 
height of these patchy contacts decreased from 
the large value assumed for the embedding re- 
gion to almost the smaller value chosen for the 
patches. The ideality factor and the effective bar- 
rier height were found to be almost linearly cor- 
related. These results indicate that ideality fac- 
tors n close to unity are a characteristic of homo- 
geneous Schottky contacts. This result will be an 
important criterion for the selection of cxperi- 
mental barrier heights which will be considered 
in this paper. 

The differential capacitance of the depletion 
layers in homogeneous Schottky contacts is ob- 
tained as 

Cdep = [ e&,e,N,/2( eoV, - e&,)1 “‘, (5) 

where E,, is the bulk dielectric constant. The 
extrapolated intercept on the abscissa of an l/C’ 
versus v, plot gives the interface band-bending, 

W, = 4nn - ( W,, - W, 1. (6) 

The energy distance IV,, - W, = W,, from the 
Fermi level to the conduction-band minimum in 
the bulk is determined by the donor density Nd in 
the bulk. The flat-band barrier heights 4n,, deter- 
mined from the C/V characteristics of Schottky 
diodes are larger than their zero-voltage barrier 
heights b”,, evaluated from the respective f/V 
characteristics. 

Ballistic electron emission spectroscopy 
(BEEM), a technique pioneered by Kaiser and 
Bell, utilizes the injection of electrons from a tip 
through a vacuum gap into the metal over-layer of 
Schottky contacts [12]. Provided the metal layer is 
sufficiently thin, a fraction of the injected elec- 
trons will reach the metal-semiconductor intcr- 
face without scattering. These ballistic electrons 
will enter into the semiconductor only if their 
energy with respect to the Fermi level in the 
metal is larger than the barrier height of the 
contact or, in other words, if the voltage applied 
between the tip and the sample exceeds the bar- 
rier height. In patchy Schottky contacts, the length 
scale for the lateral resolution of BEEM is deter- 
mined by the Debye length of the semiconductor 
and the extension of the depletion layer. How- 
ever, irregularities of the metal film such as varia- 
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tims in thickness or chemical composition and 
grain boundaries will reduce the lateral resolu- 
tion. 

Physical models and explanations are always 
based on certain assumptions and idealizations. 
For the present case, intimate, abrupt, and homo- 
geneous metal-semiconductor interfaces are the 
ideal. In general, both structural and composi- 
tional characterizations of metaI-semiconductor 
interfaces are rather complicated and have been 
performed for specific cases only. 

Chemical reactions were already detected in 
metal-selenium rectifiers by Poganski as earfy as 
1952 [13], Cd/S e rectifiers are the most promi- 
nent example. Just after metal evaporation their 
diode properties are poor but they are drastically 
improved by subsequent tempering at elevated 
temperatures. Careful studies revealed the for- 
mation of n-CdSe interlayers during such anneal- 
ing treatments. In the resulting Cd/n-CdSe/p-Se 
sandwich structures, rectification occurs at the 
p-Se/n-CdSe heterojunction rather than at a 
metal-semiconductor interface. 

During the past 40 years, quite a number of 
experimenta techniques have been developed and 
improved for the d~te~ination of both the atomic 
arrangement and the chemical composition on 
surfaces which are either clean or covered with 
up to a few monolayers of adatoms. Typical and 
widely used structural probes are low-energy 
electron diffraction (LEED) and scanning tunnel- 
ing microscopy @TM) while chemical surface 
compositions are routinely studied by electron-ex- 
cited Auger electron spectroscopy @ES) and 
core-level photoemission spectroscopy (PESI. 
These nondestructive techniques were also ap- 
plied to follow the fo~ation of metal-semicon~ 
ductor interfaces. However, the applicability of 
electron-diffraction as well as electron-emission 
techniques in interface studies is principally lim- 
ited by the escape depths of the electrons em- 
ployed. For kinetic energies ranging between 50 
and 200~ eV, the escape depths of electrons vary 
from 0.4 to 2 rim, respectively. 

Alkali metals, which are evaporated on semi- 
conductors and investigated at reduced tempera- 
tures, behave almost ideally in that they grow 
layer-by-layer. Already two layers, for example, of 
cesium atoms exhibit metallic behavior [14]. 

Most metafs evaporated on semiconductor sur- 
faces at room temperature form islands and, in 
some cases, it takes more than nominally 15 nm 
of metal deposited until the films eventually be- 
come continuous (see for example Ref. [15]). 
Chemical compositions at interfaces between 
continuous films of such metals and semi~nd~c- 
tors can thus not be obtained by using the elec- 
tron-emission spectroscopies mentioned above. 
Furthermore, data acquired at submonolayer cov- 
erages are not necessarily representative for real 
interfaces formed after evaporation of thicker 
metal ovedayers. As an example, some results 
reported for GaAs and InP Schottky contacts 
shall be briefly mentioned. For a compilation of 
experimental data, the reader is referred to Ref. 
1161. Many of the metals investigated were found 
to react with. these compound semiconductors, 
i.e., chemical bonds at the semiconductor surface 
become disrupted. However, this does not neces- 
sarily impfy that interfaces under thicker metal 
overlayers are intermixed. Most metals have larger 
surface free energies than gailium, iridium, ar- 
senic, and phosphorus f17,Bl. Therefore, the lat- 
ter atoms will segregate on surfaces of the grow- 
ing metal islands and films. Furthermore, the 
solid solubility of the substrate atoms determines 
the extent to which they are dissolved in growing 
metal films. 

Most of the 36 transition metal atoms evapo- 
rated on GaAs(llO) surfaces at room tempera- 
ture were found to repface surface Ga atoms [19]. 
Mostly, this cation exchange is limited to the top 
surface layer. The Ga atoms released first coal- 
esce into islands and eventua1Iy segregate on top 
of the growing metal films. 

Chemical compositions may also be evaluated 
utilizing destructive methods such as ion milling 
and secondary ion mass spectroscopy. The im- 
pinging ions not only remove surface atoms but 
also generate collision cascades in which the 
atoms are i~term~ed. These regions ~ically ex- 
tend 2 to 5 nm below the surface. Thus, chemieaf 



compositions at interfaces are difficult to evalu- 
ate from such data. 

2.3. Atomic arrangements at interfaces 

A typical experimental tool for the determina- 
tion of surface structures is low-energy electron 
diffraction (LEED). Since the escape depths of 
the electrons used are small this technique is not 
suitable for interfaces between thick and continu- 
ous metal films and semiconductors. In recent 
years, X-ray techniques have been developed and 
considerably improved for the determination of 
surface and even interface structures. This 
progress is at least partly due to new and power- 
ful X-ray sources such as electron storage rings. 
The potential of grazing-incidence X-ray diffrac- 
tion was demonstrated by Hong et al. who investi- 
gated buried Ag/Si(ll 1) interface structures 1201. 
The clean-surface Si( 11 l)-7 x 7 reconstruction 
was found to persist under 26 nm of silver de- 
posited at room temperature. Annealing of such 
films at 25O”C, however, transformed the 7 X 7 
into a 1 X 1 interface structure. The 7 X 7 struc- 
ture has the lowest surface free energy of all 
clean-surface Sic111 1 structures but is obvious- 
ly metastable under thick Ag films. The 
Sic1 11) : Ag(fi X v’%)R30” structure, which is ob- 
tained, for example, by deposition of a monolayer 
of Ag at 500 K, did not form. Quite on the 
contrary, the Ag-induced (I/?? x fi)R30” struc- 
ture is destroyed by further silver deposition even 
at room temperature. The conversion of the 7 X 7 
to the 1 x 1 interface structure increases the bar- 
rier height by 0.05 eV from 0.69 to 0.74 eV [21]. 

The most interesting examples are the epitax- 
ial NiSi,/Si( 111) interfaces. Such interfaces can 
be grown with a high degree of perfection. 
Cross-sectional investigations with high-resolu- 
tion transmission electron microscopes revealed 
such interfaces to be abrupt and to grow in two 
different orientations of the epitaxial Nisi, films 
with respect to the underlying Si substrate. In 
type-A interfaces, the lattices are identically 
aligned on both sides of the interface while they 
are rotated by 180” around the interface normal 
for the case of type-B contacts [22,23]. Investiga- 
tions of medium-energy ion scattering [24] as well 

as X-ray standing waves [25] confirmed that at 
both interfaces the Ni atoms are sevenfold coor- 
dinated. Rutherford backscattering provided up- 
per limits of 1 X 10” and 3 X 1O’3 Si atoms per 
cm’ being displaced from lattice sites on the 
semiconductor side of type-A and type-B 
Nisi ,/Si( 11 1) contacts, respectively [24]. Mean- 
while it is well established that the barrier heights 
of the two types of NiSi,/Si( 111) contacts differ 
by 0.14 eV. Tung was the first to showthat they 
measure 0.65 eV for type-A and 0.79 cV fol 
type-B interfaces prepared on samples doped n- 

type [261. 

3. Mechanisms determining the barrier heights in 
Schottky contacts 

3. I. No interface states: the Schottky-Mott rule 

Schottky [5] proposed that rectification at 
metal-semiconductor contacts is due to the cxis- 
tence of depletion layers on the semiconductor 
side of such interfaces. Already a year later. 
Schweikert [27] reported a linear correlation bc- 
tween barrier heights measured with meta- 
selenium rectifiers and the work functions of the 
metals used. Such a chemical trend is obtained by 
quantifying the Gedanken experiment which is 
illustrated in Fig. 1 (see, for example, Ref. [6]). 

In the vacuum gap between a metal and a 
semiconductor facing each other. an electric field 
exists due to the difference d,,, - d\,) of their 
work functions. The electric field penetrates into 
the semiconductor and its work function in- 
creases by the respective surface band-bending 
e,,Vd. Since metals exhibit high densities of states 
at the Fermi level, the respective band bending at 
the metal surface will be extremely small and may 
be safely neglected. Therefore, the energy barrier 
across the vacuum gap, which amounts to (b,,, -- 
4,(, for infinite metal-semiconductor separation. 
reduces by eoVd. Assuming the semiconductor 
and the metal to form a parallel-plate capacitor 
with plate separation d,,, the surface charge 
densities on the semiconductor and the metal are 
given by 

Q,, = - r;>, = ( E,,/eg) [( 4, - &, ) - ~~~V,1/4,,,. 
(7) 



W. Miinch / Metal-semiconductor contacts: electronic properties 933 

By solving Poisson’s equation, the space-charge 
density in depletion layers is obtained as 

e,, = + (2~“+&“Kj)“*, (8) 

for eo& = Wci - W,, 2 3k,T. By combining Eqs. 
(7) and (8), one obtains 

(9) 
In the limit of an intimate contact, i.e., for d,, -+ 
0, it follows 

4, - & - e,,V, = 0. (IO) 

The work function of a semiconductor, which has 
flat bands up to the surface, may be written as 
& = Xs + CW,, - W,>, where Xs is the surface 
electron affinity. Together with definition (2a) of 
the barrier height, Eq. (10) may be rewritten as 

?&=&-Xs, (11) 

which is the famous Schottky-Mott rule [28,29]. 
Barrier heights reported for GaAs Schottky 

diodes are displayed in Fig. 2. All data were 
evaluated from I/V curves. The ideality factors 
n ranged between 1.03 and 1.07. Thus, the data 
considered here originate either from homoge- 
neous or from only slightly inhomogeneous 
Schottky diodes. To within 0.03 eV, which is the 

12, 
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Metal work - function 
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Fig. 2. Barrier heights of GaAs Schottky contacts as a function 

of the metal work-function. The straight line represents the 

Schottky-Mott rule. From Ref. [6]. 

limit of experimental uncertainty, these flat-band 
barrier heights agree with respective values evalu- 
ated from C/V characteristics. Obviously, the 
experimental data are not described by the 
Schottky-Mott rule (11). As a trend, however, 
larger barrier heights seem to correlate with larger 
metal work-functions. There is no clustering of 
data points at or close to specific values. The 
experimental barrier heights rather scatter by 0.47 
eV between 0.62 eV for Mg- and 1.09 eV for 
Ru-GaAs diodes. Schottky diodes were prepared 
on both {llO}- and {lOO}-oriented substrates. 
Within the limits of experimental error, the data 
reveal no dependence of the barrier heights on 
the crystallographic orientation of the substrate 
surface. Details of the preparation, however, have 
a pronounced influence on the barrier height. In 
most cases, the metals were thermally evapo- 
rated. Electrochemical metal deposition, how- 
ever, results in diodes with larger barrier heights 
compared with what is obtained when the metals 
are evaporated or even sputtered. Co/GaAs(OOl) 
Schottky diodes, for example, were prepared by 
thermal evaporation and electroless deposition of 
Co and were found to have barrier heights of 0.76 
and 1.00 eV, respectively [30,31]. 

3.2. The effect of a continuum of interface states 
on barrier heights 

The barrier heights reported by Schweikert 
[27] for metal-selenium rectifiers certainly 
showed a linear correlation with the metal work- 
function but the slope S, = d4,,/d4, was much 
smaller than unity as predicted by the Schottky- 
Mott rule (11). Later on, similar observations 
were made with other semiconductors. Bardeen 
[321 attributed the obvious discrepancy between 
the experimental barrier heights of metal-semi- 
conductor contacts and the Schottky-Mott rule 
(11) to electronic interface states. Electronic in- 
terface states will absorb charge which has to be 
added to the condition of charge neutrality, i.e., 
Eq. (1) may be rewritten as 

Qm + Qis + Qs, = 0. (12) 
Since Q, and Qis reside on either side of the 
interface an electric double layer exists at 
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Fig. 3. Schematic band diagrams at intimate, rectifying 

metal-semiconductor contacts without and with electronic 

interface states. 

metal-semiconductor interfaces. Its width & is of 
atomic dimensions. 

The effect of interface states on the barrier 
heights of metal-semiconductor contacts was first 
analyzed by Cowiey and Sze [33]. They assumed a 
continuum of interface states with a constant 
density of states D, across the band gap and a 
charge neutrality level ttcni. For cncrgies larger 
and smaller than PV&,, the interface states have 
acceptor and donor character. respectively. The 
charge density in these interface states is then 
given by 

where cf& = wci - Wcnr is the barrier height for 
Qis = 0, i.e., when nu interface dipole exists and 
the Fermi level coincides with the charge neutraf- 
ity level of the continuum of the interfaces states. 

Fig. 3 displays band diagrams for rectifying 
metal-semiconductor contacts with and without 
interface states. The effect of interface states will 
be again analyzed for a parallel-plate-capacitor 
arrangement. The voltage drop across the interfa- 
cial double layer is related to the surface charge 
density as 

d Z~,-X;-4fiBn= -(eJEiEt))i?,,lSj* (141 

where E; is the diefectric constant of the interfa- 
ciai layer. Inserting of Eqs. (81, (13), and (14) into 

the condition of charge neutrality (121 finally 
gives 

with the slope parameter 

The barrier heights are again linearly related to 
the work Functions of the metals but the slope is 
reduced and depends on the density of states in 
the continuutTi of interface states. For D,, = 0. 
the slope parameter reaches its maximum value. 
S, = 1, i.e., the Schottky-Knott rule is recovered. 
With Di, -+ =, the barrier height becomes inde- 
pendent of the metal work-function, i.c., S,, = 0. 
Then, the Fermi level is pinned at the charge 
neutrality level of the interface states. 

At clean metat surfaces or, in other words, at 
metal-vacuum interfaces, the wavefunctions of 
the electrons are exponentially decaying into vac- 
uum. When the vacuum is replaced by a semicon- 
ductor or, more generally speaking, a dielectric 
the propagation of the wavefunctions across the 
solid-solid interface is somewhat more compli- 
cated. At the same time when Cowley and Sze 
analyzed the influence of a continuum of inter- 
face states on barrier heights in Schottky con- 
tacts, Heine 1341 pointed out that at metal-semi- 
conductor contacts a continuum of metal-~~d~lce~i 
interface states will exist. He argued that thcsc 
states are derived from the virtual gap states 
fViGS) of the complex band structure of the 
semiconductor. 

Schriidinger’s equation may be solved nut only 
for real but also for complex wavevectors. For the 
bulk band structure, only real wavevectors are 
relevant since otherwise the Bloch functions can- 
not be normalized. Complex wavevectors mean 
that the wavcfunctions decay or grow cxponen- 
tially. Such behavior becomes meaningful at in- 
terfaces since the wavefunctions of real interface 
states will decay exponentiaIly to both sides of the 
interface and are thus normalized. Such sotutions 
of Schriidinger’s equation with comptex wavevec- 
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tors will have energy levels which lie within gaps 
of the bulk band structure. Therefore, these solu- 
tions of Schr~dinger’s equation are called virtual 
gap states (ViGS) of the complex band structure. 
Virtual gap states were first considered by Maue 
[35J for one-dimensional, linear chains of finite 
length by using the approximation of nearly free 
electrons. The respective ViGS wavefunctions 
may be written as 

e(z) =A exp( -4.2) cos(rrz/a +cp), (17) 

where A is a constant, cp is a phase factor which 
varies across the band gap, a is the lattice param- 
eter of the chain, and 4 is the imaginary part of 
the wavevector. 

With appropriate boundary conditions, real 
surface and interface states are derived from the 
continuum of virtual gap states. Real surface 
states at the ends of linear chains are obtained 
when one of the oscillatory solutions (17) can be 
fitted to a tail which exponentially decays into 
vacuum. Respective boundary conditions were 
derived by Maue [35]. With regard to interface 
states at metal-semiconductor interfaces, Heine 
[34] argued that 
o in the energy range, where the metal conduc- 
tion-band overlaps the semiconductor band-gap, 
the wavefunctions of the metal electrons decay 
into the semiconductor and 
o these tails are to be described by the virtual 
gap states of the semiconductor band structure. 
These metal-induced gap states (MIGS), as they 
were named later, form a continuum. They are 
occupied up to the Fermi level and empty above. 
Since the MIG states are derived from the bulk 
energy bands they will predominantly have donor 
character near to the valence-band maximum and 
acceptor character closer to the conduction-band 
minimum. The respective branch point is intu- 
itively cahed the charge neutrality level of the 
ViGS. Charge neutrality levels of ViGS were 
computed first by Tejedor et al. [36] and later on 
by Tersoff [37] as well as Cardona and Chris- 
tensen 1381. 

More realistic calculations of electronic prop- 
erties of metal-semiconductor contacts were first 
performed by Lottie and Cohen 1401. They consid- 
ered Al-jellium/ silicon contacts. Their calcula- 

tions revealed four different types of electronic 
states to exist at such interfaces: 
l In the energy region, where the conduction 
band of the metal overlaps the semiconductor 
valence-band, the states are matched and bulk- 
like on either side of the interface. 
l Below the bottom of the metal conduction- 
band, bulklike semiconductor states penetrate 
into the metal. 
l Truly localized interface states, which decay to 
both sides of the interface, may be present in 
low-lying semiconductor band gaps. 
l In the energy range where the metal conduc- 
tion-band overlaps the energy gap of the semi- 
conductor, the wavefun~tions of the metal elec- 
trons tail into the semiconductor. This gives a 
continuum of metal induced-gap states (MIGS) 
which are occupied up to the Fermi level and 
empty above. 
These calculations excellently confirmed Heine’s 
conclusions which were based on simple physical 
concepts. 

Recently, the existence of a continuum of 
metal-induced gap states was experimentally 
demonstrated by First et al. 1411. They evaporated 
submonolayer quantities of iron on cleaved 
GaAs(ll0) surfaces at room temperature and in- 
vestigated the deposit with a scanning tunneling 
microscope. They found the evaporated iron 
atoms to coagulate in small epitaxial clusters. 
Islands with volumes larger than 1 nm3 showed 
metallic behavior. Around such particles, metallic 
states detected on them were observed to overlap 
the semiconductor band gap in energy. These 
states decay exponentially as a function of dis- 
tance away from the metallic iron islands. By 
using p- and n-type GaAs samples, occupied as 
well as empty gap states were probed. Experi- 
mental results published by First et al. are dis- 
played in Fig. 4. The decay Iengths of these gap 
states vary U-shaped across the GaAs energy gap 
with a minimum length of 0.34 nm near to mid-gap 
position. This experimental result is in excellent 
agreement with theoretical predictions. Already 
Maue [35] showed that the decay lengths l/q of 
the ViGS vary U-shaped across the energy gap of 
one-dimensional chains. Louie et al. [421 studied 
Al-jellium/GaAs contacts by using a pseudo- 
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Fig. 4. Energy dependence of the decay length of gap states 

tailing away from metallic iron islands on cleaved GaAs(l IO) 

surfaces as determined by using a scanning tunneling micro- 

scope: (0) and (0) data recorded with samples doped p- and 

n-type. After First et al. [41]. 

potential approach. They obtained a U-shaped 
continuum of metal-induced gap states across the 
GaAs energy gap and a minimum decay length of 
0.28 nm for the charge density in these MIGS. 

The continuum of gap states around metallic iron 
islands on cleaved GaAs(ll0) surfaces, which was 
directly observed by First et al. with a scanning 
tunneling microscope, exhibits all the features 
characteristic of the continuum of metal-induced 
gap states. 

3.4. The electronega tir ity concept of charge transfer 
at metal-semiconductor interfaces 

In their study on the influence of a continuum 
of electronic interface states on barrier heights in 
metal-semiconductor contacts, Cowley and Szc 
[X3] made no assumptions on the physical nature 
of these states. Already Heine [34] identified them 
as the MIGS continuum. The charge in the MIGS 
or, in other words, the charge transfer across the 
interface determines the interface position of the 
Fermi level or, in other words, the barrier height. 
This is explained schematically in Fig. 5. 

The Q$ versus W, diagram on the right side 
of Fig. 5 immediately provides a chemical trend 
of barrier heights in Schottky contacts provided 
the charge transfer at metal-semiconductor in- 
terfaces is known. No such calculations have been 

0 
xrn -x* 

Fig. 5. Band diagram. charge transfer, and harrier height at metal-semiconductor contacts containing a continuum of interface 

states and interface defects of donor type in addition (schematically). 
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performed till now. Therefore, the present author 
extended Pauling’s electronegativity concept of 
the partial ionic character of covalent bonds to 
semiconductor interfaces [391. 

Pauling [43] correlated the ionicity Aqr of sin- 
gle bonds in diatomic molecules A-B between 
unlike atoms with the difference X, -X, of the 
atomic electronegativities of the atoms forming 
the molecule. A revised version of the relation 
originally proposed by Pauling is that of Hanney 
and Smith [44] 

Aql=0.161X,-X,I+0.035(X,-X,)2. (18) 

In a simple point-charge model, the atoms are 
charged by + Aqre, and - Aqre,,, where the more 
electronegative atom becomes negatively charged. 
In a more realistic picture, the bond charge is 
slightly shifted towards the more electronegative 
atom in heteropolar diatomic molecules while it 
is in the middle between both atoms in homopo- 
lar diatomic molecules. 

Pauling’s concept proved to be useful also in 
solid state physics. Miedema and coworkers [45] 
applied it to metal alloys. The present author 

used it for modeling of the charge transfer across 
semiconductor interfaces [39] and proposed that 
to first approximation the charge transfer across 
metal-semiconductor interfaces varies propor- 
tional to the difference X, -X, between the 
electronegativities of the metal and the semicon- 
ductor. For elemental semiconductors, their 
atomic electronegativities may be used. In gener- 
alizing Pauling’s concept, the electronegativity of 
compounds is taken as the geometric mean of the 
atomic electronegativities of their constituents. 
For binary compounds one then obtains 

x,, = ( xAxBy2. (19) 

According to relation (18), the electronegativ- 
ity concept of the charge transfer at metal-semi- 
conductor interfaces assumes that the charge Qg 
in the metal-induced gap states varies propor- 
tional to the electronegativity difference X, - X,. 
The W, versus Qg or, what is the same, W, 
versus (X,,, - X,) diagram on the right side of Fig. 
5 now provides a chemical trend of the barrier 
heights of metal-semiconductor contacts. For X, 
-X, = 0, the Fermi level will coincide with the 

Electronegativity (Miedema) 
2 3 5 6 

A 0 0 I1101 

0.6-----7$- 

1 1 I I I 

-2 -1 0 1 2 

Electronegativity difference X, -XGaAs 
Fig. 6. Barrier heights reported for metal/GaAs contacts against the electronegativity difference X,,, -XGaAs (Miedema elec- 

tronegativities). From Refs. [6,44]. 
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Fig. 7. Barrier heights reported for metal/&P contacts 

against the electronegativity difference X,,, ~ XC;,,,, (Miedcma 

electronegativities). From Ref. [ 141. 

charge neutrality level of the MIG states. Thus, 

the barrier height will vary as 

~~“=~~“~~~(~~-~,), (20) 

for semiconductors doped n-type. Eq. (201 is ilius- 

c 

I Si 

trated by the diagram in the lower right side of 
Fig. 5. Relation (20) explicitly states that the 
charge neutrality levels represent no canonitni 
~?~r~r~~~l~ ~us~t~un.~ of the Fermi kwl in mctal-semi- 
conductor contacts. According to Eq. (161, the 
slope S, is determined by Di,6i/t,. i.e., by the 
product of the density of interface states and the 
width of the interface dipole layer divided by the 
interface dielectric constant. 

There have been previous attempts to corre- 
late harrier heights of Schottky contacts with 
metal clectronegativities. These earlier u’, Is,, vcr- 
sus X,, plots were still inspired by the Schottky- 
Mott rule in that they replaced the metal work- 
function by the metal clectronegativity. By this, 
dipole contributions to the work functions, which 
are known to vary as a function of surface orien- 
tation, should remain disregarded. It shall hc 
explicitly emphasized that the present corrcIation 
hetween barrier heights of Schottky contacts and 
the d~ffe~e~z~~ of the metal and semiconductor 
clcctronegativities conceptually differs from thcsc 

Metal electronegativity “+w 

Fig. H. Barrier heights reported for metal/Si and silicide/silicon contacts against the metal electronegativity CX{XTi)’ “’ ““) 

(Miedema electronegativities). The charge-neutrality harrier height was entered at ,Y,, = 4.7. From Ref. 1461. 
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earlier attempts. The present approach models defect levels which are generated in the selvedge 

the charge transfer between the metal and the of the semiconductor during metal depositions. 
metal-induced gap states of the semiconductor by However, the experimental data obtained - and 

the electronegativity difference X,,, -X, and, this is most important - with Schottky diodes do 

therefore, it predicts the charge-neutrality barrier not support the Unified Defect Model. This does 

height 4&, for metal-semiconductor pairs with not mean that defects play no role in determining 

x,-x,=0. barrier heights in Schottky diodes. 

In Figs. 6 to 8, barrier heights of GaAs [44], 
GaP [15], and Si [45] Schottky diodes are plotted 
as a function of the electronegativity difference 
X, -X,. The GaAs data are the same as in Fig. 
2. All data were evaluated from Z/I/ curves. Only 
the Cs/GaAs and Cs/GaP data were determined 
by using photoemission spectroscopy and a Kelvin 
probe. To obtain metallic cesium overlayers, the 
semiconductor substrates were held at low tem- 
peratures during Cs evaporation and subsequent 
measurements. 

According to relation (201, the charge-neutral- 
ity barrier heights +Bn - 0 - IQ - W,., were entered 

at the electronegativity difference X, - X, = 0. 
Here, the charge neutrality levels of the ViGS 
evaluated by Tersoff [37] were used. The straight 
lines, which were drawn through the charge-neu- 
trality points, represent upper limits of the bar- 
rier heights in GaAs, GaP as well as Si Schottky 
diodes. The arguments, which led to relation (201, 
suggest to assign these straight lines to the charg- 
ing of the continuum of metal-induced gap states. 
Consequently, the present author proposed the 
continuum of metal-induced gap states to be the 
primary mechanism which determines the barrier 
heights in intimate, abrupt, and homogeneous 
Schottky contacts and deviations to lower barrier 
heights are attributed to other, secondary mecha- 
nisms which are effective in addition to the MIG 

states 146,471. 

The Effective Work Function Model of 
Freeouf and Woodall [49] was designed to pre- 
serve the Schottky-Mott rule. It proposes to re- 
place the work function of the metal deposited by 
an effective work function. For this purpose, the 
formation of anion microclusters was assumed by 
either oxide contaminations or metal-semicon- 
ductor interactions at interfaces between gold 
and compound semiconductors. It was suggested 
to replace the metal work-function in Eq. (11) by 
the work function of the anions. Again, this model 
cannot account for the wealth of the experimen- 
tal data. By the way, this model is almost equiva- 
lent to the common anion rule which is not 
supported by the experimental data either. This 
does not mean that anion aggregates play no role 
at all in determining barrier heights in Schottky 
contacts. However, there is no unambiguous ex- 
perimental evidence for the existence of such 
microclusters at metal-semiconductor interfaces. 

3.5. Mechanisms other than MIGS 

The conclusion just reached means that there 
is not just one physical mechanism which deter- 
mines the barrier heights in metal-semiconduc- 
tor contacts. In the past, always monocausal ap- 
proaches were invoked to explain the nonuniform 
chemical trends observed with the barrier heights 
of Schottky contacts. Most theoreticians favored 
the continuum of metal-induced gap states, i.e., 
the MIGS model. A most prominent contender 
was Spicer’s Unified Defect Model [48]. It postu- 
lates that the Fermi level becomes pinned at 

The experimental data for GaAs, GaP, and Si 
Schottky contacts, which are displayed in Figs. 6 
to 8, show deviations from the MIGS lines to- 
wards lower barrier heights. There are a number 
of mechanisms, which might reduce barrier 
heights in metal-semiconductor contacts, such as 
l interface defects, 
l structure-related interface dipoles, 
0 interface strain, 
l interface compound formation, and 
0 interface intermixing, 
to name a few examples. Some of these extrinsic 
mechanisms are also considered in discussions of 
the band line-up at semiconductor heterostruc- 
tures. Here, only the influence of interface de- 
fects and of structure-related extra dipoles on the 
barrier height shall be discussed. 
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3.5.1. Interface defects 
Interface defects at metal-semiconductor in- 

terfaces will become charged and have thus to be 
considered in the condition of charge neutrality 
at the interface. Relation (12) is then replaced by 

Q, + Qg + Qid + Qsc = 0, (21) 

where Qid is the charge density in interface de- 
fects. The charge density Q, on the metal side is 
now balanced by Q,= QEi + Qid+Qsc on the 
semiconductor side of the interface. 

The energy levels of adatoms on metal sur- 
faces or, more generally speaking, of defects at 
metal-vacuum interfaces are customarily broad- 
ened into wide resonances due to the interaction 
of the atomic levels with the continuum of con- 
duction-band states. The respective line widths 
amount to typically 1 eV. At metal-semiconduc- 
tor interfaces, the interaction between the metal 
and defects in the semiconductor selvedge is 
screened by the interface dielectric function ei. 
Ludeke et al. [50] obtained l i = 4. The interac- 
tion matrix element contains the Coulomb poten- 
tial squared and, therefore, the broadening of 
defect levels at metal-semiconductor interfaces 
reduces to 60 meV [51]. Defects in Schottky con- 
tacts may thus be assumed to exhibit sharp levels. 

The influence of donor-type defects on the 
barrier heights of metal-semiconductor contacts 
is illustrated in Fig. 5. Sharp donor levels are 
assumed above the charge-neutrality level of the 
continuum of metal-induced gap states. As long 
as that much negative charge is transferred to the 
semiconductor as to keep the Fermi level well 
above the defect level, all donors are neutral. 
With decreasing negative charge in the semicon- 
ductor, the Fermi level approaches the defect 
level and defects are gradually charged positively. 
As a result, the Fermi level becomes intermedi- 
ately pinned at the position of the defect levels. 
When all defects are eventually charged the con- 
tinuum of MIG states will again take up addi- 
tional charge and will again determine the posi- 
tion of the Fermi level in the band gap as a 
function of charge on the semiconductor side of 
the interface. In the diagrams on the right side of 
Fig. 5, the dashed lines illustrate the influence of 
the donor-type defects on the Fermi-level posi- 

tion within the gap or, what is the same, on the 
barrier height as a function of the charge density 
QEi + Qid on the semiconductor side of the inter- 
face. Evidently, interface donors are lowering the 
barrier heights with respect to what is found 
when no interface defects are present. 

Discrete interface donors contribute a net 
charge per unit area 

Qici = +enNid[l -fo( WI, - W,II t (22) 
where Nid and W,, are the area density and the 
energy levels of the interface defects, respec- 
tively, and f,,<Wi, - WF) is the Fermi-Dirac dis- 
tribution function. The maximum decrease 84::” 
of the barrier height is achieved when all inter- 
face donors are charged, i.e., for f. = 0. By insert- 
ing Eqs. (81, (131, (14), and (22) into the condition 
of charge neutrality (21) one obtains 

&$;r= -(1 - S,)N,,,/D$:‘. (23) 

The experimental data plotted in Figs. 6 to 8 give 
maximum barrier-height reductions of S4:,“” = 
-0.3 eV. With S, = 0.2 and DEi = 3 x lOI cm-’ 
eV’, which are typical parameters, one obtains 
a density of approximately 1 x lOi interface 
donors per cm2. This simple estimate is in excel- 
lent agreement with results from more elaborate 
computations by Zhang et al. [52]. 

The reduced barrier heights in Figs. 6 to 8 with 
respect to the MIGS lines may thus be explained 
by defects of donor type. The estimated maxi- 
mum density of 1 X lOI cmm2 corresponds to 
approximately one tenth of a monolayer. As was 
pointed out earlier, such defects might be fabrica- 
tion-induced. As possible candidates for such 
donor defects, Weber et al. proposed Aso, anti- 
site defects to exist in metal-GaAs contacts 1531. 
Since such defects are double donors, interface 
acceptors have to be present in addition [54]. 
Such Aso, defects might also be described as 
anion microclusters. However, no fabrication-in- 
duced defects were identified at metal-semicon- 
ductor interfaces till now. 

3.5.2. Structure-related interface dipoles 
The barrier heights of type-B and type-A 

NiSi,/Si(lll) contacts measure 0.79 and 0.65 
eV, i.e., they differ by 0.14 eV. These data were 
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first reported by Tung [261 and later on con- 
firmed by many other groups. Fig. 8 reveals the 
data point for type-B interfaces to fit the silicon- 
MIGS line while type-A contacts deviate from it 
towards lower barrier heights. Furthermore, 
growth studies suggested that the interface free 
energy is lower for type-B than for type-A inter- 
faces [55]. The reduced barrier height of type-A 
contacts cannot be attributed to interface defects. 
Medium-energy ion scattering studies performed 
by Fischer et al. gave an upper limit of 1 X lo’* 
displaced Si atoms per cm2 [241. By inserting such 
a low density of defects and the typical parame- 
ters used above into Eq. (231, one estimates a 
barrier-height decrease by 3 meV. Therefore, a 
me~ha~ism other than defects has to be responsi- 
ble for the reduction of the type-A barrier height 
in comparison with the one of type-B contacts 
which fits the silicon MIGS-line. 

Besides defects, structure-related interface 
dipoles or, in other words, charge transfer across 
interfaces in addition to what results from the 
MIG states will also lead to variations in barrier 
heights. The present author proposed to describe 
such interface dipoles by an electric double layer 
[8]. The dipole moment pi I per interface atom 
may then be estimated by identi~ing dipole-in- 
duced variations of the barrier height by the 
potential drop across a dipole layer 

A4”,, = It (e,/Eieo)Pi INi, (24) 

where ei and Ni are the dielectric constant and 
the number of additional dipoles per unit area at 
the interface, respectively. The sign of the bar- 
rier-height variation depends on the orientation 
of the dipoles. Their moment may be approxi- 
mated by 

Pi i = e&qidi f (25) 

where e,Aqi and di are the dipole charge and 
the dipole length, respectively. For the case of 
NiSi,/Si(lll) contacts, the dipole length is ap- 
proximated by the Si bond length, the density of 
dipoles Ni is taken as the number of atoms per 
unit area in a Si(lll1 plane, and the interface 
dielectric constant is again assumed as Ei = 4 [501. 
The barrier-height difference #bs,, - 42” = 0.14 

eV then gives a charge 

Aqp = 0.017 

for st~cture-related dipoles at type-A Nisi,/ 
Si(ll1) interfaces. The extra valence charge at 
interface atoms, which is attributed to structural 
differences between the two types of interfaces, is 
quite small. This estimate explains the great diffi- 
culties encountered in theoretical studies, which 
aim at computations of the barrier heights for 
type-A and type-B NiSi,/Si(lll) contacts, evep if 
identical approaches such as the linear muffin-tin 
orbitals method in the atomic-sphere approxima- 
tion or with a full-potential scheme are employed 
[56-581. The barrier height of type-A interfaces 
turned out to be especially sensitive to variations 
of the interface geometry. This result is quite 
plausible since growth studies suggested that the 
interface free energy is lower for type-B than for 
type-A interfaces [55] and the extra charge trans- 
fer estimated above for this type of interfaces 
from the reduced barrier height is extremely 
small. 

The electronegativity of Nisi, is larger than 
the one of silicon and, as a consequence, the 
charge in the MIG states is positive while a 
negative charge resides on the Nisi, side of the 
interface. Fujitani and Asano 1561 confirmed this 
prediction by results from their computations 
mentioned above. The extra, structure-related 
dipoles are thus oriented such that they decrease 
the positive charge on the silicon side of type-A 
NiSi,/Si(lll I interfaces in comparison with type- 
B contacts. 

3.6. The &ye parameter 

The MIGS model and the ele~tronegativi~ 
concept of charge transfer at metal-semicondu~- 
tor contacts describes the chemical trend of the 
respective barrier heights by the charge-neutrality 
barrier height (bun a = W. - WC,,, and the slope pa- 
rameter S, = d&Jdf;,. This is illustrated by 
the diagram at the right bottom of Fig. 5. The 
charge neutrality levels Wcn, of the ViG states 
have been computed for many semiconductors 
[36-381. This leaves the slope parameter to be 
discussed. 
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In an early attempt, Kurtin et al. [S9] cvalu- 
ated slope parameters for some twenty different 
semiconductors and insulators and plotted them 
against the respective ionicities. Schliiter [60] rc- 
analyzed these data and his revised set is dis- 
played in Fig. 9. The data point for metal-xenon 
interfaces, which was obtained by Jacob et al. [61] 
some ten years later, clearly rules out the S- 
shaped trend which was inferred by Km-tin et al. 

The present interpretati(~n of the experimental 
data plotted in Figs. 6 to 8 concludes that barrier 
heights at abrupt metal-semiconductor interfaces 
are primarily determined by the charge transfer 
between the metal and the continuum of metal- 
induced gap states of the semiconduct(~r. The 
ViG states of linear chains have a density of 
states which varies U-shaped across the band gap 
and is almost constant around the charge neutral- 
ity level over approximately half of the band gap. 
Therefore, it seems to be a reasonable assump- 
tion that the continua of metal-induced gap states 
also have almost constant densities of states near 
to their charge neutrality levels. This assumption 
is also justified by the experimental data of First 
et al. which are displayed in Fig. 4. 

A model with a continuum of unspecified in- 
terface states at metal-semiconductor contacts 
was first considcreci by Cowley and Szc [Xl. It is 
described in Section 3.2. This approach modclcd 
the voltage drop across the intcrfacial dipole layer 
by the difference cb,,, - x,. According to Eq. ( ICt), 
the slope parameter S,/, = dcb13,,/d(b,,, is then dc- 
termined by the product D,,Zi,. IIcre, however. 
slope parameters S, = d&,,,/dX,,, arc of inter- 
est. The slope parameters S, and S, may bo 

easily converted since the work functions and the 
clcctronegativitics of metals are linearly corrc- 
latcd as was first pointed out by Gordy and 
Thomas [62]. A least-squares fit to the work func- 
tions of poIycrystalline metals and the respcctivc 
Pauling cfectronegativities gives 

&,, = 1.79X,,; ,,,, + I.1 I [CV]. (10) 

Such :I trend is easily explained. In a vacuum gap 
bctwccn two solids exhibiting different work 
functions, an electric field builds up. Due to this 
contact potential the material with the smaller 
and the larger work function will become charged 
positively and negatively, respectively. As in 
chemical bonds, this charge transfer again follows 
the sign of the electronegativity difference. By 
considering the empirical relation (26). Ey. ilh) 
may be rewritten as 

,4/s, - I = ( c,,/.siq,)Di,( W,.,,,)S,. (27) 

The coefficient A amounts to 1.79 when Pauling’s 
and 0.93 when Miedema’s clectroncg~~ti~~ities arc 
used, 

The present approach identifies the interface 
states with the continuum of MIGS. Then. the 
thickness 6, of the intcrfacial dipole layer may bc 
approximated by the decay length I/y,,,, of the 
MIGS. For a ~)I~c-dimensional Iinear chain, both 
Di$WCllt 1 and I /qcn, vary invcrscly proportiol~ai 
to the width of the respective energy gap. There- 
fore, it is expected that the slope parameters S, 
will also be determined by the band gaps of the 
respective semiconductor substrates. In three-di- 
mensional sen~iconductors~ the width of the band 
gap varies across the Brillouin zone. Therefore. 
average band gaps have to be considered rather 
than the usual direct or indirect band gaps which 
arc all referenced with respect to the valcnce- 
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Em-1 
Fig. 10. Slope parameters S, = d&n” /dX,,, (same data as in 

Fig. 9) as a function of the electronic susceptibilities E, - 1 of 

the semiconductors and insulators. From Month [39]. 

band maximum in the middle of the Brillouin 
zone. The average band gap < W,> is defined by 

6, - 1 = (hOp/(Wg))2, (28) 

where E, is the electronic part of the static di- 

electric constant and ho, is the energy of the 
plasmon of the bulk valence electrons. For the 
group IV and the III-V and II-VI semiconduc- 
tors, the experimental plasmon energies vary by 
only * 10%. Thus, the present author proposed 
that the slope parameter should obey a power law 
as a function of the susceptibility E, - 1 [39], i.e., 

A/S, - 1 a (E,, - 1)“. (29) 

In Fig. 10, the same slope parameters, which 
are displayed in Fig. 9, are plotted over the 
electronic susceptibilities E, - 1. Now, a distinct 
trend is obtained and a least-squares fit to the 
experimental data points yields 

A/S, - 1 = 0.1(~, - l)*.‘. (30) 

The regression coefficient is 0.91. The good cor- 
relation is not obvious since the S, data exhibit 

large margins of experimental error and a large 
amount of scatter. Most importantly, the data 
point for metal-xenon interfaces now fits the 
trend. It shall be mentioned that the xenon data 
point was reported after the semi-theoretical rela- 
tion (30) had been published. In agreement with 
relation (281, one finds A/S, - 1 to vary propor- 
tional to (W,)“. No such correlation is obtained 
when the same A/S, - 1 data are plotted versus 
the widths of either the direct or the indirect 
band gaps. These findings strongly support the 
present approach that the charge transfer be- 
tween the metal and the continuum of MIGS on 
the semiconductor side determines the barrier 
heights at metal-semiconductor interfaces and 
that the respective charge transfer may be mod- 
eled by the differences of the metal and semicon- 
ductor electronegativities. 
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