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ABSTRACT 
We describe a numerical  model of the coupled gas-phase hydrodynamics and chemical kinetics in a silicon chemical 

vapor deposition (CVD) reactor. The model, which includes a 20-step elementary reaction mechanism for the thermal 
decomposition of silane, predicts gas-phase temperature, velocity, and chemical species concentration profiles. It also 
predicts silicon deposition rates at the heated reactor wall as a function of susceptor temperature, carrier gas, pressure, 
and flow velocity. We find excellent agreement with experimental deposition rates, with no adjustment of parameters. 
The model indicates that gas-phase chemical kinetic processes are important in describing silicon CVD. 

The chemical vapor deposition (CVD) of solid materials 
is an important method for producing solid films with 
high purity and uniformity. Some important applications 
of CVD include the manufacture of microelectronic de- 
vices and silicon solar cells. Even though CVD has wide- 
spread use, a fundamental  understanding of the interplay 
among its constituent elements is missing. A unified the- 
oretical picture of CVD requires input from the fields of 
gas-phase chemical kinetics, fluid mechanics, surface 
chemistry, and materials science. 

In this paper we describe a two-dimensional mathemat- 
ical model of the coupled gas-phase kinetics and hydro- 
dynamics in a laminar-flow chemical vapor deposition 
reactor. Specifically, we have studied a reactor in which 
silicon is deposited as the result of the thermal decompo- 
sition of silane. This system was chosen for its relative 
simplicity and its importance to the microelectronics in- 
dustry. Nevertheless, our model is quite general, and thus 
can be applied to other CVD systems if the appropriate 
gas-phase reaction mechanisms are known. 

Our model couples the chemical rate equations w~th t~e 
boundary layer equations describing the hydrodynamics, 
producing a system of parabolic partial differential equa- 
tions which are solved numerically. We employ a rela- 
tively simple reaction mechanism to describe the inho- 
mogeneous gas-surface chemistry. Ultimately we should 
include a more detailed model of the surface chemistry, 
but presently we are primarily interested in a quantitative 
description of the gas phase. Moreover, as we discuss 
later, this gas-phase model alone is very successful in de- 
scribing CVD experimental observables. Our treatment of 
the gas phase is greatly aided by our earlier work on mod- 
eling combustion chemistry (1, 2). Also, our modeling is 
performed in conjunction with experimental measure- 
ments of chemical species concentrations in the gas 
phase (3). 

Our principal purpose in this paper is to present a com- 
plete description of the mathematical and numerical 
formalism of the model. There have been many other the- 
oretical approaches to modeling CVD, however, most of 
these models have not considered the possibility of gas- 
phase chemistry. The present model is the most detailed 
model of the gas phase in CVD to date. 

Below we present details of the model, including the set 
of govern ing  partial differential equations, the reaction 
mechanism describing SiH~ pyrolysis, and the numerical 
solution method. We also present computed temperature, 
velocity, and chemical species concentration profiles. We 
compare predicted deposition rates with experimental 
results. 
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Model Formulation 
Transport equations.--We assume in this work that the 

boundary layer approximations are valid. That is, the 
Navier-Stokes equations can be reduced to a system of 
parabolic partial differential equations describing the 
conservation of mass, momentum,  energy, and species 
composition. The approximation relies on the existence 
of a principal flow direction in which convective trans- 
port is dominant  and diffusive effects are negligible. In 
this approach the pressure is impressed on the flow by 
the boundary conditions and is uniform in the cross- 
stream direction. The imposition of pressure replaces the 
cross-flow momentum equation entirely. 

After making the boundary layer approximations, we 
use the Von Mises transformation (4) to cast the equations 
in a form in which the stream function replaces the radial 
coordinate as an independent  variable. This transforma- 
tion eliminates the mass conservation equation, replacing 
it with an integral. Additionally, it eliminates any explicit 
reference to the cross-stream convective terms in the re- 
sulting system of equations. 

The system of equations which form our model are de- 
scribed as follows 

Momentum 

Ou op o ou 
+ --ox = pu -~ -  (putty ~ ox -~- )  + ~ [ 1 ] 

Species 

8Yk 
pU 3X = 6JkWk -- pU ~-~ (Y~pYkVk,) (k = 1, K) [2] 

Energy 

OT 0 puc~ ~ = pu ~ (pu@o ) 

K K OT 

- - u y .  Z W [3] 
k = l  k = l  

State 

R 
p = p - -  T [4] 

W 
The diffusion velocity Vk~ is given in the new coordi- 

nates by 
Dk ~Xk 

V~ : - X---/puY~ 0~ [5] 

In these equations, the independent  variables x and 0 
represent the axial coordinate and stream function, re- 
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spectively. For an axisymmetric flow, the parameter a is 
1, and y represents the radius measured from the flow 
centerline. For a = 0 the equations are in planar coordi- 
nates. In both cases, the cross-stream coordinate y is a de- 
pendent  variable and is given in terms of stream function 
by the following integral 

yo + i  _ [61 
~-+- i  j0 pu 

or, in the differential equation form that we actually use, 
by 

Oy ~ +1 ~ + 1 
- -  - - -  [ 7 ]  

05 pu 
Other variables are given by: u, the axial fluid velocity; 

p, the mass density; p, the thermodynamic pressure; T, 
the temperature; Yk, the mass fraction of the kth species; 
Xk, the mol fraction of the kth species; W~, the molecular 
weight of the kth species; R, the universal gas constant; g, 
the acceleration of gravity; Dk, the binary diffusion co- 
efficient of ' the  kth species into the mixture; ~, the mix- 
ture viscosity; ~,, the mixture conductivity; cp, the speci- 
fic heat at constant pressure; hk, the specific enthalpy of 
the kth species; $k, the rate of production of the kth spe- 
cies by chemical reaction: W, the mixture 's  mean molec- 
ular weight. 

The transport properties (viscosity, thermal conductiv- 
ity, and diffusion coefficients) are temperature depend- 
ent and are obtained from Lennard-Jones parameters for 
each of the chemical species using standard techniques 
(5-8). The specific formulas employed are discussed in 
detail by Kee and Miller (9). 

We compute thermodynamic properties (heat capaci- 
ties, entropies, and enthalpies) for each of the chemical 
species from temperature-dependent fits of data [JANAF 
when available (10)] in the form used by the NASA chemi- 
cal equilibrium code (11). Thermochemical  data were not 
available for Sill2, Sill3, St=H=, Si2H3, Si2H4, Si2Hs, and 
Si2H6. For these species we used the results of an exten- 
sive set of electronic structure calculations by Binkley 
(12) to estimate entropies, energies, and harmonic vibra- 
tional frequencies. Standard statistical mechanical tech- 
niques (13) were used to convert the frequencies and en- 
ergies to cp (T), h(T), and s(T), which were then fit to the 
polynomial form of Gordon and McBride (11). In the code 
all chemical production rate terms, thermodynamic prop- 
erties, and equation of state variables are evaluated by ap- 
propriate subroutine calls to CHEMKIN (14), a general- 
purpose package of chemical kinetics Fortran sub- 
routines. 

Boundary conditions.--The two different channel types 
treated here, axisymmetric and planar, each require 
slightly different boundary condition formulations. In 
both cases the equations are parabolic, so boundary con- 
ditions are specified for u, T, Yk, Y, and p at the boundary 
x = 0. However, since the x coordinate is time-like for 
purposes of numerical solution algorithms, the boundary 
conditions at x = 0 may be regarded as initial conditions. 
In equations of this type (differential/algebraic equations), 
all of the initial conditions are not independent.  Once u, 
T, Y~, and p are specified at x = 0, the cross-stream veloc- 
ity v follows as an integral of the mass conservation equa- 
tion. In stream function coordinates, where v has been 
eliminated as a variable, it follows that the physical coor- 
dinate y must be consistent with the other initial 
conditions. 

The channel walls (or an axis of symmetry and a wall) 
define the flow boundaries. In stream function coordi- 
nates, the walls correspond to streamlines, or lines of con- 
stant stream function. By definition, flow is tangent to 
streamlines; thus, no flow crosses a wall (or axis of sym- 
metry). The boundary condition, corresponding to either 
the lower wall or the axis of symmetry, is applied at ~ = 0. 
The other boundary condition is applied at ~0, where @0 is 
determined from Eq. [6] when ~ and u are evaluated at the 
initial conditions, and an initial mesh in y is specified. 

For axisymmetric problems, an axis of symmetry is 
specified at ~ = 0 by 

0u 0T aYk 
. . . .  0 [8] 

0~ 0~ 0~ 
In addition, we specify that y = 0 at ~ = 0. 

On solid walls we specify the no-slip boundary, u = 0. 
In some cases we specify T itself, while in others we spec- 
ify a heat flux, i.e., a temperature gradient. Zero gradi- 
ents are imposed for the mass fractions of species that do 
not react at walls (implying no mass flux to the wall). For 
species that react at the wall, the boundary conditions are 
more complex, and are discussed below. 

Chemical reactions at solid surfaces.--The boundary 
conditions on chemical species concentrations at a heated 
surface depend on the extent to which each species un- 
dergoes surface reactions. Some species react at the 
heated surface, depositing silicon. In this model we con- 
sider two types of deposition reactions, depending on 
whether  the species is a saturated or unsaturated com- 
pound. 

Because of the reactive nature of unsaturated chemical 
species, we assume that they react with the solid surface 
with unit probability and release molecular hydrogen; in 
this model these species are Sill,  Sill2, Sill3, Si2H2, SigH3, 
Si2H4, and Si~H~. Species that react with unit probability 
on the surface cannot exist there (because they react in- 
stantaneously), and thus the boundary condition for those 
species is given by 

Ysi~ = YsiH2 = YsiH3 = YSi2H2 = Y,Ci2H3 = Ysi2H4 = YSi2H5 = 0 
[ 9 ]  

Results of our model are relatively insensitive to this 
boundary condition. For example, changing the assumed 
surface-reaction probability from 1 to 0.8 changes the pre- 
dicted deposition rate by 5% or less. 

We assume that the species H, Si2H6, and inert carrier 
gases do not react at the surface. These species have zero 
flux to the surface, and thus we enforce the following 
boundary conditions 

Vy~ = Vysi2H6 = 0 [10] 

We use the empirical silane surface reaction coefficient 
of Farrow (15) to describe the deposition due to Sill4 re- 
acting at the surface. The ' fraction of silane molecules that 
decompose upon collision with a heated surface is given 
by 

Y = 5.45 exp (-8556/T) [11] 

However, only a fraction of the silane that decomposes 
at the surface leads to the formation of solid silicon. Ac- 
cording to Farrow's data, this fraction is given by 

o- = 7.6 x 10 -3 exp (3535/T) [12] 

We assume, as did Farrow, that the rest of the silicon 
formed by the surface decomposition diffuses away from 
the surface as gas-phase silicon atoms. 

The surface-decomposition fraction (y) is incorporated 
into the model  as a boundary condition on the Sill4 con- 
centration. This reaction coefficient is defined as the 
fraction of the silane flux into the boundary which is de- 
composed. At steady state, the net flux (incoming minus 
outgoing flux) at the boundary is equal to the surface re- 
action rate. The ratio of the flux that would be present 
for a fractional reaction probability to the flux for a unit 
reaction probability equals the fraction of the flux which 
is decomposed. In other words, this ratio is equal to ~/of 
Eq. [11], and the boundary co~dition derived from this re- 
lationship is 

(VysiH4) = Y(J,siH4)v=l [13] 

The notation (J,siH4)7=I refers to flux which would exist if 
the concentration of SiI-L were zero on the boundary, i.e., 
unit reaction probability. 

From Eq. [12] we can calculate the amount  of gas-phase 
Si atoms formed as a fraction (1 - o-) of the silane decom- 
posed at the surface. Equation [14] determines the flux of 
St(g) away from the surface 

-Vv~iYsi VysiH4 YSiH4 
(1 - or) [14] 

Wsi Wsi~4 
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We n o w  n e e d  a r e l a t i ons h i p  b e t w e e n  t h e  f lux of  reac-  
t ive  spec ies  in to  t he  sur face  a n d  t he  f lux of  h y d r o g e n  
away  f rom the  surface.  T h e  h y d r o g e n  t ha t  was  in i t ia l ly  
t i ed  up  in s i l icon c o n t a i n i n g  spec ies  is r e l eased  w h e n  t h e  
s i l icon is depos i t ed .  In  our  m o d e l  the  h y d r o g e n  a t o m  
flux to t he  sur face  is b a l a n c e d  by  a f lux of  m o l e c u l a r  hy- 
d r o g e n  ' f r o m  the  surface.  (These  i n c o m i n g  h y d r o g e n  
a t o m s  are c o n t a i n e d  in t he  sur face  r eac t i ng  species.)  This  
r e l a t i onsh ip  is s t a t ed  in  t he  fo l lowing b o u n d a r y  c o n d i t i o n  

V~H2YH2 VysiHYsiH VySiH2YsiH2 3V~sia~YsiHa - - - -  - - - t -  § 
Wa~ 2Wsm WsiH2 2WsiHz 

2V,.~in4Ysi~ ~ Y~si2n2Y~i2n2 3Yysi~naYsi2H3 + + " �9 § 

WSiH4 WSi2H2 2WsieH3 

+ 2V,~si~Ys~4 + 5 V ~ s ~ Y s ~  

Ws~2~ 2Wsi2H~ 
[15] 

The  cross-f low ve loc i ty  m u s t  v a n i s h  at b o t h  t he  u p p e r  
a n d  lower  b o u n d a r i e s  of  a channe l ,  i.e, v = O. In  s t r e a m  
f u n c t i o n  coo rd ina t e s  th i s  is a c c o m p l i s h e d  by  r e q u i r i n g  
t h a t  t h e  phys i ca l  c o o r d i n a t e  y is zero at  t he  lower  sur face  
(or axis  of  symmet ry ) ,  a n d  t h a t  y equa l s  t he  c h a n n e l  
w i d t h  (or radius)  at  t he  u p p e r  s t r e a m l i n e  %. However ,  
s ince  t he  e q u a t i o n  for y [7] is first  order ,  we n o r m a l l y  
cou ld  no t  r equ i r e  t w o  b o u n d a r y  cond i t ions .  We o v e r c o m e  
th i s  r e s t r i c t ion  by  r e t a i n i n g  t he  p r e s s u r e  as d e p e n d e n t  
var iab le .  The  ex t ra  b o u n d a r y  c o n d i t i o n  t h u s  a l lows us  to 
ob ta in  t h e  u n i q u e  p r e s s u r e  f u n c t i o n  p(x) ( sub jec t  to the  
g iven  v a l u e  o f p  at  x = 0), w h i c h  is c o n s i s t e n t  w i t h  h a v i n g  
two  wal ls  (or one  wal l  a n d  an  axis  of  s y m m e t r y )  in  the  
p rob l em.  D u r i n g  t he  c o u r s e  of  t h e  so lu t ion  we  m u s t  de- 
t e r m i n e  t he  p(x) w h i c h  a l lows the  two b o u n d a r y  condi-  
t i ons  on  y($) to be  sa t is f ied s imu l t aneous ly .  In  o the r  
words ,  t he  p r e s s u r e  d rop  is c o m p u t e d  to b a l a n c e  the  
shea r  forces  e x e r t e d  by  t h e  walls  on  t he  fluid. 

Chemical  reaction m e c h a n i s m . - - T h e  k ine t i c s  of  Sill4 
t h e r m a l  d e c o m p o s i t i o n  ha s  b e e n  t he  s ub j ec t  of  a n u m b e r  
of  s tud ie s  (16-20). T he  r eac t i on  m e c h a n i s m  for  s i lane  de- 
c o m p o s i t i o n  e m p l o y e d  in t h i s  w o r k  is g iven  in Tab le  I. A 
f u r t h e r  d i s c u s s i o n  of t he  r eac t i on  m e c h a n i s m  is p r e s e n t e d  
e l s e w h e r e  (21). I t s  d e v e l o p m e n t  was  in  e s sen t i a l ly  two 
stages.  Firs t ,  a la rge  s y s t e m  of  120 e l e m e n t a r y  r eac t i ons  
was  c o n s t r u c t e d .  U s i n g  t h a t  m e c h a n i s m ,  we p e r f o r m e d  
e x t e n s i v e  sens i t iv i ty  ana lys i s  (w i thou t  a n y  t r a n s p o r t  ef- 
fects). F r o m  th i s  ana lys i s  we  d e t e r m i n e d  t h a t  s i lane  pyrol-  
ysis  u n d e r  c o n d i t i o n s  of  i n t e r e s t  cou ld  be  d e s c r i b e d  as a 
c o n s t r a i n e d  e q u i l i b r i u m  p r oces s  (22). T h a t  is, t h e  t i m e  ev- 
o lu t i on  of all t h e  spec ies  c o n c e n t r a t i o n s  is d e t e r m i n e d  
s t r ic t ly  b y  t he  in i t ia l  s i lane  d i s soc ia t ion  step,  w h o s e  ra te  
coeff ic ient  has  b e e n  e x p e r i m e n t a l l y  d e t e r m i n e d  (16). 
S u b s e q u e n t  r ad i ca l -mo lecu le  a n d  rad ica l - rad ica l  reac- 

Table I. Reaction mechanism 

Reaction Refer- 
number  Reaction A ~ E~ ~ ence 

R1 SiI-I4 --* SiH~ + H2 5.00E12 52.2 (16) 
R2 SiI-I4 --* Sill3 + H 3.69E15 93. (17, 21) 
R3 SiI-I4 + Sill2 --~ Si2H~ 5.01E12 1.29 (18) 
R4 Si2H4 + H2 --* SiI-I4 + Sill2 6.22E16 2. (21) 
R5 SiI~ + H -~ Sill3 + H2 1.04E14 2.5 (19, 20) 
R6 Sill4 + Sill3 --* Si~H~ + H2 1.77E12 4.4 (21) 
R7 Sill4 + Sill --* SiI-I3 + Sill2 1.38E12 11.2 (21) 
R8 Sill4 + Sill --* Si2H~ 2.93E12 2. (21) 
R9 SiI-I4 + Si --* 2Sill2 9.31E12 2. (21) 
R10 Si + H2 --* Sill2 1.'15E14 2. (21) 
R l l  Sill2 + Sill --* Si2H3 1.26E13 2. (21) 
R12 Sill2 + Si --* SigH2 7.24E12 2. (21) 
R13 Sill2 + Si3--* Si2H2 + Si2 1.43Ell 18.8 (21) 
R14 H2 + Si2H2 ~ Si2H4 2.45E14 2. (21) 
R15 H2 + Si2I-I4 --* Si2Hs 9.31E12 2. (21) 
R16 H2 + Sill --* Sill3 3.45E13 2. (21) 
R17 Hz + Si2 --* SigH2 1.54E13 2. (21) 
R18 H2 + Si214_~ -~ Si2H~ 2.96E13 2. (21) 
R19 SizH~ + H--~ Si2H-3 8.63E14 2. (21) 
R20 Si + Si3 --+ 2Si2 2.06E12 24.1 (21) 

a Arrhenius parameters for the rate constants in the form ki = A~ 
exp (-EJRT). The units of A~ depend on the reaction order, but are 
given in terms of tools, cubic centimeters, and seconds. Ea is in 
kcaYmol. 

t i ons  s i m p l y  act  to shuff le  t he  i n t e r m e d i a t e  spec ies  con-  
c e n t r a t i o n s  to t h e i r  c o n s t r a i n e d  e q u i l i b r i u m  values.  
Therefore ,  in t he  in t e re s t s  of  s impl i c i ty  in t he  b o u n d a r y  
layer  c o m p u t a t i o n s ,  we r e d u c e d  t he  r eac t i on  m e c h a n i s m  
to t he  c u r r e n t  20-step m e c h a n i s m .  Over  t he  r a n g e  of  in ter -  
es t  th i s  r e d u c e d  r eac t ion  set  r e p r o d u c e s  t he  e s sen t i a l  fea- 
t u r e s  of  t he  full  m e c h a n i s m ,  i.e., t h e  in i t i a t ion  s tep  is 
co r rec t  a n d  t he  c o n s t r a i n e d  e q u i l i b r i u m  c h a r a c t e r  is pre- 
served.  

As pa r t  of  t h e  ana lys i s  of  t h e  r eac t i on  m e c h a n i s m  we 
d id  a fo rmal  sens i t iv i ty  ana lys i s  (23), a n d  d e t e r m i n e d  
smal l  sens i t iv i t i es  for all ra te  c o n s t a n t s  e x c e p t  t h e  init ia-  
t i on  step. In  addi t ion ,  in t h e  b o u n d a r y  layer  ca lcu la t ions ,  
we d id  a ser ies  of t es t s  in  w h i c h  each  of  t h e  ra te  c o n s t a n t s  
of  t h e  s e c o n d a r y  r eac t i ons  (R2-R20) were  a rb i t r a r i ly  in- 
c r ea sed  a n d  d e c r e a s e d  b y  a fac to r  of  10, a n d  we  f o u n d  
t h a t  t h e  p r e d i c t e d  d e p o s i t i o n  ra tes  w e r e  unaf fec ted .  On 
t he  o the r  hand ,  s imi la r  t es t s  show a m e a s u r a b l e  s 'ensitiv- 
i ty to  t he  in i t i a t ion  step.  Th i s  sens i t iv i ty ,  of course ,  de- 
p e n d s  on  t he  pa r t i cu la r  t e m p e r a t u r e  a n d  flow cond i t ions .  

Numer ica l  method.--Method-of-lines fo rmula t ion . - -Our  
gene ra l  a p p r o a c h  is t h a t  of  t he  method-of - l ines .  Af te r  dis- 
c re t iza t ion  of  t h e  spat ia l  der iva t ives ,  n u m e r i c a l  so lu t ion  
of  t he  r e s u l t i n g  s y s t e m  of d i f fe ren t ia l / a lgebra ic  e q u a t i o n s  
(DAE's)  is a c c o m p l i s h e d  w i t h  a code  d e v e l o p e d  b y  
Pe t zo ld  (24) ca l led  D A S S L .  D A S S L  solves  t he  e q u a t i o n s  
in  a m a r c h i n g  fashion ,  s t a r t i ng  f rom the  inf low b o u n d a r y  
(x = 0) a n d  go ing  t o w a r d  t he  out f low b o u n d a r y .  The  code  
i m p l e m e n t s  a va r iab le -order ,  va r i ab le - s t ep  a l g o r i t h m  
b a s e d  on  t he  b a c k w a r d  d i f f e r en t i a t i on  f o r m u l a  (BDF)  
m e t h o d s  (25). These  are  s t ab le  m e t h o d s  t h a t  a re  pa r t i cu -  
lar ly well  su i t ed  for  so lu t ion  of  t h e  s t i f f  e q u a t i o n s  t h a t  oc- 
cu r  in  c h e m i c a l  k ine t i c  mode l s .  The  D A S S L  code  chooses  
a s e q u e n c e  of  t i m e  s t eps  (ac tual ly  x - c o o r d i n a t e  s teps)  
s u c h  t h a t  the  local  t r u n c a t i o n  e r ror  in  t he  m a r c h i n g  direc-  
t ion  is con t ro l l ed  to w i t h i n  a p respec i f i ed  e r ro r  to le rance .  
The  genera l  a p p r o a c h  in u s i n g  D A S S L  is to wr i t e  a res id-  
ual  f u n c t i o n  g(t, y, y') at e ach  m e s h  point ,  w h i c h  is zero 
w h e n  t he  e q u a t i o n s  are satisfied.  D A S S L  i te ra tes  on  t he  
so lu t ion  at  each  t i m e  s tep  un t i l  t h e  a p p r o x i m a t e  so lu t ion  
y a n d  y '  are suff ic ient ly  accu ra t e  a n d  so g is zero. 

We m a k e  the  d i s t i n c t i o n  he re  b e t w e e n  s t a n d a r d  fo rm 
o rd ina ry  d i f fe ren t ia l  e q u a t i o n s  (ODE's)  w h i c h  are  wr i t t en  
as y' = f(t,  y), a n d  DAE's ,  w h i c h  are w r i t t e n  in t he  m o r e  
gene ra l  f o rm  g(t, y, y') = O. For  our  pu rpose ,  s y s t e m s  of 
D A E ' s  are  d i s t i n g u i s h e d  f r o m  o rd ina ry  s y s t e m s  of  para-  
bol ic  e q u a t i o n s  by  (i) an  inab i l i ty  to i so la te  one  t ime- l ike  
de r iva t ive  pe r  e q u a t i o n  ( the  x de r iva t ives  in  t he  b o u n d a r y  
layer  p rob lem) ,  and /o r  (ii) c o u p l e d  e q u a t i o n s  w h i c h  h a v e  
no  t ime- l ike  der iva t ives .  The  f o r m e r  s i t ua t ion  occurs  in 
ou r  e q u a t i o n s  w h e n  b o t h  Ou/Ox a n d  OpDx a p p e a r  in  t he  
m o m e n t u m  equa t ion .  The  l a t t e r  s i tua t ion  occu r s  in  t he  
e q u a t i o n s  def in ing  t he  spa t ia l  coo rd ina t e  y in  t e r m s  of  
t he  s t r e a m  f u n c t i o n  via  Eq. [7], a n d  in spec i fy ing  a uni-  
fo rm p r e s s u r e  across  t he  channe l .  The  b o u n d a r y  condi-  
t ions  in  t he  y - coo rd ina t e  are also r e g a r d e d  as a lgebra ic  
equa t ions .  

A p p r o x i m a t i o n  of  the  spa t i a l  de r iva t ives  is accom-  
p l i shed  by  finite d i f f e rence  r e p r e s e n t a t i o n s  on  a f ixed 
gr id  in t he  s t r e a m  func t ion .  In  t he  m o m e n t u m ,  species ,  
a n d  e n e r g y  equa t ions ,  we a p p r o x i m a t e  t h e  s e c o n d  der iva-  
t ives  w i th  c o n v e n t i o n a l  c en t r a l  d i f f e rence  f o r m u l a s  as  

w h e r e  t h e  s u b s c r i p t  j d e n o t e s  t he  j t h  gr id  point .  We ap- 
p r o x i m a t e  t he  first der iva t ives ,  as n e e d e d  in  Eq. [3], b y  
cen t r a l  d i f f e rences  as 

a T  Tj+, - T~_I 
- -  ~ [ 1 7 ]  

We eva lua te  t e r m s  w i t h  no  der iva t ives ,  s u c h  as t he  chemi -  
cal p r o d u c t i o n  ra te  in  Eq. [2], u s i n g  t he  c o n d i t i o n s  ex- 
i s t ing  at  ~.  L ikewise ,  t he  coeff ic ients  of der iva t ives ,  s u c h  
as pu in  Eq. [1], are also e v a l u a t e d  at  ~j. 
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Integral conditions such as Eq. [6] (or, equivalently, 
first-order ODE's) are differenced according to the trape- 
zoidal rule as 

yj~+~ - yj_~+~ 2 
(~ + 1) [18] 

It is important to represent the integral equations as first- 
order differential equations and include the variables 
such as y~+~ in the dependent  variable vector. The reason 
for this choice is associated with the structure of the Jaco- 
bian matrix which is needed ultimately to solve the prob- 
lem. When Eq. [18] is used, the number of dependent  vari- 
ables increases, but the Jacobian remains banded (a very 
desirable feature). On the other hand, i fy  ~+~ is considered 
as a coefficient in the transport equations as defined by 
the integral Eq. [6], then the Jacobian loses its banded 
property and the required computer storage increases 
enormously. 

Boundary conditions.--We treat the boundary mesh 
points the same way logically as we do the interior points. 
That is, we consider each dependent  variable as an un- 
known on the boundaries and solve a system of equations 
to determine its value. Since the boundary equations usu- 
ally do not involve marching derivatives, using such a 
formalism requires that the full system be solved as a sys- 
tem of DAE's. The procedure may appear inefficient 
when the boundary values are known exactly and there- 
fore need not be considered as variables. However, its ad- 
vantage is that all boundary conditions, regardless of 
complications (e.g., surface reactions involving many spe- 
cies), are treated in the same manner logically. Thus the 
boundary conditions of a problem can change without 
changing the logical structure of the dependent  variable 
vector and the Jacobian. Changing from one set of bound- 
ary conditions to a completely different set requires very 
little programming effort. Moreover, with this formalism, 
boundary conditions on one equation may be functions of 
variables which would nominally be associated with an- 
other equation. For example, a surface reaction boundary 
condition typically involves several species concentra- 
tions and temperature. 

As a final note on the numerical method, we discuss 
application of the uniform pressure condition. Since it is 
uniform, we could consider the pressure as a single com- 
ponent in the dependent  variable vector. However, since 
the pressure appears in each equation at each mesh point 
(either directly as ap/ax or indirectly in transport property 

evaluations), using only one variable is undesirable be-  
cause so doing destroys the block tridiagonal Jacobian 
structure. We therefore consider the pressure to be an un- 
known at each mesh point, and solve an equation that 
forces the pressure at adjacent mesh points to be equal, 
i.e., dp/d@ = O. Although we increase the number  of de- 
pendent variables, we retain the desired Jacobian struc- 
ture. The finite difference equation at the mesh points 
states simply that pressure at adjacent nodes is equal 

pj - p~+, = 0 [19] 

The boundary condition applied to Eq. [19] is that y at the 
outer channel wall is equal to the physical coordinate at 
the wall. In other words, there is no explicit boundary 
condition on pressure per se, but the needed boundary 
condition on y is used implicitly. Note that unlike Eq. 
[18], which involves nodes j and j - 1, Eq. [19] involves 
nodes j and j + 1. This indexing is needed to maintain the 
block tridiagonal Jacobian structure. We evaluate Eq. [18] 
at the inner boundary and Eq. [19] at the outer boundary; 
therefore they are both part of the boundary condition 
specification at their respective boundaries. 

Predictions of Model 
The computer  model predicts a large number of experi- 

mentally observable quantities in the CVD ceil; these are 
discussed individually below. These predictions fall into 
three broad categories: gas-flow properties, chemical 
species concentration fields, and deposition rates. Calcu- 
lated fluid flow quantities include temperature fields, 
flow streamlines, and velocity fields; these are plotted in 
Fig. I .  

Two dimensional temperature contours predicted by 
the model are given in Fig. la for a typical run. The in- 
coming gas temperature, at the left of Fig. la, is taken as 
300 K. The gas is heated from contact with the hot lower 
surface, causing temperature gradients above the suscep- 
tor. Temperature profiles predicted depend on susceptor 
temperature, flow rate, and carrier gas. As an example, in 
Fig. 2 we compare temperature profiles under different 
flow conditions at a fixed susceptor temperature and 
distance along the susceptor. 

Temperature profiles in Fig. 2 for He and H~ are almost 
identical because their transport properties are very simi- 
lar. However, gas-phase chemistry rates and deposition 
rates are dramatically different in these two carrier gases. 
The effect of flow velocity on temperature profiles is il- 
lustrated in Fig. 2. Increasing the He flow rate by a factor 
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Fig. 1. Fluid flow properties predicted by the numerical model for a 
typical CVD calculation. Input conditions: susceptor temperature = 
1018 K, inlet gas temperature = 300 K, average gas velocity = 15.3 
cm/s, 0.6 torr Sill4 in 640 torr He. A, upper left: temperature con- 
tours, labeled in Kelvin. B, upper right: flow streamlines. C, left: gas 
velocity contours, labeled in cm/s. 
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Fig. 2. Temperature profiles as a function of height above the suscep- 
tar, calculated for different carrier gases and initial velocities. Input 
conditions: susceptor temperature = 1018 K, 0.6 tort Sill4 in 640 torr 
carrier gas. Profiles are calculated at 4.5 cm from the leading edge of 
the susceptor. Carrier gases and overage velocities are as follows, N2: 
15.3 cm/s (dashed curve). H~: 15.3 cm/s (dotted curve). He: 15.3 cm/s 
(solid curve). He: 30.6 cm/s (alternating dash-dot curve). 

of two creates a sharper temperature gradient; the gas has 
shorter residence time in the heated region, and therefore 
higher temperatures cannot extend as far into the gas. 
Temperature profiles in N2 carrier are much steeper than 
in He because nitrogen has a much smaller thermal con- 
ductivity. Although N~ and He are both inert CVD carrier 
gases, they are not completely interchangeable. The dis- 
similar temperature profiles will make the extent of gas- 
phase reactions much different. 

Flow streamlines predicted by the model are plotted in 
Fig. lb. The streamlines are forced away from the suscep- 
tar at its leading edge. The physical explanation for this 
phenomena is simple. When the gas enters the heated re- 
gion it expands. Because, by definition, the volume flow 
rate between two streamlines is constant, the y position of 
the lower streamline must  increase. Most of the expan- 
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sion of the gas takes place at the leading edge of the sus- 
ceptor, so the streamlines remain relatively horizontal 
doWnstream. Figure lc shows velocity contours for a typi- 
cal calculation. We assume the velocity profile at the inlet 
to be fully developed, i.e., parabolic. The velocity profile 
remains roughly parabolic further downstream, but the 
maximum velocity increases due to expansion of the gas. 

Chemical species concentrations result from gas-phase 
chemical reactions in the fluid-flow field. Because the 
reactions are very temperature sensitive, they exhibit a 
2-D spatial variation with the gas-phase temperature. The 
resulting concentration profiles are thus a sensitive func- 
tion of susceptor temperature, flow velocity, and carrier 
gas. Thermal decomposition of silane is rapid in the gas 
phase close to the hot susceptor. The model predicts the 
Sill4 concentration profiles as a function of distance along 
the suceptor, as illustrated in Fig. 3. At the inlet there is a 
uniform concentration of room temperature Sill4 above 
the susceptor. Downstream, chemical reactions, primarily 
reaction R1, deplete silane in the gas phase. The depletion 
is greater and the concentration profile is broader as dis- 
tance downstream increases. 

Figure 4 depicts the sensitivity of predicted silane par- 
tial pressure profiles to carrier gas and flow rate. The 
silane profile in the nitrogen carrier is steeper than in he- 
lium, due to the  different temperature profile, as dis- 
cussed above, which results in different decomposition 
rates. Because the gas-phase temperature is higher in He 
than in N2 at a given height above the susceptor, more 
silane decomposition occurs in He and the si]ane partial 
pressure is reduced. 

Hydrogen is a product of the Sill4 decomposition reac- 
tion. Thus, an excess of H2 used as a carrier gas tends to 
equilibrate the decomposition, resulting in less SiH~ de- 
composition. This suppression is reflected in the silane 
profile in Ha carrier gas plotted in Fig. 4. At a given tem- 
perature, there is much less decomposition of Sill4 in H2 
than in He. As a result, there is less silane depletion in H~, 
and the deposition rate (discussed in the next section) is 
much less than in He. 

Gas velocity has an important effect on the gas-phase 
concentration profiles. As gas velocity is increased, the 
residence time of silane in the heated region is reduced. 
Therefore, when gas-phase kinetics are slow (at low tem- 
peratures), the Sill4 does not react as extensively, and 
there is less depletion in the silane partial pressure 
profile. Figure 4 shows this result when the gas velocity 
is doubled in He carrier gas. 

Because H~ is a product of the silane decomposition, 
the H2 concentration profiles are closely related to those 
of Sill4. Figure 5 is a plot of hydrogen concentration 
profiles for a calculation in He carrier. The H2 concentra- 
tion increases with distance along the susceptor and is at 

0 . 0 2 5  

0 . 0 2 0  

q. 0 . 0 1 5  
"I" 

t,/'J 0 . 0 1 0  

0 . 0 0 5  
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Fig. 3. Silane mass fraction pro- 
files as a function of height above 
the susceptor and distance along 
the susceptor for a typical calcu- 
lation. Input conditions: susceptor 
temperature = 1000 K, average 
gas velocity = 12 cm/s, 1.74 torr 
Sill4 in 620 torr He. 
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Fig. 4. Silane partial pressure profiles as a function of height above 
the susceptor, calculated for different carrier gases and initial veloc- 
ity. Input conditions and identification of curves are the same as in 
Fig. 2. 

maximum near the surface, where si]ane decomposition 
is most rapid. 

We computed concentration profiles for all chemical 
species in the reaction scheme (Table I). AS an example of 

the behavior of a typical intermediate species, we plotted 
profiles of Si~H~ in Fig. 6. The SieH~ profile increases 
with distance along the susceptor as more chemical reac- 
tions take place. However, the SigH2 concentration drops 
to zero at the surface, due to the boundary condition de- 
scribing deposition (Eq. [9]). Since it has a large gradient 
at the surface, Si2H2 makes a large contribution to the 
deposition rate in He carrier gas, as we discuss in the next 
section. 

We observed that a reaction zone begins at the leading 
edge of the susceptor, and it moves outward and down- 
stream as the silane is depleted and heat diffuses out. In 
this zone chemical production and depletion takes place; 
outside the zone only transport processes are active. We 
also observe that the secondary reactions are all equili- 
brated in the reaction zone. In high temperature cases, 
even the initiation step equilibrates in the reaction zone. 
The position of the reaction zone is determined both by 
heat transfer away from the heated susceptor and mass 
transfer processes in the gas phase. The process is quite 
analogous to what occurs in a diffusion flame [see for ex- 
ample, Miller and Kee (26)]. 

We picture the process as one in which a reaction zone 
moves away from the susceptor, eating into the unreacted 
silane. There is a diffusive flux of silane into the reaction 
zone from the cold region, and there is little diffusive 

Fig. 5. Hydrogen mass fraction 
profiles as a function of height 
above the susceptor and distance 
along the susceptor. Input condi- 
tions are the same as in Fig. 3. 
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Fig. 6. Si2H2 mass fraction pro- 
files as a function of height above 
the susceptor and distance along 
the susceptor. Input conditions 
are the same as in Fig. 3. 
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flux of silane out of the reaction zone to the susceptor. In 
high temperature cases, nearly all the silane is depleted in 
the reaction zone, while in low temperature cases, the 
silane is not all depleted in the reaction zone because the 
initiation step is slower. The intermediate species that are 
chemically produced in the reaction zone diffuse in both 
directions. The species that diffuse to the susceptor ulti- 
mately react on the surface and deposit silicon. The spe- 
cies thai diffuse into the cold region remain essentially 
frozen or unreacted (far from equilibrium) until the reac- 
tion zone ultimately reaches them, and reaction occurs. 

Within the reaction zone we find a state of "constrained 
equil ibrium" (22). That is, all reactions, except  the initia- 
tion step, a r e  sufficiently fast that they are essentially in 
chemical  equilibrium. The species production and deple- 
tion rates are controlled by diffusive transport and ther- 
modynamic  considerations, rather than individual reac- 
tion rates. Therefore, we find that the deposition rates 
and the species profiles are insensitive to the specific 
rate constants used (except the initiation step). This is for- 
tunate, since there are few measurements  of elementary 
rate constants for the reaction of the silicon intermediate 
species. However, in many cases the thermodynamic 
properties that are needed to compute equilibrium con- 
stants have been measured, and the others can be esti- 
mated from ab initio electronic structure computations 
(12). 

D e p o s i t i o n  Rate  Pred ic t ions  
A common feature of many CVD systems is that the ap- 

parent activation energy for deposition rates at high tem- 
peratures is much smaller than at low temperatures. At 
high temperatures the CVD reactions are very fast. In this 
case, the deposition rate is l imited by the rate at which re- 
active species can diffuse to the surface, and is not sensi- 
tive to temperature. There have been many models for sil- 
icon CVD in the high temperature regime (27-46). Usually 
these models assume that silane does not react in the gas 
phase, but instead reacts instantaneously at the hot sur- 
face. Thus, the Sill4 concentration at the surface is set to 
zero as a boundary condition. In many high temperature 
models, parameters, such as boundary-layer thickness 
and diffusion constants, are adjusted so that predicted 
deposition rates match experimental  data. 

At low ~emperatures, the apparent activation energy for 
deposition is much  larger than at high temperatures. Be- 
cause reactions at low temperature are relatively slow, 
these lower deposition rates have previously been attrib- 
uted to the kinetics of surface reactions (47-55). 

Figure 7 presents a comparison between experimental  
and theoretical deposition rates as a function of distance 
along a 1323 K susceptor in H~ carrier gas. The log of the 
deposition rate vs. distance, from Eversteyn et al. (29), 
was found to be linear, and is represented in Fig. 7 as the 
solid line. Results of our numerical  model are plotted as 
the square symbols. The agreement between theory and 
exper iment  is excellent without adjusting parameters. 

At 1323 K, gas-phase decomposi t ion of silane is very 
fast, and the deposition rate is l imited by the rate of diffu- 
sion of silicon containing species to the surface. The cal- 
culation in Fig. 7 indicates that for these experimental  
conditions, the radical Sill2 is primarily responsible for 
the deposition. 

It is useful to compare our model  with ones that make 
the assumptions typically employed in modeling high 
temperature silicon CVD. These assumptions are that 
gas-phase decomposit ion of the Sill4 does not occur and 
that Sill4 reacts instantaneously at the surface, i.e., its 
concentration is zero there. The results plotted in Fig. 7 as 
triangles are obtained when our numerical model is used 
to solve the fluid flow equations with gas-phase chemis- 
try suppressed and the concentration of silane set to zero 
at the surface, to mimic the previous models. Agreement  
is very close between the two models, although the me- 
chanisms are dramatically different. This apparent incon- 
sistency is readily explained. The Sill4 reacts very rapidly 
in the gas phase close to the susceptor, creating a steep 
concentration gradient. This silane concentration gradi- 
ent is nearly equal to that in the second calculation, in 
which the Sill4 concentration was set to zero at the sur- 
face. In addition, the Sill2 formed near the surface via re- 
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Fig. 7. Comparison of theoretical and experimental deposition rates 
as a function of distance along the susceptor. Experimental data from 
Eversteyn et al. (29) is well described by the solid line. Points are 
from model calculations with the following input-conditions: susceptor 
temperature = 1323 K, overage gas velocity = 17,5 cm/s, 0.76 torr 
Sill4 in 1 atm of H~, cell height = 2 cm. Squares are results of the full 
model. Triangles are results when gas-phase chemistry is omitted and 
the Sill4 concentration on the surface is set to zero. Diamonds are re- 
sults when gas-phase chemistry is omitted and the Sill4 surface con- 
centration is obtained from Eq. [I  1]. 

action R1 diffuses rapidly toward the surface with a diffu- 
sion constant close to that of silane. Thus, the rate of dif- 
fusion of silicon containing species toward the surface is 
almost identical in the two calculations. 

The assumption that silane reacts with unit probability 
upon collision with the surface is in variance with experi- 
mental results (15, 56-61). Deposition rates calculated 
when gas-phase chemistry is again suppressed and the 
surface-reaction probability from Eq. [11] is used as the 
silane boundary condition are plotted in Fig. 7 as dia- 
monds. This calculation indicates that the measured 
silane reaction efficiency at the surface is not sufficient 
to explain the deposition rates of Eversteyn et al. (29), and 
that gas-phase reactions must be included. 

Deposition rates predicted by our model  as a function 
of temperature,  carrier gas, and total pressure are plotted 
in Fig. 8. The range of conditions covered in Fig. 8 repre- 
sents a rigorous test of the model. Experimental  deposi- 
tion rates for a simple cell geometry that can be described 
well by our two-dimensional model were available only 
for the case of H2 carrier gas. The data of van den Brekel 
(62) are plotted in Fig. 8 as solid triangles. Agreement  be- 
tween experimental  and theoretical deposition rates is ex- 
cellent over the temperature range 700~176 The 
model  quantitatively predicts the deposition rates, as well 
as the transition between the high temperature behavior 
(weak temperature dependence) and low temperature be- 
havior (much higher apparent activation energy). The cor- 
rect prediction of the low temperature rate is significant 
because our model includes only the simple surface reac- 
tion mechanism described by the boundary conditions, 
Eq. [9] through [14]. In our model, at low temperatures the 
apparent activation energy for deposition is principally 
due to the temperature dependence of the gas-phase reac- 
tions in Table I. 

The remaining theoretical predictions in Fig. 8 are in 
qualiti t ive agreement with experimental  deposition rate 
behavior (49, 63, 64). The model  predicts two distinct tem- 
perature regions, where the apparent activation energies 
are significantly different. At 1 aim total pressure 
(APCVD) the low temperature deposition rate in He car- 
rier gas is much higher than in H2, while at high tempera- 
tures they are almost equal. The activation energy is 
nearly equal in He and H2 for low temperature APCVD. 
The knee in the APCVD plot occurs at a temperature 200 
degrees higher in H2 than in He carrier. For the case of 6 
torr total pressure (LPCVD) the deposition rate is much 
greater than for APCVD, and there is very little depend- 
ence of deposition rate on carrier gas. The knee in the He 
curve is shifted to higher temperature as the total pres- 
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Fig. 8. Deposition rates predicted by the model (open symbols) as a 
function of temperature, total pressure, and carrier gas. Input condi- 
tions for all calculations: average gas velocity = 60 cm/s, 0.76 torr 
Sill4 in either 760 torr of Carrier gas (APCVD) or 7.6 torr of carrier gas 
(LPCVD), cell height = 1.25 cm. Deposition rates for APCVD and 
LPCVD are calculated 15 cm and 1 cm from the leading edge af the 
susceptor, respectively. Experimental data of van den Brekel (62) is 
given by the solid triangles. The solid curves have been drawn to dis- 
tinguish between sets of calculated results. 

sure is reduced with the silane partial pressure held 
fixed. 

Many of the reaction rate constants in Table I were esti- 
mated. However, all of the calculations represented by 

Fig. 1-8 were performed with the same set ~ of rate con- 
stants, diffusion coefficients, etc. There has been no ad- 
jus tment  of parameters in the model to obtain agreement 
with experimental  CVD data. 

The chemical species that contributes most to the depo- 
sition pr_ocess changes with experimental  conditions. Fig- 
ure 9a gives the percent contribution to the deposition 
rate of the various silicon containing chemical species in 
H2 carrier gas, over the temperature range 600~176 At 
low temperatures, the silane surface decomposit ion reac- 
tion described by the boundary conditions in Eq. [11] 
through [13] contributes most to deposition. Below about 
700~ gas-phase reactions are very slow in H2 carrier gas. 
Presence of the excess of H~ inhibits the rate of decompo- 
sition by shifting the equilibrium toward the reactants. At 
higher temperatures, Sill2 becomes the most important 
species contributing to deposition. SiH~ is the product of 
the first step in the decomposition mechanism of silane. 
It is assumed to react at the surface with unit probability 
to form solid silicon and liberate Hs gas. 

Figure 9b is a similar plot for He carrier gas. Gas-phase 
chemistry is much faster in He than in H2 and so, even at 
600~ the surface decomposition of Sill4 is not nearly as 
important as in H2 carrier. At temperatures below about 
1000~ SisHs is the species that contributes most to the 
deposition rate. SisHs is formed primarily because of the 
series of reactions R1,-R4,-R14. Each of these reactions is 
suppressed in an excess of Hs, which is why Si2H2 is 
unimportant  in Fig. 9a. At higher temperatures, Si2 and 
Sis make the largest contribution to the deposition rate. 
These chemical species are formed in the reaction se- 
quence RI,-R4,-R14,-R17,-R20, and -R13. This reaction se- 
quence is also suppressed in H~. 

Large concentrations of Sis and Si3 are predicted in the 
gas phase, close to the susceptor. The model  predicts 0.01 
torr partial pressure of Si2 above the susceptor at 1000~ 
in He carrier gas for the conditions described in Fig. 8. On 
the basis of these model  predictions, Ho and Breiland (65) 
recently have used laser-excited fluorescence to detect 
Si2 above the susceptor in a CVD reactor. This observation 
of Si2 is a dramatic confirmation that the gas phase is far 
from thermodynamic equilibrium [in which Si2 concen- 
tration would be roughly 2 x 10 -18 ton-, for the conditions 
of their experiment  (65)]. The presence of Sis is predicted 
to turn on very rapidly with temperature, and to be sup- 
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pressed by about 5 orders of magnitude in an atmosphere 
of H~ carrier. The behavior of the Six and Si3 concentra- 
tions closely mimic experimental  observations of gas- 
phase nucleation of particulates in a CVD reactor. Partic- 
ulates are observed to form very rapidly above a 
threshold~temperature and are suppressed in H2 carrier. It 
is possible that the reaction pathway leading to Si2 and Si3 
is the precursor to the formation of these nucleation 
particles. 

Summary 
We have presented results of a detailed mathematical 

model of the coupled hydrodynamics and gas-phase 
chemical kinetics in the CVD of silicon from silane. The 
model has been used to predict gas-phase temperature, 
velocity, and chemical species concentration fields. The 
model also predicts deposition rates as a function of ex- 
perimental variables, such as susceptor temperature, car- 
rier gas, pressure, and flow velocity. Predicted deposi- 
tion rates were in excellent agreement with experimental 
data in Fig. 7 and 8, without use of adjustable parameters. 

The model indicates that at high temperatures silane 
decomposes very rapidly in the gas phase. Radicals 
formed from this decomposition diffuse to the surface 
and are primarily responsible for the deposition. The low 
temperature deposition rate was also described well by 
our gas-phase kinetics model. The success of the model at 
low temperature is significant, because the temperature 
dependence of the deposition rate there has previously 
been attributed to the rate of reactions on the surface. 

These results indicate that the gas phase is very impor- 
tant in silicon CVD. The role of the gas phase merits 
much more attention than it has previously been given. 
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Controlled Reactive Sputter Synthesis of Refractory Oxides 
SiOx, The Silicon-Oxygen System 
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Department of Materials Science and Engineering, Stanford University, Stanford, California 94305 

ABSTRACT 

Reactive sputter deposition of refractory oxides, under conditions in which the reaction between the sputtered species 
and the oxygen is isolated to the deposition surface, has been experimentally investigated, and results have been obtained 
for the formation of SiO~ (0 < x < 2). It is shown that the dependence of the deposited film stoichiometry on oxygen pressure 
and the incidence rate of silicon can be correlated with reported results of oxygen adsorption onto single-crystal silicon 
surfaces and amorphous silicon surfaces. This correlation is made in terms of oxygen exposure and, in our work, a dynamic 
exposure (LD) is defined for steady-state synthesis conditions by placing the origin of a moving reference frame at the depo- 
sition surface. This correlation shows that the sticking coefficient of oxygen onto room temperature substrates is indepen- 
dent of oxygen coverage (i.e., surface stoichiometry) for coverages less than 0.8. This requires that a mobile precursor ad- 
sorption process be operative for oxygen in our experiments.  The deduced pressure-independent oxygen sticking 
coefficient is 1.5 to 4.1 x 10 -8. 

Sputter deposition of refractory compound films of 
high quality from compound targets is difficult because 
of the low mechanical integrity of such targets, their low 
thermal conductivities, inherently low deposition rates, 
poor stoichiometry control, and the often substantial con- 
tamination incurred during ,the sputter target preparation 
(1-5). These difficulties may be diminished by reactive 
sputtering in which the target, consisting of the metal 
component,  is sputtered using a gas mixture consisting of 
an inert'~gas (typically argon) and a reactive component, 
one element of which is active in the formation of the de- 
sired compound (1, 2, 6-11). Despite present drawbacks, 
associated with the difficulty of closely controlling film 
stoichiometry, reactive sputtering often yields much 
higher quality films at deposition rates somewhat higher 
than those attained using compound targets. 

The purpose of the work presented in this paper was to 
develop the reactive sputtering synthesis process so that 
continuous layers of controllable structure and composi- 
tion could be formed in a reproducible and routine man- 
ner. In this paper we report the results of our studies on 
the reactive deposition of the oxides of silicon (SiO~). 
Films of SiO~ (0 ~< x ~< 2) were synthesized at high rates 
onto substrates held at room temperature. A systematic 
investigation of the structure-composition-synthesis pro- 
cess variables was conducted for this system, and it was 
clearly demonstrated that films of controllable stoichi- 
ometry, varying over the range  SiO0.1 to SiO~, can be 
reproducibly synthesized at rates (>5 A/s) equal to or 
greater than those typically encountered in industry. In 
addition, the substrate temperature during synthesis was 
held close to the ambient condition (% ~ 65~ The low 
temperature nature of this process is a unique feature of 
high industrial potential, as it provides a method for 
forming SiOx passivating films that does not include 
t ime-temperature cycling which could degrade existing 
device structures. 

Experimental Approach and Procedures 
The experimental  approach was to design experiments 

so that reaction between the sputtered species (St in this 
case) and the reactive gas (02) was forced to occur at the 
deposition surface. It was believed that under such condi- 
tions, high deposition rates plus control of structure and 
stoichiometry would be attainable through control of the 
relative rates of incidence of the two reactive components 

Key words: sputtering, refractories, deposition. 

onto this surface. Additionally, if such control were possi- 
ble, it would facilitate both modeling of the reactive sput- 
tering process and experimental  reproducibility in both a 
given laboratory and between laboratories. 

The experimental  arrangement (type II) used was de- 
signed to isolate the sputter-source plate from the oxygen 
gas, maintaining it in an inert argon gas atmosphere while 
introducing an oxygen pressure at the substrate. Two ap- 
proaches were taken here. In the first (type IIA), argon 
and oxygen were brought into the chamber separately, 
with the oxygen inlet surrounding the substrate and the 
argon introduced as under normal sputtering conditions. 
In these experiments, the oxygen, though localized at the 
substrate, was nonuniformly distributed. Also, although 
higher oxygen concentrations were attainable, source 
contamination by oxygen still limited the experimental  
range. A series of experiments was performed using this 
apparatus, in which the rate of incidence of silicon was 
held constant and the oxygen pressure at the substrate 
varied. In this work, the source to substrate distance was 
11.5 cm and (100) single-crystal silicon wafers were used 
as substrates. The silicon incidence ra te  was 2.9 A/s (1.45 
x 1015 Si atoms/cm2s). Oxygen incidence rates were varied 
from 0 to 8 x 1017 OJcm2s (0 ~< Po~ ~< 1.6 mtorr). 

A second-generation apparatus (type IIB) was designed 
so that the range of oxygen pressures could be extended 
and the distribution of oxygen at the deposition surface 
would be uniform. Two gas ring sources, one for argon 
and the other for oxygen, were fabricated with the gas in- 
lets in each ring consisting of slits 0.002 in. wide on the in- 
ner diameter of two-piece annular structures. For oxygen, 
the sample was mounted in the ring with the oxygen di- 
rected down onto the substrate. For argon, the ring was 
mounted near the sputter source with the argon stream 
directed at the sputter-source target. This arrangement is 
schematically shown in Fig. 1. Improved film uniformity 
both in thickness and composition was attained with this 
apparatus. Additionally, oxygen pressures approximately 
twice those accessible without the argon isolation ring 
were usable without oxidation of the silicon source plate 
in the magnetron sputter_ head. For these experiments,  sil- 
icon incidence rates were 3.4, 5.9, and 8.2/~Ys or 1.72 x 101~ 
Si/cm~s, 2.9 x 1015 Si/cm2s and 4.1 x 10 is Si/cm~s, respec- 
tively. The general oxygen pressure varied from 0 to 0.6 
mtorr (0.08 Pa) in the system. This is considerably lower 
than the oxygen pressure at the substrate, which was not 
locally measured in these experiments.  
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