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Spin-Transistor Action via Tunable
Landau-Zener Transitions

C. Betthausen,* T. Dollinger,? H. Saarikoski,? V. Kolkovsky,?> G. Karczewski,?
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T. Wojtowicz,® K. Richter,? D. Weiss™*

Spin-transistor designs relying on spin-orbit interaction suffer from low signal levels resulting
from low spin-injection efficiency and fast spin decay. Here, we present an alternative approach
in which spin information is protected by propagating this information adiabatically. We
demonstrate the validity of our approach in a cadmium manganese telluride diluted magnetic
semiconductor quantum well structure in which efficient spin transport is observed over device
distances of 50 micrometers. The device is turned “off” by introducing diabatic Landau-Zener
transitions that lead to a backscattering of spins, which are controlled by a combination of a
helical and a homogeneous magnetic field. In contrast to other spin-transistor designs, we find

that our concept is tolerant against disorder.

he use of electron spin to store and pro-
Tcess information calls for the ability to

inject, propagate, and manipulate spin with
high efficiency (Z, 2). Much of the recent research
in the field has been motivated by attempts to
realize the seminal spin transistor proposed by
Datta and Das (3). Their original concept re-
quires spin injection from ferromagnetic contacts
into a narrow channel of a two-dimensional elec-
tron gas (2DEG), where transport is ballistic and
spins precess in a gate-controlled spin-orbit field
into “on” or “off” orientations. Even though such
spin manipulation in a spin-orbit field has been
demonstrated in a nonlocal measurement (4),
signal levels remain small as a result of low spin-
injection efficiency and limited spin lifetime. The
latter can be enhanced if spin polarization is pro-
tected against scattering processes by an SU(2)
symmetry that emerges when the Rashba spin-
orbit interaction strength is equal to the Dressel-
haus term (5, 6). This creates a persistent spin-helix
state (6) that has been observed in optical measure-
ments (7). Aside from 2D systems, spin-transistor
action was also explored in bulk bipolar semi-
conductors (8, 9).

Here, we present an alternative efficient spin-
transistor design that uses adiabatic spin propa-
gation to protect spin information and tunable
diabatic Landau-Zener transitions between spin
eigenstates for spin-transmission control (Fig. 1).
According to the adiabatic theorem of quantum
mechanics (/0), a spin that is initially in an ei-
genstate will remain in its instantaneous eigen-
state during transport if external perturbations act
on it slowly. Spin information is hence protected
against decay, allowing spin to propagate over
device distances of several micrometers. For
rapidly changing perturbations, spin cannot adapt
its state, which becomes a superposition of ei-
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genstates. This causes diabatic Landau-Zener
transitions between the spin eigenstates (17, 12),
which can be used to selectively backscatter spin-
polarized charge carriers, thus giving rise to tran-
sistor action.

We demonstrate the validity of our approach
in a (Cd,Mn)Te diluted magnetic semiconductor
quantum-well (QW) structure in which the giant
Zeeman splitting, attributed to s-d exchange inter-
action between electronic states and the localized
Mn spins (/3), gives rise to intrinsic spin polariza-
tion. We modulate the diabatic spin-backscattering
probability by a combination of a spatially rotat-
ing magnetic field By and a homogenous mag-
netic field B. By is created by premagnetized
ferromagnetic stripes placed above the device
(Fig. 2, A and D). In the absence of the ho-
mogeneous field, eigenfunctions change slowly,
leading to adiabatic spin transport and a heli-
cal spin wave resulting from U(1) symmetry. If
scattering is spin-independent, spin orientation
depends only on the position along the transport
direction and not on the specific path of the
spin: the device is in its on state. However, if
the helical field component is equal in ampli-
tude to the homogeneous component, diabatic
transitions and backscattering of spin occur.
Consequently, the device is in the off state. As
in the original Datta-Das concept, we measure
the source-drain resistance, which intensifies as
the spin-backscattering rate is increased. The
degree of adiabaticity is therefore monitored
electrically in the channel resistance, in contrast
to interference measurements (/4, 15) of geomet-
rical (Berry) phases (/6), associated with adia-
batic spin evolution only.

Our setup consists of three building blocks:
(i) a high-mobility 2DEG with a giant Zeeman
splitting, (ii) a grating of ferromagnetic stripes
on top of the sample (Fig. 2, A and D), and (iii)
a homogeneous B field generated by a super-
conducting coil. A modulation doped (Cd,Mn)Te
quantum-well structure (17, 18) is used to confine
electrons to two dimensions. The ferromagnetic
grating is made of 75-nm-thick dysprosium stripes
patterned to periods a ranging from 0.5 to 8 um.

The stripes are premagnetized in a field of 8 T,
which gives rise to a remnant magnetization of
0.7 x 10° A/m, determined by superconducting
quantum interference device (SQUID) measure-
ments. In the plane of the 2DEG, the stray field
of the periodic grating of magnets is approxi-
mately helical with an amplitude of ~50 mT
(Fig. 2B). The magnetic field texture translates
to a helical spin polarization via the giant Zeeman
coupling. In our devices, we use the beating
pattern of the Shubnikov—de Haas oscillations at
low fields (Fig. 2E) to estimate a Zeeman split-
ting of 1 meV for a 50-mT stray field at 25 mK
(18, 19). The Zeeman energy E7 is the largest spin-
dependent energy scale; Rashba and Dresselhaus
spin-orbit splittings are more than one order of
magnitude smaller (20). Spin polarization p =
(ny —np)(ny + ny) = E/2Ey in the 2DEG ranges
from 8 to 15% in a 50-mT stray field for our
samples (Fig. 2, C and D). Here, n;, denotes
the density of spin-up/down electrons; Ef. is the
Fermi energy.

To measure the longitudinal resistance p,.(B)
in a Hall bar geometry, the magnetic field is first
ramped up to 8 T under an angle 6 (Fig. 2A) to
magnetize the stripes, and then data are taken on
the sweep back to —0.5 T. In the presence of a
helical stray field, p..(B) shows distinct peaks at
about 50 mT (Fig. 2, E and F) for the studied
devices A, B, and C (fig. S1). The samples differ
in QW thickness, carrier density, electron mo-
bility, and Mn concentration (table S1), but the
results are independent of such details. The peaks
do not appear in unmodulated reference sam-
ples. Apart from a small dip near B = 0, rem-
iniscent of weak antilocalization (black traces in
Fig. 2F), these samples do not show any notable
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Fig. 1. Spin-transistor action via tunable diabatic
transitions in a system of two orthogonal spin-
eigenstates e, and e, (blue arrows) with energy sep-
aration T" at the closest approach. A spin that is
transported along a spatial coordinate x through
the system, starting from e;, will remain in this
instantaneous eigenstate if evolution (here defined
as rotation of eigenstate spin orientation) is slow in
the reference frame of the spin (small dx/dt). In a
fast evolution (large dx/dt), spin cannot adapt to
the changing environment, leading to a diabatic
evolution (red arrows) corresponding to a Landau-
Zener transition to e,. The e, state lies above E,
causing wave-function decay and spin backscatter-
ing. Spin-transistor action involves either tuning
T" or dx/dt.
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features at low B. The p,, peaks in the modu-
lated samples vanish rapidly with increasing
temperature 7 and are no longer recognizable
above ~0.6 K (Fig. 3A). This behavior, con-
firmed by full numerical transport calculations
in Fig. 3B (18), is expected for the spin po-
larization of (Cd,Mn)Te, as the dominant s-d
exchange part in the g factor contributes appre-
ciably only at low 7. Because of their orbital na-
ture, magnetic commensurability effects persist
to much higher 7 (~40 K) (27) and can therefore
be excluded. Hence, the 7' dependence of the
peaks confirms a spin-related effect.

The p,, peaks reflect reduced spin transmission
through the 2DEG channel, which can be intui-
tively explained within the following model: Due

A

Drain

to the high mobility of our samples, let us assume
that the spin transport is ballistic on the scale of
the period of the Dy grating. Figure 2C shows the
Zeeman-split subbands of a 2DEG. At Ef there
is an imbalance of spin states moving in the x
direction because some of the occupied spin-split
modes exhibit unoccupied counterparts above Ef.
For a Zeeman-split state pair close to £y, the upper
state (solid blue line in Fig. 2C) is unoccupied,
whereas the lower state (solid red line) is occupied
and carries spin. Assuming a helical stray field
(22, 23) with amplitude By, the total magnetic
field, B + By(x), gives rise to a Zeeman splitting
Ez:0 = J—r%gdﬂlBBs V1 +7v? + 2ycos(2nx/a),
where y = B/B;, gerr is the (giant) effective g
factor of (Cd,Mn)Te, and g is Bohr’s magneton.
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Fig. 2. (A) Electron micrograph of a Hall-bar segment covered with Dy stripes. (Inset) Orientations of
the external homogeneous B field and the magnetic moments of the premagnetized stripes (magenta
arrows), defined by the tilt angle © with respect to the z axis in the xz plane. (B) Calculated magnetic
stray-field components B; , (red) and B; , (blue) in the plane of the 2DEG for sample C with a grating of
a=1pum.B =B, and B = B._ denote the external field needed to generate points of vanishing total
magnetic field (marked by asterisks) if the external field is applied in positive or negative z direction,
respectively. (C) Schematic band structure of the (Cd,Mn)Te QW. Black solid lines, Zeeman-split spin-up
and spin-down subbands for wave vectors in the y direction, k, = 0; dashed lines, spin-split subbands
for k, # 0, but with spin-up and spin-down states occupied at E; colored solid lines, spin-split subbands
for k, # 0, but with an empty upper band. Only Landau-Zener transitions between filled and empty
subbands contribute to spin backscattering. Spin-up and spin-down densities n, and n, are represented
by blue and red areas, respectively. (D) In the adiabatic transport regime at B = 0, electron spins in the
2DEG (spheres with arrows) keep anti-aligned with the stray-field B, of the stripes, and a spin-helix
forms. (E and F) p,, with and without modulation at 7 = 25 mK and 6 = 0° (upper curves, shifted for

clarity). Mn ions in the QW cause a distinct beating

pattern with nodes (open triangles) at higher B (E).

Resistance peaks (black triangles) are associated with blocking of spin transmission.

REPORTS I

For one pair of spin-polarized states (that is, for
fixed wave vector k,), the total magnetic field,
Zeeman-split energy levels, spin directions, and
local energy bands are depicted in Fig. 3E (case
B = By?2) and Fig. 3F (B = B;). Because of the
large Zeeman splitting associated with the stray
field at B = 0, the Larmor frequency o =
ZentlpBs/h (where 7 is Planck’s constant /4 divided
by 2m) is higher than the frequency of stripe
modulation in a ballistic flight through the device
oy = 2nvg,/a (where v, = 7ik/m* is the com-
ponent of the Fermi velocity parallel to the trans-
port direction, m* is the effective mass of CdTe,
and k, is the wave vector in x direction). This
keeps spin transport predominantly in the adia-
batic regime, as expressed by the condition Q =
/o> 1, where Q is a measure of the degree of
adiabaticity in ballistic systems (16, 24, 25). For
B = B, a degeneracy point emerges in the energy
bands midway between adjacent stripes, because
the total magnetic field vanishes at those points
(Figs. 2B and 3F). In the reference frame of the
spin, the direction of the magnetic field first ro-
tates continuously as it approaches the degen-
eracy point adiabatically, but then the field
reverses direction. This violates the conditions
for adiabaticity, because an instant 180° spin-
rotation would be needed to stay on the lower
band. Hence, a transition to the upper Zeeman
band occurs close to the degeneracy. On the up-
per band the spin is parallel to the magnetic field,
giving rise to a tunneling barrier because the po-
tential energy rises above Ep; this leads to back-
scattering, and spin-transport is blocked, increasing
the resistance of the sample. Only spin-polarized
modes are affected by this blocking, because both
spin bands of spin-compensated modes remain
everywhere below Ef.

The probability of a diabatic transition to the
upper Zeeman band is finite, even if there are no
degeneracy points. Using Landau-Zener formal-
ism, we show (/8) that the spin-backscattering
probability associated with a diabatic transition
becomes increasingly probable as the distance
between the Zeeman-split levels at the closest
approach decreases or transport velocity vg, in-
creases (11, 12, 26). The periodic stripe grating
forms a spatially repeating sequence of potential
transition points that enhances the probability of
a diabatic transition.

The actual stray-field profile of the magne-
tized stripes is anisotropic and only approximate-
ly helical (Fig. 2B). This provides an additional
means to confirm that the p,, peaks stem from
spin-transmission blocking. To do that, we studied
samples with different stripe periodicities a ranging
from 0.5 to 8 um (shown for 6 = 45° in Fig. 3C)
and measured p,(B) at different tilt angles 0 for
a given value of a (shown for ¢ = 1 pm in Fig.
3D). We calculated the stray field of the stripes
within the dipole approximation for different
values of 6 and a, which gives the positions of
the spin-blocking peaks as field values where
zeros form in the total field. Our theoretical data
are compared with the corresponding values
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local Zeeman-split energy bands.

extracted for sample C in Fig. 4A (and for sam-
ple B in fig. S3) and show the expected an-
isotropy. Note that no fit parameters were used
in the calculations.

In the ballistic model, all spin-polarized trans-
port modes are blocked at B = B, increasing the
resistance of the sample. A single degeneracy
point in the Zeeman bands is sufficient to block
all spin transmission; hence, the peak height
does not depend on the number of modulations,
which is in line with the measurements of dif-
ferent modulation periods at a fixed device length
of 50 um (Fig. 3C). Only the 8-um modulation
shows a reduced peak height, which is probably
due to the highly anisotropic stray field.

The ballistic model gives an estimate £,(7,2B;)/
(4E%) for the relative magnetoresistance peak
height Ap,./p.. (black line in Fig. 4B). In the
presence of disorder, diabatic transitions are
perturbed and, hence, peak heights are reduced.
However, we found that disorder does not strong-
ly affect the measured peak heights in sample C.
The experimental values in Fig. 4B are compa-
rable to our disorder model at an electron mean
free path of /, = 4 um (blue triangles in Fig. 4B).
The peaks disappear in the calculations at /. =
0.65 wm, which equals the measured mean free
path in sample C. Orbital effects may enhance spin
effects and contribute to a better-than-expected
device performance at low 7' (18). Nevertheless,
experiments indicate that adiabatically transported
spin is stable over device distances of 50 um,
which are much longer than electron mean free
paths in the samples (between 0.47 and 1.39 um).

Our results demonstrate the concept of an
adiabatic spin transistor: Adiabatic transport pro-
tects spin information, whereas diabatic transitions
lead to spin backscattering (thus depolarizing
the current) and allow for switching between on

A
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~
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Fig. 4. (A) Measured and calculated anisotropy of the stray field, as reflected by the resistance peak
separation A = B¢, — B¢ . (B) Relative resistance peak height Ap,,/p.x as a function of temperature in
sample C (solid and open squares for Bc . and B —, respectively), in the ballistic theoretical model (solid
line), and in a model that includes disorder (triangles). In the latter case, the mean free path is 4 um,
and the device length is 18 um. The stray-field modulation period is 1 um. The corresponding reference
values of the spin-compensated limit are estimated from the resistances at 1 K. Error bars denote the

uncertainty in the disorder-averaged values.

and off states. In contrast to the Datta-Das con-
cept, our approach is tolerant against disorder.
Our proof of concept device shows source-drain
resistance modulation of up to ~10%, which is
expected to be considerably enhanced in mate-
rials with high spin polarization (/8). Further-
more, the homogeneous B field, provided here
by coils, might be replaced with a magnetic gate
that is switched by spin torque, discussed in
(18). This would enable the device to be controlled
purely by electric fields. As we use a paramag-
netic material, our device operates only at low
T. However, we stress that the design concepts
are not restricted to a particular choice of ma-
terials, temperature, methods of spin injection,
manipulation, or detection. Transferring our con-
cept to higher 7 requires employing exchange or
spin-orbit splitting rather than Zeeman splitting.
Possible material systems in which exchange in-

teraction can be tuned by means of an electric
field involve, for instance, magnetic semicon-
ductors (27).
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A Paramagnetic Bonding
Mechanism for Diatomics in
Strong Magnetic Fields

Kai K. Lange,” E. I. Tellgren,® M. R. Hoffmann,*? T. Helgaker*

Elementary chemistry distinguishes two kinds of strong bonds between atoms in molecules:

the covalent bond, where bonding arises from valence electron pairs shared between neighboring
atoms, and the ionic bond, where transfer of electrons from one atom to another leads to
Coulombic attraction between the resulting ions. We present a third, distinct bonding mechanism:
perpendicular paramagnetic bonding, generated by the stabilization of antibonding orbitals in
their perpendicular orientation relative to an external magnetic field. In strong fields such as
those present in the atmospheres of white dwarfs (on the order of 10° teslas) and other stellar
objects, our calculations suggest that this mechanism underlies the strong bonding of H; in the
’%; (1og1a}) triplet state and of He, in the ' (167 107?) singlet state, as well as their
preferred perpendicular orientation in the external field.

hemical bonding mechanisms are not only
‘ well understood phenomenologically and

theoretically, but are also accurately de-
scribed by the methods of modern quantum chem-
istry. Molecular atomization energies, for example,
are today routinely calculated to an accuracy of
a few kilojoules per mole—the “chemical ac-
curacy” characteristic of modern measurements
(). However, nearly all our knowledge about
chemical bonding pertains to Earth-like condi-
tions, where magnetic interactions are weak rel-
ative to the Coulomb interactions responsible for
bonding. By contrast, in the atmospheres of rap-
idly rotating compact stellar objects, magnetic
fields are orders of magnitude stronger than those
that can be generated in laboratories. In particu-
lar, some white dwarfs have fields as strong as
10° T, and fields up to 10'° T exist on neutron stars
and magnetars. Under these conditions, magnet-
ism strongly affects the chemistry and physics of
molecules, playing a role as important as that of
Coulomb interactions (2). To understand this un-
familiar chemistry, we cannot be guided solely by

LCentre for Theoretical and Computational Chemistry, Depart-
ment of Chemistry, University of Oslo, N-0315 Oslo, Norway.
2Chemistry Department, University of North Dakota, Grand
Forks, ND 58202, USA.

*To whom correspondence should be addressed. E-mail:
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the behavior of molecules under Earth-like con-
ditions. In the absence of direct measurements
and observations, ab initio (as opposed to semi-
empirical) quantum mechanical simulations play
a crucial role in unraveling the behavior of mol-
ecules in strong magnetic fields and may be useful
in the interpretation of white dwarf spectra (3, 4).

Over the years, many quantum chemical studies
have been performed on one- and two-electron mol-
ecules in strong magnetic fields (5). Some of these
demonstrate how certain otherwise unbound one-
electron molecules become bound in strong fields.
Intriguingly, Hartree-Fock calculations by Zaucer
and Azman in 1978 (6) and by Kubo in 2007 (7)
suggest that the otherwise dissociative lowest triplet
state 2 (16,16*) of H, becomes bound in the
perpendicular orientation of the molecule relative
to the field. The binding has also been noted in
simple model calculations and rationalized in terms
of van der Waals binding (dispersion) (§) and a
shift of electronic charge density toward the mo-
lecular center (9). Bearing in mind that the un-
correlated Hartree-Fock model often strongly
overestimates the binding energy in the absence
of magnetic fields, these findings must be con-
firmed by more advanced quantum chemical
simulations.

Here, we report highly accurate calculations
on H; in strong magnetic fields, taking advantage

of our recently developed LONDON code, which
is capable of treating molecular systems accu-
rately in all field orientations. Our studies not
only confirm the bonding of triplet H, but also
provide an elementary molecular orbital (MO)
explanation that involves neither charge displace-
ment nor dispersion: Nonbonding molecular elec-
tronic states are stabilized by the reduction of the
paramagnetic kinetic energy of antibonding MOs
when these are oriented perpendicular to the mag-
netic field. The generality of the proposed bonding
mechanism is confirmed by calculations on He,,
previously not studied in strong magnetic fields.

To represent the molecular electronic states in
magnetic fields, we use the full configuration-
interaction (FCI) method [implemented using
string-based techniques (/0-12)], where the
N-electron wave function is expanded linearly in
Slater determinants,

|FCI) = %Cn det|o, , 0, , .. O (1)
whose coefficients C, are determined by the
Rayleigh-Ritz variation principle (/3). Each de-
terminant is an antisymmetrized product of N or-
thonormal spin MOs ¢,,; the summation is over all
determinants that may be generated from a given
set of MOs. The exact solution to the Schrodinger
equation is reached in the limit of a complete set
of MOs, making it possible to approach this so-
lution in a systematic manner.

The FCI model makes no assumptions about
the structure of the electronic system; in par-
ticular, it makes no assumptions regarding the
dominance of one Slater determinant (assumed
in Hartree-Fock and coupled-cluster theories).
This model is therefore capable of describing all
bonding situations and dissociation processes in
an unbiased manner, which is essential when un-
familiar phenomena are studied. Equally impor-
tant, the FCI model provides a uniform description
of different electronic states and is therefore able
to describe the complicated evolution of such
states that occurs with increasing field strength.

The FCI method is a standard technique of
quantum chemistry, often used to benchmark less
expensive and less accurate methods, and was
previously used by Schmelcher and Cederbaum
in their study of H, in strong parallel magnetic
fields (/4). Our FCI implementation differs from
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