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Abstract--This paper proposed a new method for the full face detection from complex backgrounds. Based 
on feature parameters of space gray-level dependence (SGLD) matrix, the face-texture model composed by 
a set of inequalities was derived. A color information utilization incorporated with the face-texture feature 
was also investigated. Using the face-texture model, we designed a kind of scanning scheme for face detection 
in color scenes, in which the orange-like parts including the face areas were enhanced by utilizing the 
I component of the YIQ color system. The experiments showed that this method can locate the face position 
in the complex backgrounds effectively. Copyright © 1996 Pattern Recognition Society. Published by 
Elsevier Science Ltd. 
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I. I N T R O D U C T I O N  

Recently, with the progress of image processing and 
pattern recognition technology, the study of the face 
recognition techniques has given rise to more and 
more interests for researchers. The face recognition 
and interpretation of human faces have many applica- 
tions such as security systems, criminal identifications 
and teleconferences. 

Many researchers have reported face recognition 
techniques. (~-6) However, these researches seem to 
assume that the facial parts have already been isolated. 

It is the key step for face recognition to extract the 
facial parts from cluttered scenes in a general setting. 
For example, a security system, where a CCD camera 
with 512 × 512 resolution covers a whole entrance 
hall, will show a full-view image of a hall. It is import- 
ant for this system to detect facial parts at the begin- 
ning, if this system is expected to recognize the human 
beings in the hall automatically. Since this system 
might only give 20 x 30 pixels to a face, and the 
focusing of lenses might not be good, it is desirable to 
extract the facial parts from low quality images. Recent 
studies have begun to address the problem of face 
localization/7- ~ a, x 5) 

In reference (7) a hierarchical knowledge-based 
method consisting of three levels was utilized to locate 
unknown human faces. In reference (8) a multi-pyra- 
mid architecture is used first and then the parts of eyes 
and noses were utilized to extract the facial regions. 
Although these methods can locate the unknown hu- 
man faces spanning a wide range of sizes in a scene, 
a requirement for the resolution would be slightly high 
in order to utilize characteristics of eyes and noses. 

* Author to whom correspondence should be addressed. 

Moreover, experimental results in the papers seem to 
restrict to only indoor scenes, so it is ambiguous 
whether these methods are applicable to outdoor scen- 
es. In reference (9) a model-based approach, where the 
shape of an object is defined in term of several mini- 
templates, was adopted to detect the face position. The 
mini-templates were simply geometric features such as 
arcs and corners. As it is necessary for this method to 
extract shapes of edges and lines, the background 
cannot be complex and the scenes should be with 
certain constraints. In reference (10) the face space, 
which is defined by the eigenvectors of a set of faces, 
was used to detect and identify the facial images. 
Although it did not necessarily correspond to isolated 
features such as eyes, ears and noses, it seems that the 
background would be slightly simple in terms of im- 
ages shown. In reference (12) the face was localized by 
coupling a set of local feature detectors with a statisti- 
cal model of the mutual distances between facial fea- 
tures. However, this algorithm seems to suffer from the 
same problems mentioned above. 

In this paper, we proposed a new method for the 
detection of full faces in the cluttered color scenes, 
where the size of faces is comparatively small. Based on 
the feature parameters of space gray-level dependence 
matrix (SGLD), (~41 a face-texture model composed by 
a set of inequalities was derived. A face area was 
defined as such a region where these inequalities hold. 
The parameters included in the inequalities were de- 
cided by experimental basis. Using this face-texture 
model, we designed a type of scanning scheme for face 
detection in the color scenes, in which the orange-like 
parts including the face areas were enhanced by utiliz- 
ing the I component of the YIQ color system. 

In order to testify the effectiveness of this method, 
the experiments were executed and the results were 

1007 



1008 Y. DA1 and Y. NAKANO 

discussed. 

2. FACE-TEXTURE MODEL 

2.1. Space gray-level dependence matrix 

The performance of the space gray-level dependence 
(SGLD) matrix which is used in textural feature analy- 
sis was presented in reference (14). Let l(i ,j) be the 
gray-level value at pixet (i,j) of an image ~(L x × Ly), 
with the brightness values in [0, L - 1]. Let P,b(m, n) be 
the number  of occurrences in which two neighboring 
pixels displaced by a vector (m, n) on the image have 
gray levels a and b, respectively. A matrix composed by 
Pab(m,n) is called as space gray-level dependence 
(SGLD) mat r ix ,  with a parameter vector (re, n). The 
formula to obtain Pab(m, n) is defined by: 

Pab(m,n) = #{((i , j) ,( i  + m,j  + n))~(L x x Ly), 

l(i ,j) = a, l(i + m, j  + n) = b }, 

where # denotes the number  of elements in the set. 
The frequency normalization for the matrix can be 

computed approximately by the formula: 

Nab(m, n) = Pab(m, n)/T, 

where T - -  L~ x Ly is the total number  of pixels of the 
image to be analysed. 

Based on an SGLD matrix, a set of textural features 
can be derived. Here, we mainly consider three of them, 
inertia, inverse difference and correlation features. The 
equations which define these measures of textural 
features are: 

L - 1  L - 1  

B1(m,n)= ~. ~ (a-b)2Nab(m,n) (1) 
a = 0  b = 0  

~ I L i Nab(m,n) 
Bo(m, n) = ~ 1 + (a - b) 2 (2) 

a = O  b = O  

1 L 1 L - 1  

Bc(m,n)= ~ ~ ~ ( a - p ) ( b - p ) N ~ b ( m , n ) ,  (3) 
a = O  b = 0  

where L is the number  of gray levels, # and a are the 
means and standard deviations of the image. Accord- 
ingly, with varying m and n, a set of arrays can be 
formed, the elements of which are B1(m, n), Bo(m, n) and 
Bc(m, n), respectively. Let B t, B o and B c denote these 
arrays, respectively, then: 

(B,(0,0) B,(M,0/ ) 
B I = \ B t ( O , N  ) ... B , ( M , N ) ]  (4) 

(Bo(O,O) ... Bo(M,O) ) 
B D = \ B o ( O , N  ) ... B . ( M , N ) ]  (5) 

(Bc(O,O) ... Bc(M,O) ) 
BC=\Bc(O,N)  ... Bc(M,N),] (6) 

In these arrays, M and N are the upper limits of 
m and n. In this paper, B t, B o and B c are known as 
SGLD feature matrices. 

2.2. Face-texture model based on the 
SGLD feature matrix 

The facial images can be considered as a type of 
texture with some special textural characteristics. 
First, the texture of facial images is not of orientation 
and duplication, but appears as a whole. Second, it is 
almost symmetric with respect to the medial axis. On 
the other hand, fi'om the view of gray-level distribution 
of facial images, we know that the gray-level variation 
on the local region in the direction paralleling part 
of the eyes is not larger than that in the direction 
perpendicular to the part of eyes on the whole, and 
the difference between the gray-level variation is 
not so large in the parallel and perpendicular direc- 
tion of the eyes, because of the special shape of the 
face, such as the mouth, eyes, facial gradient and 
so on. Besides, according to the facial shape, the 
gray levels of neighboring pixels are considered homo- 
geneous in the local region and nonhomogeneous on 
the whole. 

Due to the analysis above, we use the SGLD feature 
matrices to describe the facial features. The neighbor 
set of a certain pixel (i,j) is given by 

Nv={(k , l ) :  O < k - i < m  and O < I - j < N } ,  

and is represented by a matrix Dp, where the maximum 
values M and N are selected corresponding to the 
resolution of facial images. An example illustrated in 
Fig. 1 uses M = 2 and N = 2, which are suitable for the 
facial image shown in Fig. 2, the resolution of which is 
about  16 x 20 pixels. In this paper, we mainly consider 
the instance where M = 2 and N = 2, for the detection 
of facial images with the low resolution. B t, B o and B c 
in equations (4), (5) and (6) are calculated on the 
neighborhood matrix Dp. 

In order to simplify the notation, elements of SGLD 
feature matrices are denoted by the matrix below: 

Dp = 4 , (7) 

8 

where the number  of D v means the order of an element. 
For  example, B I (3) shows BI(0, 1), and so on. 

For inertia matrix B l, a value of(a - b) 2 represents 
the gray-level variation between two pixels and a value 
of .~.,a = 0'~L- 1 ~b=O~X'L- 1 ~a - b ) Z N a b ( m ,  n) can be considered as 
accumulation of the gray-level variation between all 
pairs of 2 pixels. According to the facial texture fea- 
tures described above, it is obvious that with the 
distance between the two pixels in the same direction 

(0,0) (1,0) (2,0) 
(0,1) (1,1) (2,1) 
(0,2) (1,2) (2,2) 

Fig. 1. Neighborhood D v (M = N = 2). 
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0.00 2.15 6.03 ) 

B I  = 3.38 5.10 8.51 

10.02 11.12 13.47 

Fig. 2. An example of a facial image and its B r 

becoming large, B t becomes great. It is expressed as: 

Bl(j l  ) < Bt(j2), (8) 

where Jl <J2. 
Figure 2 shows an example of facial image and the 

calculated result of B r It is shown that the element 
values of B t with respect to the neighborhood Dp are 
increasing all in the direction from the reference point 
(0, 0). 

Furthermore, if the full face appears vertically, 
Bl(m, 0) represents the gray-level variation in the paral- 
lel direction of eyes, while B~(0, n) represents that in the 
perpendicular direction of the eyes. Hence, it is estab- 
lished that Bt(0, n) is larger than Bt(m, 0), but it is not 
much larger than Bt(m, 0) when m = n. Although some- 
times contrary results are observed because of some 
disturbance in facial images, the difference of B~(m, O) 
and Bt(0, n) is very small in these cases. If the full face 
appears obliquely, B~(m,O) and B~(0, n) represent the 
gray-level variation in the direction inclined to part of 
eyes, hence values of BI(O, n) and Bt(m, 0) are close, which 
is largely determined by the inclined angle to the part 
of eyes. The larger the angle, the greater the value o rb  r 

Generally, Vj~, j:  (Jl <J2), the fact mentioned above 
is expressed as: 

B1(Jl ) <(1 + w)Bl(j2), (9) 

where w is a small positive constant, which could be 
determined experimentally. 

As an example shown in Fig. 2, BI(7), which is equal 
to 8.51, is less than B~(8), which is equal to 11.12. If the 
value of w is selected suitably, inequality (9) is expected 
to serve to discriminate the facial parts from other 
parts. 

Figure 3 shows calculated results of Bo and B c for 
the same face as Fig. 2. With the orders increasing, the 
values of elements in B D and B c show the tendency to 
decrease, because of the homogeneity of faces on the 
local region and nonhomogeneity on the whole. More- 
over, the value of the element in B D and B c is only 
varied in a certain range, because of the similarity 
among the human faces. Since Bo(1) and Bc(1) are 
unity, there are positive parameters dl(j), dz(j), Q(j )  
and c2(j) less than unity such that: 

dl( j)  < BD(j) < dz(j), (10) 

c1( jj < Bc(j) < cz(j), (11) 

where 1 < j  < 9. 

1.00 0 .54 

B D  ---- 0 .48 0.42 

0.28 0.28 

0 .39 

0 .34 

0 .27 

1.00 0.79 0.51 / 

B C  = 0.79 0.63 0.41 

0.51 0.39 0 .24 

Fig. 3. B o and B c calculated from the face in Fig. 2. 

If the values of dl(j), d2(j), cl( j)  and c2(j) are 
selected suitably, inequalities (10) and (11) are also 
expected to serve to discriminate the facial parts from 
other parts. 

As a result, the facial region can be estimated as such 
an area where inequalities (9) (11) hold. 

2.3. Parameters' determination in the 
face-texture model 

To construct the face-texture model described 
above, we have to determine parameters w in equation 
(9), dl( j)  and dz(j) in equation (10) and cl( j)  and cz(j) 
in equation (11). These parameters are desirable to be 
selected as small as possible in order to remove non- 
facial regions, but by doing so, the risk of missing facial 
parts will become large. In order to make the identifi- 
cation rate high and the false alarm rate low, w, d~(j), 
dz(j), c l ( j )  and cz(j) are determined by experimental 
procedures described as follows. 

Procedure 1 

(0) Set the initial values of w°=0,  d~(j) ° =  1, 
d2(j) ° = O, cl( j)  ° = 1, c2(j) ° = 0 and n = 1, respec- 

tively. 
(1) Calculate the BI, Bo and B c for a facial image 
in the test sample set. 
(2) If the elements orB t, B o or B c meet the inequali 1 

ties of equations (9), (10) and (11), 
then go to next step; 
else let w " = w  " - 1 + 6 w ,  d l ( j ) " = d l ( j )  " - 1 - 6 d l ,  
d2(j)"=d2(j)" l+fid2,  c l ( j ) "=c l ( j ) "  1--6Cl or 
c2(j), = c2(j) ,-  1 + tic z and n = n + 1. 
(3) If the values of w, dl(j), d2(j), cl( j)  or c2(j) 
remain unchangeable for all images, 
then end for this unchangeable parameter; 
else obtain another facial image, and go to step 1. 
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facial images is 4%. For the partially facial images, the 
more the facial part is included, the higher the identifi- 
cation rate is. 

It is important that the rate of faces' missing is 0%, 
although some false alarms exist, because we can 
expect that the false faces might be rejected in the 
recognition stage. In this sense, we can conclude that 
the facial texture model described above is effective for 
the face detection and can be used to express the facial 
characteristics. 

3. LOCATION OF FACIAL REGIONS IN 
THE COLOR SCENES 

3.1. Utilization o f  color information 

The face-texture model described in the previous 
section showed good performances, but some false 
alarms emerge for tough samples. In order to over- 
come the problem, we develop an approach to utilize 
the color information. 

Most people in East Asia have almost same skin 
color. Especially, since Japanese (and many people in 
East Asia) have yellow skins. The feature can be utiliz- 
ed as follows. Skin regions might be enhanced by 
converting RGB color images to YIQ representation 
and using the I component, which includes color 
components from orange to cyan. 

As is well known, a conversion formula from RGB 
to YIQ is given as: 

 030 011,(i) 
I ] = |  0.60 -0 .27  -0 .32  / . (12) 
Q /  \ 0.21 -0 .52  0.31/  

For the values of the I component, the maximum is 
ca 150 in terms of the conversion formula (12), when 
values of R, G and B components are varied in the 
interval [0, 255]. 0 represents gray part in the color 
images. Hues of I component are changed from orange 
to cyan. The smaller the value of the I component, the 
more it contains the component of orange hues and the 
less it contains that of cyan hues. Especially, the values 
of orange hues which include a skin color are changed 
from 1 to 50. 

Accordingly, only the orange hues which include the 
skin color in the images are kept, if the values of the 
I component in the interval [0, 50] are adopted and 
those larger than 50 are set to 0. In the following, we 
term the images the gray level of which is expressed by 
the value of the I component filtered as above, as 
I component images. 

An example of color images (printed in mono- 
chrome) and their I components are Shown in Figs 5(a) 
and (b), respectively. From Fig. 5(a), we observe that 
the facial part of the I component image corresponds 
to the original facial image approximately, but is en- 
hanced. The eyes and eyebrows appear as the original 
shapes in black color, but the mouth appears in white 
color, because the values of the mouth's I component 
are larger than those of the eyes, eyebrows and skin. 

However, if the values of the mouth's I component are 
larger than the threshold 50, they are set to 0. In this 
time, the corresponding part of the mouth appears as 
black in the I component image. Generally speaking, 
the distribution of light and shade in the facial part has 
a similar tendency to that in the original image. It is 
indicated that the face-texture model described in 
Section 2 is also applicable for the facial parts in the 
I component images. 

From Fig. 5(b), it is clear that the parts of orange 
hues including the facial part are enhanced by high- 
lights in the I component image and other parts which 
give other hues are removed. Namely, the nonfacial 
parts are removed moderately and the facial parts are 
in good condition for the face extraction in the I com- 
ponent image. 

3.2. Scannin 9 scheme 

The face extraction from the color scenes is executed 
in the I component images obtained above. In this 
scheme, the image is scanned by a window for locating 
the facial position on the basis of the face-texture 
model. The choice of the window size depends mainly 
on two factors: (1) how large are the localized faces; (2) 
whether the model represents the facial features in 
a window of such size. Since this paper involves the 
extraction of facial parts with the low resolution in the 
complex backgrounds, it is desirable to set the size of 
window as small. From the conclusion on the recogni- 
tion bound given in reference (13), the window size was 
set to be 16 × 20 pixels in advance. 

The method of detecting facial areas consists of five 
steps. 

(1) RGB to YIQ conversion 

• I component images are calculated. 

(2) Noise reduction 

• In order to reduce scattered noise in the I compo- 
nent images, a smoothing filter is applied. 

(3) Screening 

• Regions having intensities in a band are selected. 

(4) Extraction of facial regions from I component 
images. 

(5) Postprocessing. 

The first andsecond steps will be obvious. 
At the third step, a window scans the whole picture 

and the average intensity in the window is calculated 
for the purpose of screening. If the average is less than 
a threshold, the area covered by the window is not 
considered as the facial region and is rejected immedi- 
ately. If the value is greater, the fourth step is tested. 

At the fourth step, calculating the Bj, B o and B c of 
the images in the scanning window area, it is decided 
that the facial part exists at the position of the window, 
if the elements of matrices meet the inequalities (9)- 
(11), continuing until the whole image is scanned. 
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(a) 

:~iii~ -~.~:¢ 
! ~ :  :!i:i: " 

. . . . . . . .  

(b) 
Fig. 5. Examples ofcolor images and I component images. Note: upper images are color images, but printed 

in monochrome here. 

Although the small step of scanning is desirable 
to obtain the high rate of detection, the time for 
scanning a whole image will become long. According 
to the experimental results shown in Table 1, we 
found that the rate of identification was 80% for the 
samples which included 2/3 facial area and only 6% for 
those which included 1/3 facial area. Thus, the hori- 
zontal and vertical step lengths for searching the face 
position are set as 1/3 of window's width and height, 
respectively. 

The fifth and last step check if the extracted candi- 
date regions overlap. When the overlap is detected, it is 

necessary to process further to make the overlapped 
regions sole. The overlap conditions include: (1) the 
regions are overlapped in the horizontal direction; (2) 
the regions are overlapped in the vertical direction; (3) 
the regions are overlapped in horizontal and vertical 
directions. For the first case, the number of overlapped 
regions is generally two or three. If two regions are 
overlapped, such regions merge into one as the facial 
area; if three regions are overlapped, the middle region 
is considered as the facial area and other regions are 
discarded. For the second case, the overlapped regions 
are processed in the same way. For the third case, the 
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region which is overlapped most frequently is con- 
sidered as the facial area and other regions are dis- 
carded. Here, it is assumed that more than one faces do 
not exist closely. 

3.3. Experimental results 

To testify the effectiveness of the algorithm pro- 
posed above for face detection, we executed the experi- 
ments with two sets of test samples. One was the face 
database of Olivetti Research Laboratory (ORL) 
taken via ftp and the other was the scenery images 
containing faces, which were obtained by scanning 
pictures into the computer. 

The experimental results of face detection are ex- 
plained below. 

Experiment 1 

The face database of ORL is used as the test samples 
to examine the performance of the face-texture mo~lel 
further. 

i iii~}:!~:i!?:! 
: i:2:2:??:~:i.i:!:i:!: 

2: :::::::::::::::::::::: 

:g: 

In this experiment, 10 different persons were selected 
randomly from the face database and a set of five or six 
test views per person was adopted. The test views 
included face's rotation, inclination, expression and so 
on. In order to apply to our face-texture model pro- 
posed above, the resolution of the test images was 
reduced to an interval of [16 × 20,20 × 26]. Some 
examples are shown in Fig. 6. 

For these test samples, a face identification experi- 
ment was executed using the face-texture model. Al- 
though the images in the face database of ORL are 
monochrome images, the experiment is executed as if 
they are color (! component) images, because the 
distribution of the gray level in the monochrome face 
images has the similar tendency to that in the I compo- 
nent images. 

Table 2 summarizes our experimental face identifi- 
cation results. It can be seen that except for an instance 
of person 24, to whom the face identification failed for 
one view, all the test samples were identified as face 
successfully. The overall face identification rate was 

!!!!i!!!!i!ii!!iii~:i .............. 

Fig. 6. Examples of ORL face database. 

:i~::.: 
: ::::::::::::::::::::::: 

Table 2. Experimental results of face identification using ORL face database 

test samples 
ID number 
1 5 
4 5 
17 5 
18 5 
20 5 
24 5 
28 5 
29 6 
34 6 
38 5 

rotation 
test samples' condition 

inclination expression glasses 

O O 

O 

O O 

O 

O O 

O O 

O O 

beard 

O 

number of 
face identification 

5 
5 
5 
5 
5 
4 
5 
6 
6 
5 



1014 Y. DAI and Y. NAKANO 

Table 3. Experimental results of face detection using scenery pictures 

t e s t  s a m p l e s  

I D  average  size 

(pixels)  

1 - 2 7  500 x 400 

28 524 × 416 

29 1142 x 264 

30 346 × 388 

number  of regions 

covered by windows 

625 

681 

942 

420 

r a t e  o f  

f ace  d e t e c t i o n  

100% 

100% 

100% 

100% 

n u m b e r  o f  

f a l se  f aces  

98%. It is indicated that the face identification is 
reliable by using the face-texture model based on the 
SGLD matrix. 

Experiment 2 

We executed a face extraction experiment using 30 
images containing ca 60 faces, which were obtained by 
scanning the different types of scenery pictures into the 
computer. These scenes included the indoor scenes 
such as desks, shelves, wall and so on, and the outdoor 
scenes such as buildings, trees, grass and so on. The 
pictures were taken without any special constraints. 
The position of the facial regions was arbitrary in these 
test pictures and size was varied from 16 x 20 pixels to 
20 x 26 pixels. 

Table 3 summarizes our experimental face detection 
results. As a result, all 60 facial regions in 30 images 
were extracted from the complex backgrounds correct- 
ly, that is, missing rate was 0%. However, there were 
three pictures in which besides the correctly located 
faces, false faces appeared. The number of false faces 
was seven. For  the images in which the false alarms 
happened, the number of regions covered by windows 
was 2043. Although the rate of which false alarms 
happened for images was 10% (3 from 30), in the image 
where the false alarms happened, the average rate of 
false alarm was 0.34% (7 from 2043), which is very 
small. On the other hand, such as analysed in Section 2, 
some false alarms should be tolerated rather than the 
missed faces, because the false faces might be rejected 
in the recognition stage. In this sense, the experimental 
results were satisfactory. 

Figures 7 and 8 show some examples of the facial 
parts extracted from the complex backgrounds done in 
our experiments. The white rectangles in images repre- 
sent the face area extracted. Figures 7(a) and (b) are the 
examples with the outdoor scenes. In Fig. 7(a), the 
original image of which is shown in Fig. 5(a), there is 
only one face, and the background is wide relatively. 
The face was located successfully. In Fig. 7(b) three 
facial areas were also located successfully. Figure 8 is 
an example of an indoor scene. In Fig. 8 there are three 
full faces, including two vertical faces and one inclined 

face. These facial regions were extracted correctly 
without any false alarms. 

3.4. Effectiveness of color information 

Although the face-texture model proposed above is 
also applicable for the face extraction in a black and 
white image, the utilization of color information en- 
sure face detection is more effective, because the non- 
facial regions which were needed to detect were reduc- 
ed in the I component image by means of discarding 
the nonorange hues. To evaluate the effectiveness of 
color information the RGB image of Fig. 7(a) was 
converted to monochromatic by averaging RGB 
values. Using the pseudomonochrome image the pre- 
vious method was tested, a condition that the face 
image should be identified. The result is that there were 
14 false alarms detected. Since no false alarm was 
detected in the I component, the effectiveness of color 
information is obvious. 

CPU time for calculation in the I component image 
of Fig. 7(a) was 5.5 times smaller than in the pseudo- 
monochrome image. This speedup is considered to be 
based on the screening. By skipping the regions whose 
average intensity is too small in the I component 
images, the burden of calculating SGLD matrices was 
reduced remarkably. 

4..CONCLUSION 

The full face detection in the color scenes using the 
face-texture model based on the SGLD matrix was 
newly proposed and tested. Our method has three 
contributions. First, the face-texture model based on 
the SGLD matrix we presented is effective to facial 
images with low resolution. Second, the utilization of 
incorporating the color information with the texture 
feature improves the performance of face detection. 
Third, the face-texture model is applied to extracting 
facial parts in the wide, complex backgrounds success- 
fully, where the size of facial areas is relatively small. 

This paper showed that the utilization of the I com- 
ponent color information in face extraction was appli- 
cable to the Asian. As a future issue, it is necessary to 
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Extracted face 
Resolution of image is 1142 × 738 pixels 

(a) 

Inputted image (color in original) 
Resolution of image is 236 × 164 pixles 

Extracted faces 

(b) 

Fig. 7. Detected facial regions. 
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examine the effectiveness of color information for 
other races' extraction. 
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It is the key step for face recognition systems to extract the 
facial parts in the complex backgrounds, if such systems are 
expected to recognize the human beings automatically. On 
the other hand, such systems might only give 20 x 30 pixels to 
a face. Despite the importance of the problem, there are little 
discussion on the face extraction in the complex backgrounds. 

In this paper, we proposed a new method for face extrac- 
tion in the complex backgrounds using a texture model 
incorporating with color information utilization. Based on 
the space gray-level dependence matrix, the facial texture 
model composed by a set of condition inequalities was de- 
rived. The coefficients in the inequalities were decided with 
experimental procedures. By transforming color images from 
RGB color representation to YIQ color one, the orange-like 
parts including the face areas were enhanced in the original 
images, if the I component of YIQ color system was only used. 
Using the face-texture model, we designed a kind of scanning 
scheme for face detection in the 1 component images. After 
scanning, some regions, which were considered as face area, 
but might be overlapped, were obtained. By using a set of 
relational judgement conditions, the facial parts were deter- 
mined finally. 

The experiments showed that this method can detect the 
face regions in the color complex backgrounds effectively. 
Using thirty images containing sixty faces, the facial parts in 
the images were all extracted correctly, but, false alarms, 
which indicate unfacial parts were extracted as faces, ap- 
peared in three images. Total number of false alarms was 7, 
which means the false alarm rate was 0.34%, when false alarm 
rate was defined as the ratio of total number of false alarms to 
that of all scanned windows in the images. In fact, a little of 
false alarms should be tolerated rather than the face missing, 
because the false faces might be rejected in the recognition 
step. In this sense, the experimental results were satisfactory. 
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