
 

 

PLEASE SCROLL DOWN FOR ARTICLE

This article was downloaded by: [CAS Chinese Academy of Sciences]
On: 31 March 2010
Access details: Access Details: [subscription number 918026805]
Publisher Taylor & Francis
Informa Ltd Registered in England and Wales Registered Number: 1072954 Registered office: Mortimer House, 37-
41 Mortimer Street, London W1T 3JH, UK

Critical Reviews in Solid State and Materials Sciences
Publication details, including instructions for authors and subscription information:
http://www.informaworld.com/smpp/title~content=t713610945

Reciprocal space mapping
Paul F. Fewster a

a Philips Research Laboratories, Redhill, U.K.

To cite this Article Fewster, Paul F.(1997) 'Reciprocal space mapping', Critical Reviews in Solid State and Materials
Sciences, 22: 2, 69 — 110
To link to this Article: DOI: 10.1080/10408439708241259
URL: http://dx.doi.org/10.1080/10408439708241259

Full terms and conditions of use: http://www.informaworld.com/terms-and-conditions-of-access.pdf

This article may be used for research, teaching and private study purposes. Any substantial or
systematic reproduction, re-distribution, re-selling, loan or sub-licensing, systematic supply or
distribution in any form to anyone is expressly forbidden.

The publisher does not give any warranty express or implied or make any representation that the contents
will be complete or accurate or up to date. The accuracy of any instructions, formulae and drug doses
should be independently verified with primary sources. The publisher shall not be liable for any loss,
actions, claims, proceedings, demand or costs or damages whatsoever or howsoever caused arising directly
or indirectly in connection with or arising out of the use of this material.

http://www.informaworld.com/smpp/title~content=t713610945
http://dx.doi.org/10.1080/10408439708241259
http://www.informaworld.com/terms-and-conditions-of-access.pdf


Criticxi1 Rerirws in Solid State iriitl Mtrteriti1.r Scirncrs. 22(2):69- I I0 ( 1997) 

Reciprocal Space Mapping 

Paul E Fewster 
Philips Research Laboratories, Cross Oak Lane, Redhill, RH1 5HA, U.K. 

ABSTRACT: This review covers the recent advances in reciprocal space mapping. The experi- 
mental techniques as well as the theoretical and conceptual developments are discussed. The 
advantages of reciprocal space mapping over the conventional single scan X-ray scattering 
methods become clear from the examples presented. Extracting the additional information from 
mapping in reciprocal space maps has led to a deeper understanding of materials. Imperfect 
materials benefit enormously from these methods. Near perfect materials also indicate weak 
diffuse scattering that can now be interpreted in terms of defects, etc., whereas with single scans 
the influence is difficult to observe and separate from other features. Reciprocal space maps can 
be collected with both high and low angular resolution diffractometers, depending on the applica- 
tion, although a combination of resolutions may be necessary. It is also growing in importance 
in the analysis of materials using specular retlectometry. High-resolution reciprocal space map- 
ping is not restricted to good crystalline quality. Examples of reciprocal space mapping are given 
for semiconductors, metals, ceramics and biological samples. For semiconductor materials, 
reciprocal space mapping has now become almost routine in the study of lattice relaxation in thin 
layers and in the assessment of the "quality" of materials. Combinations of mapping with topogra- 
phy and precision lattice parameter determination are also discussed. The latter part of this review 
discusses the advantages of three-dimensional reciprocal space mapping, which takes the analy- 
sis further. With this method the full three-dimensional shapes in reciprocal space can be studied. 

KEY WORDS: reciprocal space mapping, X-ray diffraction techniques, X-ray scattering methods. 

1. INTRODUCTION 

Reciprocal space mapping is a general 
term used to describe the recent developments 
in the methods of data collection using X-ray 
diffraction techniques. The principle is to ex- 
tract as much information from the X-ray 
diffraction pattern as possible by restricting 
the diffraction space probe and surveying 
reciprocal space in great detail. This greater 
detail can lead to information on the mi- 
crostructure and deviations from perfection 
that can often dominate the physical proper- 
ties of materials. This is similar to reproducing 
digitized film methods but with a far smaller 

probe and much higher dynamic range. The 
emphasis of this review is on the applica- 
tion of diffractometers with exceedingly high 
angular resolutions for very precise work 
and low angular resolutions for enhanced in- 
tensities of poorly diffracting materials. It will 
become clear though that in general a combi- 
nation of these two approaches is close to the 
ideal. The full range of analysis methods for 
materials by X-ray diffraction techniques is 
very extensive, and the present role of re- 
ciprocal space mapping can be seen in con- 
text from a recent review (Fewster, 1996a). 

In general, the resolution should be cho- 
sen to suit the problem, for example, a sam- 
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ple that creates broad reciprocal space fea- 
tures may not require high-resolution recip- 
rocal space mapping. This is because the 
smearing effects of the diffractometer may 
be significantly less than the reciprocal lat- 
tice features. The data collection can be 
unnecessarily long and low-resolution recip- 
rocal space mapping may well be more ap- 
propriate, at least initially. It is of course 
important to be aware of the shape of the 
reciprocal lattice features, because if they 
are highly anisotropic a scan through a n u -  
row section may require high resolution as 
in the case of unstrained highly mosaic crys- 
tals. Simply, the resolution depends on the 
information required and the more uncertain- 
ty there is regarding the sample, and there- 
fore the assumptions concerning its struc- 
ture, the higher the resolution should be. To 
extract structural information associated 
with the profile shape than generally high 
resolution should be considered first, where- 
as if only the peak positions are of interest 
then perhaps low-resolution reciprocal space 
mapping will suffice. Clearly, there are no 
definitive rules for an unknown sample, and 
the possibility of using both high- and low- 
resolution reciprocal space mapping is an 
advantage. Examples of both high- and low- 
resolution applications are presented in this 
review. 

Any sample that we wish to analyze is 
three-dimensional and therefore the three- 
dimensional shape is the ultimate goal. Sin- 
gle profile and two-dimensional reciprocal 
space mapping require making assumptions 
about the sample because they are, respec- 
tively, projections of a plane or a line in 
reciprocal space. The development of three- 
dimensional reciprocal space mapping (this 
restricts the projection in three dimensions) 
is discussed with examples of how much 
more information is contained in this type 
of data. The method has been applied to 
protein crystals, polycrystalline samples, and 
imperfect semiconductors, etc. 

II .  LOW-RESOLUTION 
RECIPROCAL SPACE MAPPING 

A, The Principle and Method 

Low-resolution reciprocal space map- 
ping is much more akin to conventional film 
techniques, except that the data are collect- 
ed digitally and generally with a single detec- 
tor. The simplicity of the geometry of the 
low-resolution slit-based instrument for recip- 
rocal space mapping is given in Figure 1. The 
data are collected with radial scans (rotat- 
ing m and 201’ together such that Ao = Am’) 
each being offset by an angle 6w from the 
previous). For low-resolution reciprocal space 
mapping, the beam is not conditioned by crys- 
tals but by slits. A slit-based system defines 
the beam spatially to give an angular preci- 
sion. This results in instrumental broaden- 
ing that can dominate the diffracted beam 
profile unless the sample contributes signifi- 
cantly. The broadening arises from the spec- 
tral distribution of the source and the distri- 
bution of incident angles across the sampled 
region. The smearing or instrument probe 
function for such a system is given by Fewster 
and Andrew (1996a), who have determined 
this shape experimentally. Slit-based diffrac- 
tometers are less useful for obtaining details 
of profile shape because of the influence of 
the sample type, degree of orientation texture, 
etc. Similarly, the peak positions are less reli- 
able because sample centering, or effective 
centering due to absorption, on the diffrac- 
tometer axes displaces the apparent scatter- 
ing direction. 

Low-resolution reciprocal space map- 
ping has the advantage of increased intensi- 
ty for probing weakly diffracting samples, 
but has the significant disadvantage of large 
instrumental smearing effects. In general, 
this low resolution is a consequence of using 
slits, especially at the detector end, hence 
the scattered beam direction is defined by 
its position in space and not by the scatter- 

70 

D
o
w
n
l
o
a
d
e
d
 
B
y
:
 
[
C
A
S
 
C
h
i
n
e
s
e
 
A
c
a
d
e
m
y
 
o
f
 
S
c
i
e
n
c
e
s
]
 
A
t
:
 
0
8
:
4
5
 
3
1
 
M
a
r
c
h
 
2
0
1
0



F
IG

U
R

E
 1

. 
A

 d
iff

ra
ct

om
et

er
 fo

r o
bt

ai
ni

ng
 lo

w
-a

ng
ul

ar
 re

so
lu

tio
n 

re
ci

pr
oc

al
 s

pa
ce

 m
ap

s.
 T

he
 in

ci
de

nt
 X

-r
ay

s 
an

d 
sc

at
te

re
d 

X-
ra

ys
 a

re
 d

ef
in

ed
 b

y 
sl

its
. 

Th
e 

gr
ap

hi
te

 a
na

ly
ze

r c
ry

st
al

 is
 m

os
ai

c 
an

d 
ca

n 
ac

t 
as

 a
 c

ou
rs

e 
en

er
gy

 fi
lte

r 
to

 r
ed

uc
e 

un
w

an
te

d 
w

av
el

en
gt

hs
 a

nd
 fl

uo
re

sc
en

t b
ac

kg
ro

un
d.

 

D
o
w
n
l
o
a
d
e
d
 
B
y
:
 
[
C
A
S
 
C
h
i
n
e
s
e
 
A
c
a
d
e
m
y
 
o
f
 
S
c
i
e
n
c
e
s
]
 
A
t
:
 
0
8
:
4
5
 
3
1
 
M
a
r
c
h
 
2
0
1
0



ing angle directly. Van der Sluis (1993) has 
used a combination of a high-resolution mo- 
nochromator and a slit in front of the detec- 
tor to study samples that scatter weakly but 
still require reasonable resolution. Because 
of the spatially large beam from the mono- 
chromator, the angular resolution of the scat- 
tered beam is poor. However, if the project- 
ed view of the sample as seen by the detector 
is reduced and a matching slit is inserted in 
front of the detector, the angular resolution 
can be improved. This approach is suitable 
for applications with scattering angles, 20‘, 
close to the incident glancing angle, 0, for 
example, mapping the diffraction from in- 
clined crystal planes. Often, the positions of 
scatter maxima is sufficient for many applica- 
tions and this form of analysis with slit collima- 
tion throughout can prove very useful (Fewster 
and Andrew, 1993a). Thompson, Collins, 
Doyle and Knapp ( 199 1) have combined a 
double-crystal diffractometer with a posi- 
tion-sensitive detector to collect reciprocal 
space maps rapidly. Posi tion-sensitive detec- 
tors do have far lower saturation levels com- 
pared with conventional detectors, which can 
be troublesome for reliable intensity mea- 
surements. This method is applicable to stud- 
ies of reflections that match that of the col- 
limating crystal, and therefore realignment 
of the double crystal diffractometer is nec- 
essary to avoid very different instrument 
smearing functions for studies at other scat- 
tering angles. 

Three-dimensional reciprocal space maps 
can also be performed with slit-based sys- 
tems (Fewster and Andrew, 1996a), although 
the instrumental smearing and complications 
of zero errors limit the applications of the 
method. However, i t  still improves the ba- 
sic two-dimensional map data. The other 
essential difference between the high-resolu- 
tion (based on crystal optics) and low-resolu- 
tion (based on slit confinement of the beam) 
probes is that with the former the intensities 
can be placed on an absolute scale, the angles 

can be defined on an absolute scale (Fewster 
and Andrew, 1995b), and the probe shape is 
well defined and thus capable of achieving 
detailed analysis of the diffraction profile 
shape. 

Of course, low-resolution reciprocal 
space mapping is not restricted to 0 / 2 0 ’  
against w as this is only one projection, 
which happens to contain considerable quan- 
tities of information. A standard pole figure 
for determining the orientation distribution 
is a projection of the intensity distribution 
on the sample surface for a finite integra- 
tion depth defined by 620’. Similarly, the 
multiple diffraction studies of Rossmanith 
and Bengel(1995) are reciprocal space maps 
of 0/20 ’  vs. the azimuthal, or crystal rota- 
tion about the surface normal, angle $. How- 
ever, to contain the length of this article, I 
will not extend the review to include analy- 
ses of all the possible projections. 

6. Applications of Low-Resolution 
Reciprocal Space Mapping 

1. Twinning 

Reciprocal space mapping obviously be- 
comes most significant when no other ap- 
proaches can easily yield the desired informa- 
tion. One such case arose with the attempts to 
obtain the twin proportions of the high-tem- 
perature superconductor YB~,CU,O,~  sput- 
tered on SrTiO,. The in-plane lattice param- 
eters of the orthorhombic form of YBa,,Cu,O,, 
are very similar to that of SrTiO, and there- 
fore has a finite probability of existing in 
two rotations 90” apart. No simple single 
scan could be performed that would give 
the scatter contributions from the two “twin” 
components. A reciprocal space map close 
to the 038 reflection of one twin component 
will also show the 308 reflection from the 
other ( Fewster and Andrew, 1993a). Mea- 
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surement of the integrated intensity from 
these two reflections have been related to 
the calculated intensities and the proportion 
of the two twin components obtained. Be- 
cause these reflections were so weak, the 
peak intensity was inadequate to evaluate a 
reliable estimate of the scatter proportion. 

2. Relaxation Studies 

When the features of interest have broad- 
ening effects that are significantly greater 
than the instrumental smearing effects, then 
valuable information can be obtained quite 
readily. Hart and Fewster (1993) have in- 
vestigated the influence of growth of very 
thin (60 and 400 A) InAs semiconductor 
layers on the ( 1  10) surface of GaAs. The 
intention here was to observe whether the 
nature of the dislocations could be controlled 
by restricting the allowable Burgers vectors 
to certain directions at the interface. Only 
the ( 1 1  1 ) slip planes are inclined to the 
surface in the [-1101 surface direction and 
not the [OOl] surface direction for a ( 1  10) 
orientated surface plane. Hence, only strain 
relief along the [OOl] direction is possible 
and not along the [-1 lo] direction from 60" 
dislocations, whereas 90" Lomer disloca- 
tions could relieve the stresses in the orthog- 
onal direction (Zhang, Pashley, Hart, Neave, 
Fawcett, and Joyce, 1993). The possibilities 
of tilting are also only likely to occur about 
the [-1 101 axial direction if this is a conse- 
quence of the inclined Burgers vectors. The 
scattering is clearly very weak from a highly 
distorted relaxed and therefore mosaic 60 8, 
layer, but the necessary features of interests 
are clearly seen with the low resolution re- 
ciprocal space mapping geometry. 

A combination of the 220,620, and 33 1 
reflections were used to extract the lattice 
parameters normal and parallel to the sur- 
face plane. The results showed that the unit 

cell had relaxed anisotropically in the thin 
layer with negligible tilting, but for the 400 8, 
layer the relaxation had become more sym- 
metrical, but the layer to substrate tilting 
was close to 1 .O". To obtain more informa- 
tion, the samples were analyzed using multi- 
ple crystal topography (Fewster, 1991b) by 
imaging the contrast from the diffuse scat- 
tering close .to the substrate reflection. For 
(001) orientated surfaces an orthogonal ar- 
ray of dislocations would be observed, but 
in these examples only short segments of 
dislocations clusters could be observed. The 
number ratio of the dislocation clusters in 
the two orthogonal directions correlated with 
the ratio of 60" to Lomer dislocation densi- 
ties found in TEM. The change in anisotro- 
pic strain relaxation is explained by the very 
low "critical layer'' thickness of less than 
one monolayer. So that in the early stages 
of growth edge dislocations can form be- 
fore uniform coverage of the InAs exists. 
The 60" dislocations form because of the 
high stress levels giving significant relax- 
ation in orthogonal directions. As the layer 
thickness increases only 60" dislocations can 
be generated, leading to an anisotropic re- 
laxation, and because the contributing { 1 1 1 } 
slip planes are not equivalent, this could well 
result in the net macroscopic tilting observed. 
The short segments of the dislocation clus- 
ters were explained by the interaction of the 
two different types of dislocations. 

The use of low-resolution reciprocal space 
mapping in this case is clearly adequate to 
a point, because the scattered intensity is 
weak and the peak shapes have become dif- 
fuse to a greater extent than the instrument 
smearing effects. However, the high-resolu- 
tion technique of topography had to be em- 
ployed to confirm aspects of the analysis. 

Thompson, Collins, Doyle, and Knapp 
( 199 1) have characterized silicon on insula- 
tors using a double crystal diffractometer 
and position-sensitive detector that proved 
very effective and yielded mosaic spread 
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values of -0.2" and strains of -0.08%. 
Picraux, Doyle, and Tsao (199 1) have also 
used this instrument for studying InGaAs/ 
GaAs strained layer superlattices where they 
could clearly observe macroscopic tilting be- 
tween the substrate and the layer structure. 
Olsen, Hu, Lee, Fritz, Howard, Hammons, 
and Tsao (1996) have used the same ap- 
proach to study linearly graded buffer lay- 
ers of InAlAs on GaAs. Olsen et al. deter- 
mined the unit cell parameters from the 
reciprocal space maps and found the relax- 
ation to be less than the equilibrium value 
for this structure, but, interestingly, could not 
induce further relaxation by annealing, abrad- 
ing the surface (to introduce dislocations), 
and annealing. This obviously has conse- 
quences if control of the unit cell dimen- 
sions is required for subsequent growth. This 
relatively rapid approach to obtaining re- 
ciprocal space maps therefore can be used 
very successfully for the analysis of the 
main diffraction features. 

Van der Sluis (1993) used a four-crystal 
monochromator to collimate and the inci- 
dent beam divergence and chose an appro- 
priate reflection that gave a very low angle 
of exit from the sample; this combined with 
the detector slit to match the width of the 
scattered beam for a perfect sample made it 
possible to effectively improve the angular 
resolution. A SiGe multilayer was studied 
in this way and was found to be almost 
completely relaxed (Figure 2). There was 
sufficient information in this map for him to 
determine the state of strain in each layer. 

Metallic multilayers pose interesting 
problems for X-ray diffraction analysis, 
especially when they are partially relaxed 
and the compositions are uncertain. Birch, 
Sundgren and Fewster (1995) have analyzed 
a M o N  (001) superlattice magnetron sput- 
tered onto a MgO (001) substrate. The un- 
known parameters are the lattice parame- 
ters normal and parallel to the surface for 
each component and the individual layer 

thicknesses. These parameters are impor- 
tant because the introduction of H into the 
structure can also dilate the vanadium lay- 
ers (Birch, Hjorvarsson, and Sundgren, 
1994). The theoretical reasoning given by 
Birch, Sundgren, and Fewster was to re- 
duce the number of parameters by correlat- 
ing the results of reciprocal space mapping 
and reflectometry by just assuming the Pois- 
son ratios of the constituents. Similarly, if 
the lattice parameters were known the Pois- 
son ratio's could have been determined. The 
scattering close to 000, that is, the specular 
reflection, is just sensitive to chemical modu- 
lations, whereas at higher scattering angles 
strain components are also present. As 
shown in Figure 3, combining information 
from inclined planes as well as those paral- 
lel to the surface will give components of 
the lattice parameter that are parallel and 
perpendicular to the surface, respectively. 
The reflectometry profile yielded the period 
and individual thicknesses by simulation. 
The scattering around the Bragg peaks gave 
the average perpendicular and parallel lat- 
tice parameters for the superlattice, and these 
are related to the actual interplanar spacing 
via a so-called composition fraction xA such 
that: 

and similarly for the interplanar spacings d 
parallel to the surface. The composition frac- 
tion is determined as 

where do, D and A are the unstrained inter- 
planar spacings, the layer thicknesses, and 
superlattice period, respectively. The value 
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0.740 

0.730 

FIGURE 2. A reciprocal space map close to the 224 reflection from a multilayer SiGe structure showing the 
almost total relaxation of layers 1-6, whereas layer 7 is matched laterally to 6 and likewise the Si layer 8 and 
SiGe layer 9. The data were collected with a combination of monochromator and slit. (Courtesy of P van der 
Sluis.) 

pi is the ratio of elastic constants for layer A 
or B given by: 

2vi pi =- 
vi -1 

Hence, all parameters in determining xA are 
known, and individual lattice parameters of 
the layers can be determined. 

Reciprocal space mapping becomes 
most important for obtaining accurate val- 
ues of d,,. Choosing appropriate reflections 
for obtaining these parameters was very lim- 
ited for this MoN superlattice because of 
the very small lattice parameters, and there- 

fore the large regions of reciprocal space 
had to be investigated. In these particular 
samples, one third of the coherency strain 
was relieved. The final values of all the 
parameters that were determined were then 
included in a simulation of the measured 
002 reflection (radial scan), and the agree- 
ment was very close based on kinematical 
scattering theory. This indicated the reli- 
ability of the method. 

Of course, to obtain details of the long- 
range order as a function of depth, then a 
more precise reciprocal space probe is need- 
ed and this is demonstrated in Fewster and 
Andrew (1993a). It was clear that the com- 
plications of an extended probe are not sig- 
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0.650 

CA -I 0.6001 

002 

0.550 

. 

- ",. 

0 
I 1  I I 

-0.025 0 0.025 
sj- (A1) 

222 
I 

- 

I I 

0.900 0.950 

FIGURE 3. Two reciprocal space maps (close to the 002 and 222 reflections) of a MoN multilayer. The 
angular spread of the mosaic blocks was found to be less than 0.26O and the average lattice parameters could 
be determined. The diffractometer used was based on a divergence slit and a parallel plate collimator in the 
diffracted beam. (From J Birch et at.) 

nificantly broadened and therefore are not 
sensitive to disrupted interfaces. This dem- 
onstrated the crucial difference between the 
high- and low-resolution methods in that 
the latter cannot be relied on to obtain true 

profile widths because of the extended re- 
ciprocal space probe. In this particular case, 
the measured radial scan width in high reso- 
lution was - 18" arc, whereas the dimension 
normal to this was approximately two-or- 

76 

D
o
w
n
l
o
a
d
e
d
 
B
y
:
 
[
C
A
S
 
C
h
i
n
e
s
e
 
A
c
a
d
e
m
y
 
o
f
 
S
c
i
e
n
c
e
s
]
 
A
t
:
 
0
8
:
4
5
 
3
1
 
M
a
r
c
h
 
2
0
1
0



ders of magnitude broader and therefore the 
scatter close to each reflection was very 
anisotropic. However, with low-resolution 
diffractometry the reciprocal space map indi- 
cated that the scattered intensity had a cir- 
cular distribution, and therefore this smear- 
ing effect dominated the shape in reciprocal 
space. 

3. Phase Identification 

In the area of phase identification, recip- 
rocal space mapping can also have signifi- 
cant impact. The use of collecting the com- 
plete accessible region of reciprocal space 
and integrating along o the crystal rotation 
direction can recover reflections missing due 
to the presence of orientation texture 
(Fewster and Andrew, 1996a). Of course, 
the intensity values are not necessarily reli- 
able, but the presence of identifying peaks 
are more likely to be observed. In a more 
sensitive mode for detecting weakly diffract- 
ing small contributions, a limited area recip- 
rocal space map can be used to great effect. 

Coast-Smith, Kidd, and Fewster (1996) 
analyzed a sample that was a light but hard 
alloy multilayer that was of relatively poor 
structural quality based on Ti and Al. Ti and 
A1 alloy in many different forms and the 
presence of the face-centered cubic phase 
of Ti was thought to be a consequence of 
analytical sample preparation. This phase 
was observed in transmission electron mi- 
crographs and diffraction but not observed 
by X-ray diffraction techniques (Schectman, 
van Heerden, and Josell, 1994). After repeat- 
ed careful scans the dominating peaks of 
this phase could not be observed using con- 
ventional techniques; however, a limited 
area reciprocal space map in the region of 
the identifying peak revealed a faint line 
that is detectable when viewed in this way 

' 

but not when a single scan or indeed a group 
of scans are presented as a single line pro- 
file (Figure 4). The reason for this is that 
only a few Ti crystallites in this sample 
could be observed when it was rocked 
through 20". Therefore, a conventional sin- 
gle scan has a very low probability of pick- 
ing out the diffraction from these very sharp 
profiles. Therefore, the Ti (fcc) phase exists 
in this sample grown as described by Coast- 
Smith (1997) and is not a consequence of 
sample preparation techniques for transmis- 
sion electron microscopy. The quantity of 
phase in this material is exceedingly small 
and probably less than a few percent of the 
whole. 

Clearly, the value of mapping recipro- 
cal space in this low-resolution configura- 
tion is very significant if the principal in- 
terest is in the positions of the peaks or for 
studying textured samples as in the example 
above. However, considerable care must be 
taken in the interpretation of the peak shapes 
unless of course the effects of interest cause 
broadening in excess of the instrument-smear- 
ing effects, unless of course the instrument- 
smearing effects are precisely known. 

111. RECIPROCAL SPACE MAPPING 
AT VERY LOW INCIDENCE 
ANGLES 

A. The Principle and Method 

This topic is covered here in a separate 
section despite being based on similar prin- 
ciples to those of low-resolution reciprocal 
space mapping because the theoretical treat- 
ment and instrumental developments are 
slightly different. The emphasis here is on 
conditions when the incident beam is close 
to the critical angle for total external reflec- 
tion. Total external reflection arises because 
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of the refractive index for X-rays is less 
than one. The measurements are generally 
carried out in low-resolution mode as de- 
scribed above, although highly parallel syn- 
chrotron beams are used in some cases. For 
specular reflectometry and the analysis of 
its associated diffuse scattering, the theory 
can be much more straightforward than in 
the case of diffraction from higher scatter- 
ing angles because the scatter is only sensi- 
tive to the X-ray density and not the atomic 
structure. However, on the other hand, map- 
ping the intensity in reciprocal space in dif- 
fraction when both specular and diffracted 
beams are present can prove much more 
complex. 

Because of the small deviation of the 
refractive index from unity, the critical graz- 
ing angle is typically a few tenths of a de- 
gree. This is easily achieved with crystal 
based collimation but the spatial extent of 
the beam usually requires large samples 
without a significant loss of intensity. Con- 
sequently, slit-based collimation in combi- 
nation with a small X-ray source is typical 
(line focus with a 40-pm cross-section and 
40-pm incident beam slit, with a labora- 
tory-sealed source). The geometry can be as 
in Figure 1. 

B. Applications of Reciprocal 
Space Mapping at Very Low 
Incident Angles 

Interest in the use of reflectometry using 
low-resolution reciprocal space mapping has 
grown significantly in recent years because of 
the considerable diffuse scattering observed 
at these low angles. The diffuse scattering 
reveals information on interfacial roughening 
in the same way as that observed at higher 
scattering angles, although the effects can be 
much more pronounced. This can lead to com- 
plications in modeling the specularly scat- 

tered intensity because of the high background 
contribution. 

1. Studying Interfacial Roughening 

It has been known for some time that 
the interfacial roughness can be related to a 
lateral correlation length and evaluated as- 
suming a fractal surface (Sinha, Sirota, 
Garoff, and Stanley, 1988). This lateral cor- 
relation length parameter can be determined 
using a single scan perpendicular to a radial 
scan and the resultant profile can be simu- 
lated. However, a reciprocal space map can 
reveal quite a complex distribution of dif- 
fuse scattering (Holy and Baumbach, 1994). 
Holy, Baumbach, and Bressikre (1995) show 
that the measured maps can clearly indicate 
resonant diffuse scattering features that can 
be modeled using the scattering theory based 
on the distorted wave Born approximation. 
The sample they studied was an AlAdGaAs 
superlattice, and this diffuse scatter model 
allowed them to show that the interfacial 
roughness was correlated from layer to layer. 
Similar analyses have been performed on 
oxide multilayers by de Boer, Leenears, and 
Wolf ( 1995), where again the “banana”-shaped 
resonant diffuse scattering features associ- 
ated with the satellite peaks could be ob- 
served and modeled (Figure 5). The diffuse 
scattering in this region is complex and pro- 
duces impressive reciprocal space maps. 
This is not only because of the resonant 
diffuse scattering but also because of the 
combinations that arise where the incident 
or exit beam approaches the critical angle 
and creates enhanced intensity, giving a 
complete cross-hatch of features. 

In less uniform materials, the diffuse 
scattering can be quite homogeneous but is 
still interpretable as Stommer, Grenzer, 
Fischer, and Pietsch (1995) have found in 
Langmuir-Blodgett multilayers of stearates. 
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FIGURE 5. A low-resolution reciprocal space close to the origin of reciprocal space for a MgO/MgFe,OJ 
Fe,O, periodic multilayer. The specularly reflected beam is at q,, = 0 and the diffuse scattering "bananas" pass 
through the satellite reflections. The Yoneda wings and cross-hatched pattern are clearly visible in this map. 
(Courtesy of D K G de Boer.) 

They could obtain information on the do- 
main structure in these materials. 

vice versa, and therefore this should be con- 
sidered when analyzing any scattering pat- 
tern, especially at very low incidence angles 
(Holf, 1996). Stepanov, Kondrashkina, 
Schmidbauer, Kohler, Pfeiffer, Jach, and 
Suvirov (1996) have treated this phenom- 
enon using a combination of the dynamical 
diffraction theory and the distorted wave 
Born approximation and have shown that 
this leads to important subtleties in the dif- 

2. Diffuse Scattering Studies 
to Isolate Amorphous 
and Crystalline Components 

Of course, grazing incidence diffraction 
will also have a specular component and 
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fuse scattering. The diffuse scattering close 
to the specular wave is a consequence of 
fluctuations in the X-ray density, whereas 
the diffuse scattering close to the diffracted 
wave is sensitive to fluctuations in the crys- 
tal structure, making the latter that much 
more complex. For incidence angles below 
the critical angle the wave is purely specu- 
lar if the sample is perfect, creating a simple 
cut-off in the diffracted intensity. However, 
if surface roughness is present then the dif- 
fuse scattering close to the diffracted wave 
extends above and below the critical condi- 
tion but has a dip in magnitude at the Bragg 
condition. Stepanov et al. have been able to 
calculate the diffuse scattering close to the 
diffracted wave direction and show that this 
dip corresponds to Yoneda maxima that 
occurs in the diffuse scattering close to the 
specular condition. Likewise, the simulated 
reciprocal space maps (shown as diffraction 
space maps) of this diffuse scattering also 
exhibit resonant diffuse scattering features. 
They have applied this method to an AlAsl 
GaAs multilayer structure and do indeed 
see a difference in the diffuse scattering and 
suspect that this difference arises from sur- 
face oxidation that destroys the atomic or- 
dering and weakens the diffuse scattering 
close to the diffracted wave. 

3. Measurement of Layer Lattice 
Relaxation 

Another way of studying structural de- 
tails is to use non-coplanar diffraction proce- 
dures (Marra, Eisenberger, and Cho, 1979). 
In this geometry the incident beam subtends 
an angle very close to the critical angle so 
that the penetration depth can be controlled 
and when the sample is rotated about its 
surface normal diffraction can occur from 
planes normal to the surface plane. Jordan- 
Sweet, Mooney, Lutz, Feenstra, Chu, and 
LeGroues ( 1996) have used this approach 

to obtain the degree of relaxation in SiGe 
thin layers using reciprocal space maps. The 
data were collected on a synchrotron, and 
from this they were able to obtain details on 
the dislocation formation mechanism and 
accurate values of the composition and strain 
in these layers. The characteristic shapes of 
the scattered intensity in the reciprocal space 
maps revealed the relaxation mechanism. 
An approximately circular distribution cor- 
responded to a roughening mechanism be- 
cause of the significant lattice parameter 
variations, which could also be analyzed as 
a function of depth, whereas a cross-shaped 
pattern was indicative of a modified Frank- 
Read relaxation mechanism. Jordan-Sweet 
et al. could show qualitatively that the cross- 
shape could be described by introducing a 
distribution of diffraction vectors, includ- 
ing strain and rotation components associ- 
ated with long-misfit segments known from 
early electron microscopy studies. 

IV. HIGH-RESOLUTION 
RECIPROCAL SPACE MAPPING 

A. The Principle and Method 

As with any method the compromise 
between intensity and resolution is very 
important here. In general, the less that is 
known about the sample, the greater the 
requirement for understanding the perfor- 
mance of the diffraction space probe. The 
use of crystals to define the beam collima- 
tion generally reduces the available inten- 
sity compared with slit-based collimators, 
because the available divergence from the 
source is greatly reduced despite the fact that 
the beam cross-section can be much larger 
than that acceptable to slit-collimated dif- 
fractometers. The contributions to the dif- 
fraction space probe are different and con- 
sequently its shape can be very different. 
The known complications associated with 
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powder diffractometry are apparent with slit- 
based diffractometers, for example, sample 
height and sample size complications, etc. 
The nature of this reciprocal space probe 
has been discussed previously (Cowley, 
1987; Iida and Kohra, 1979: Zaumseil and 
Winter, 1982; Fewster, 1989, 1991a, 1994, 
and 1996b) for high-resolution diffractome- 
ters (Fewster and Andrew, 1993a, 1996a), 
‘for slit-based systems and for a combina- 
tion of high-resolution optics and slits (Itoh 
and Okamoto, 1988; van der Sluis, 1994). 

Reciprocal space mapping has always 
been possible, but recent significant changes 
have come about from the versatility of the 
more recent diffractometers to match the in- 
creasing challenges in materials analysis. 
The ideal situation is to have a diffractom- 
eter that has a roughly constant diffraction 
space probe. Hence, the instrument does not 
require a complete rebuild to investigate dif- 
ferent reflections from the same sample or 
for investigating different material systems. 
High-resolution reciprocal space mapping, 
for example, has been used very success- 
fully in the study of semiconductor hetero- 
structures. Perhaps the most widespread use 
has been in the study of layer relaxation 
when reciprocal space maps of several re- 
flections have been combined to measure 
the residual distortions in the lattice repeat. 
The near constant reciprocal space probe 
permits the investigator to measure a range 
of reflections with the minimum of instru- 
mental aberrations. 

The reciprocal space probe of a triple 
crystal diffractometer is defined by the dif- 
fraction profiles of the first and third crystal 
(the second being the sample) and the wave- 
length dispersion through the whole instru- 
ment. The conventional double and triple 
crystal diffractometers are arranged such 
that the scattering angles of all the crystals, 
including that of the sample limit the wave- 
length dispersion, although the wavelength 
bandpass is large. However, because the 

wavelength bandpass is large any deviation 
from this “nondispersive” condition will 
create significant broadening of the recipro- 
cal space probe. 

The variable reciprocal space probe was 
a serious limitation of the conventional triple 
crystal diffractometer for high resolution 
reciprocal space mapping over large areas 
of reciprocal space. The diffraction space 
probe is also rather complex in shape be- 
cause of the oblique interaction of the first 
and third crystal profiles. This can limit the 
resolution for precision investigations close 
to strong reflections without very careful 
convolution or deconvolution methods. Iida 
and Kohra (1979) used a triple crystal dif- 
fractometer with a channel cut collimating 
crystal and single reflection analyzer. This 
aliowed them to explore reciprocal space 
close to the reflection of Si that matched the 
collimating and analyzer crystals. The arti- 
facts (analyzer streak) was very significant 
and created complications in the reciprocal 
space map. Away from this special condi- 
tion, the wavelength dispersion increases 
the complexity and worsens the resolution. 
However, Zaumseil and Winter (1982) in- 
vestigated the improvements in the instru- 
ment probe by adding in extra reflections in 
the analyzer as well as the collimating crys- 
tal. These additional reflections reduced the 
extended diffraction profiles, thus decreas- 
ing the diffraction space probe without re- 
ducing the intensity (Bonse and Hart, 1965). 
However, the basic problem of a rapidly vary- 
ing instrument function still existed. How- 
ever, for high-angular-resolution studies of 
specific samples whose reflections match 
those of the monochromator and analyzer, 
the conventional triple crystal diffractom- 
etry is a significant improvement on the 
double crystal diffractometer. This is be- 
cause the strain and mosaic components can 
be analyzed independently with the former. 

The problem of the rapidly varying re- 
ciprocal space probe and maintaining the 
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small reciprocal space probe was overcome 
by reducing the wavelength bandpass by 
combining a four-reflection two-crystal mo- 
nochromator with a multiple reflection ana- 
lyzer (Fewster, 1989) (Figure 6). The wave- 
length-broadening effects over large areas of 
reciprocal space were greatly reduced and 
the artifacts from the extended diffractom- 
eter instrument profiles minimized. The in- 
tensity was still sufficient to achieve seven 
orders of magnitude dynamic range. Hav- 
ing the X-rays conditioned by crystals gives 
rise to an angularly narrow incident beam 
on the sample and an angularly defined ac- 
ceptance of the scattered beam direction. 
The versatility of the high-resolution diffrac- 
tometer has led to significant improvements, 
for example, by being able to place the recip- 
rocal space maps on an absolute scale and the 
possibilities in combining these techniques 
with topography. These extensions are dis- 
cussed next, because they both give valu- 
able tools in aiding interpretation of recip- 
rocal space maps. 

B. Topography with High- 
Resolution Reciprocal Space 
Mapping 

The angular resolution of a slit-based 
diffractometer is defined spatially and there- 
fore because the angular variation changes 
from one area of the sample to the other. 
Consequently, for different regions of the 
sample to experience an equivalent incident 
angle, the sample has to be "rocked" about 
the o axis. The major complication of the 
probe being defined spatially rather than 
angularly is that of interpreting the diffrac- 
tion from an inhomogeneous sample. The 
high-resolution probe, on the other hand, is 
essentially utilizing a parallel beam whose 
divergence is defined by the intrinsic diffrac- 
tion profile of the monochromator crystals, 
but this angular divergence has a negligible 

contribution to the beam dimensions and 
therefore all areas across the sampled vol- 
ume experience the same incident beam con- 
ditions. Inhomogeneity in the sample will 
create an intensity variation in the scattered 
X-rays across the width and height of the 
diffracted beam from the sample being stud- 
ied. Because all parts of the sample experi- 
ence the same incident beam direction and 
intensity, any variation in contrast in the scat- 
tered beam can be observed on an X-ray- 
sensitive emulsion. X-ray sensitive film can 
be placed either in the diffracted beam direct- 
ly from the sample Fewster ( 199 1 a) or after 
the analyzing crystal to pinpoint a region in 
reciprocal space Fewster (1991b). 

The difference in resolution within the 
diffractometer plane and axial plane has also 
implications on the spatial resolution that is 
possible in topography. First, the axial diver- 
gence blurs out features, depending on how 
far the recording film is from the sample rela- 
tive to the distance of the sample to the source. 
Clearly, to maintain intensity the beam paths 
are limited, and therefore the source is not 
necessarily optimized for topography. For 
the best spatial resolution in topographic 
images the film should be placed as close to 
the sample as possible. However, for high 
reciprocal space resolution the film has to 
be placed after the analyzer crystal, and con- 
sequently the spatial resolution is degraded. 
The spatial resolution normal to the plane of 
the diffractometer is typically 15 and 150 pn 
for positions 1 and 2 (Figure 6).  The reso- 
lution in the diffractometer plane is largely 
controlled by the grain size of the devel- 
oped emulsion, which is less than 1 micron 
for the best film, for film placed in position 
1 of Figure 6. When the film is placed after 
the analyzer crystal, there is an additional 
smearing effect due to the finite penetration 
of the beam into the analyzing crystal. For 
the 220 reflection from Ge with CuKa (a 
commonly used combination), the resolu- 
tion amounts to about 3 pm at most. 
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C. Absolute Lattice Parameter 
Determination 

Placing the reciprocal space maps on an 
absolute scale allows the resulting diffrac- 
tion pattern to be analyzed in much greater 
detail. The usual approach has been to use the 
substrate material as an internal standard, as- 
suming that it is precisely unstrained, etc. 
Bond ( 1960) suggested a well-used method 
of determining the absolute lattice parame- 
ter by combining the results of the crystal 
reflection at two positions from the same 
set of crystal planes with the beam taking 
forward and reserve paths. This allowed very 
precise values to be obtained because prob- 
lems associated with sample centering and 
zero errors were eliminated. This precise val- 
ue could then be used to evaluate the scat- 
tering angle for the substrate material and 
hence put the diffraction space map (and 
hence the reciprocal space map) on an abso- 
lute scale. 

The method of Bond becomes problem- 
atic with inhomogeneous or imperfect ma- 
terials, because it relies on two measure- 
ments (slightly different sampling volumes) 
and the crystal rocking angle. Imperfect or 
bent samples will have a spread in crystal 
rocking angle, w. Another approach was 
proposed by Fewster and Andrew (1995b) 
in putting greater reliance on the scattering 
angle that relates directly to the lattice pa- 
rameter and can therefore cope with imper- 
fect samples. This is a single measurement 
method and therefore also removes the com- 
plications of inhomogeneity. This latter ap- 
proach takes into account simple geometri- 
cal considerations to overcome problems of 
sample eccentricity and incident beam align- 
ment through the center of the goniometer. 
The instrument used was the high-resolu- 
tion multiple-crystal multiple-reflection dif- 
fractometer (Figure 6), which is also used 
for high-resolution reciprocal space map- 
ping. The principle of the method is simply 

that the 20‘ = 0 position can be determined 
to very high precision by moving the sample 
out of the incident beam and scanning the 
analyzer to achieve a very narrow profile 
that defines the incident beam direction. The 
high angular precision goniometer is then 
set to determine the scattering angle from 
the reflection of interest by moving the sam- 
ple back into the path of the incident beam. 
The question of wavelength determination 
and diffracting plane alignment are all dis- 
cussed by Fewster and Andrew. The accu- 
racy will allow measurement of lattice pa- 
rameters to within l ppm and is not restricted 
to perfect single crystals. This method has 
been demonstrated for imperfect mosaic 
crystals, layer structures, and polycrystal- 
line samples. The essential aspect of this 
work is that now each position in a recipro- 
cal space map can be placed on an absolute 
scale. 

D. Applications of High-Resolution 
Reciprocal Space Mapping 

Complicating diffraction features such 
as tilts and mosaicity can add to the difficul- 
ties in interpreting diffraction profiles. Re- 
ciprocal space mapping helps in this regard 
by separating the individual components. 
To obtain “perfect” agreement between a 
measured profile and the calculated diffrac- 
tion profile even for “perfect” samples can 
prove troublesome and for modeling the scat- 
tering from partially relaxed layers can prove 
impossible using data from double crystal 
diffractometers. The problems of relaxation 
are considered later but for analysis of near 
perfect structures various diffraction effects 
require dynamical theory (Fewster and 
Curling, 1987; Fewster, 1993), for example, 
in measuring thicknesses and compositions. 
Double crystal diffractometry in the conven- 
tional sense (Compton, 1917) cannot be used 
for reciprocal space mapping because the 
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probe is only defined in one direction. This, 
of course, has implications in the interpreta- 
tion of the intensity profile obtained by the 
way in which the intensity is integrated in 
reciprocal space. Therefore, triple axis meth- 
ods are preferable. 

Triple axis techniques can in themselves 
create further complications because of the 
very high resolution inherent in the tech- 
nique; this can lead to missing data of inter- 
est or the observation of subtle effects that 
can complicate the analysis (Fewster, 1993), 
although both these effects are resolved by 
limited area reciprocal space mapping and 
integration. Fewster and Andrew (1995a) 
have projected a reciprocal space map of a 
complex InGaAs/AlGaAs/GaAs laser struc- 
ture onto a radial scan direction so that the 
profile intensity is solely dependent on the 
strain variation (the conventional variable 
used in dynamical diffraction theory). The 
resulting agreement between theory and 
experiment can be “perfect”, that is, within 
the measured uncertainty and limits of the 
model. Similarly, the diffraction from super- 
lattices can require the same treatment and 
to obtain detailed “perfect” fits to periodical- 
ly &doped GaAs structures (Hart, Fewster, 
Ashwin, and Newman, 1995) had to project 
the data onto a radial direction. The result- 
ing analysis gave the extent of the period 
variations (-1 monolayer) and &dope 
spreading by diffusion (<2 monolayers). 
These results are only possible by achiev- 
ing a “perfect” fit. 

1. Defect Analyses of Substrate 
Material 

Imperfections in bulk crystals exhibit 
themselves as broadening of the diffraction 
profile, and for more subtle effects this will 
exhibit itself as diffuse scattering. The shape 
of the diffuse scattering can be related to the 

defect strain fields (Huang, 1947; Dederichs, 
197 1 ; Krivoglaz, 1969). Using reciprocal 
space mapping to study the diffuse scatter- 
ing has several very clear advantages in that 
the diffraction from the perfect regions of the 
crystal can be separated from the weak dif- 
fuse scattering from the imperfect regions. 
However, the diffuse scattering is subject to 
dynamical diffraction interactions close to re- 
gions of strong scattering (Thomas, Baldwin, 
and Dederichs, 197 1). Morilyansky and 
Garstein (1996) have used reciprocal space 
mapping to determine the distribution of 
diffuse scattering from defects in bulk InP. 
They separated the dynamical scattering by 
simulating the shape of the instrument probe 
and subtracted it from the pattern. Recipro- 
cal space maps were collected in both re- 
flection and transmission geometries. The 
conclusion from this is that the InP studied 
was composed of symmetric and antisym- 
metric components that could be interpreted 
in terms of vacancy loops occupying some 
of the [ 1 11 ] planes, whereas most of these 
planes are occupied by interstitial loops. 

Of course, in reflection geometry the 
surface scattering can dominate the diffuse 
scattering. If the sample is poorly prepared, 
observations of the diffuse scatter can be a 
very effective means of studying surface treat- 
ments. Wang, Matyi, and Nordheden (1994) 
have studied the influence of surface prepa- 
ration from reactive ion etching of GaAs by 
monitoring the diffuse scatter distribution 
measured in reciprocal space maps. The bom- 
bardment of ions in the reactive ion etching 
process leads to mechanical damage of the 
surface. This damage was assumed to be 
slight yet has been shown to have a dramat- 
ic effect on the diffuse scattering observ- 
able in reciprocal space maps. Wang et al. 
found that reactive ion-etched GaAs wafers 
reduced the level of diffuse scattering (de- 
fined in terms of its lateral extent) com- 
pared with those subjected only to chemi- 
cal-mechanical treatment. When the ion 
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energy was increased the diffuse scatter no 
longer increased, suggesting that any damage 
occurred deeper into the wafer. The experi- 
ments were carried out on a (001) GaAs wa- 
fer with a 2" miscut and with the 113 reflec- 
tion in grazing exit and CuKa radiation. The 
investigation of the diffuse scattering indi- 
cates that this is very sensitive and therefore 
is a very good technique for qualitative as- 
sessment. However, it is almost impossible 
to make this quantitative as with any inter- 
pretation of diffuse scattering. The reason 
being that the defects need to have an iso- 
tropic distribution or consist of dilute con- 
centrations of similar defects. 

The precipitation of native defects in 
semiconductor materials can have dramatic 
effects on the scattering and can therefore 
be a sensitive measure of the deviations 
from stoichiometry. Matyi, Melloch, Zhang, 
and Miller (1995) have studied the changes 
in the diffuse scattering as the As,/Ga ratio 
was varied for different samples during 
growth of GaAs by low-temperature MBE. 
The diffuse scattering also became highly 
anisotropic for the As,/Ga = 3.55 ratio. By 
modeling the reduction in diffuse scatter away 
from the Bragg peak, they determined an es- 
timate of the precipitate sizes. These were 
estimated to be 200 A and 420 8, for samples 
annealed at 700°C and 90O0C, respectively. 
These values were 2 to 3 times larger than 
those determined by TEM, because the X-ray 
scattered intensity is sensitive to the strain 
induced as opposed to the precipitate itself. 
This study shows that in comparing analy- 
sis methods it is most important to under- 
stand the interpretative step. In the X-ray 
case of this example the scattering origi- 
nates from deviations from perfection cre- 
ated by the precipitate, crystal plane rota- 
tion, and strain effects, which can extend 
long distances, whereas the electron rnicro- 
graph determines the physical dimensions 
of the precipitate. However, the X-ray case 
is a large area average and that obtained by 

electron microscopy is an average of a very 
small region. 

Fewster and Andrew (1993~) have ex- 
amined the diffuse scattering from GaAs, 
Si, and Ge crystals with various states of 
surface preparation. The approach here was 
to try and identify the contributors to the 
diffuse scattering by topography. Because 
of the very small reciprocal space probe, the 
diffuse scattering could be probed very close 
to the Bragg peaks and any unwanted Bragg 
scattering would be excluded. The dimen- 
sions of the region sampled by the beam in 
this case was -7 x 0.8 mm. The results sug- 
gested that much of the scattering comes 
from surface defects and dislocations with 
only a very weak background diffuse scat- 
tering coming from a homogeneous distri- 
bution of point defects and thermal diffuse 
scattering. It was only when the crystal per- 
fection and surface perfection was of such a 
high quality that this more homogeneous 
background exceeded that of the individual 
defects. 

Using this topography method very close 
to the strong diffraction peaks allows a large 
number of defects to be imaged because 
this region is most sensitive to very small 
deviations from perfection. This permits a 
rapid (- 1 h exposure) topograph of the sur- 
face damage on the sample. Images could 
be made from many different regions of the 
diffuse scattering as observed in the recip- 
rocal space maps, which indicated that cer- 
tain parts of the strain and crystal plane 
orientation of each defect could be quanti- 
fied. The advantage of this method is that 
the scattering imaged is solely from the re- 
gions of the sample that deviate from per- 
fection and the parasitic scattering is negli- 
gible. Hence, the contrast does not depend 
on fluctuations in the Bragg scattering, as is 
the case with conventional topography. 

Hu, Thomas, and Webjorn (1995) have 
used these topography methods to analyze 
subtle changes in the scattering caused by 
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periodically inverting the polarity of a bulk 
crystal of KTiOPO,. These periodically poled 
domain structures are formed by either elec- 
tron beam writing or by electric field poling; 
the former creates inversion through large 
depths (the thickness of the crystal), whereas 
the latter penetrates about 1 mm. The advan- 
tage of these structures is that they can op- 
erate as very efficient frequency doubling 
devices for lasers. The changes in the struc- 
ture are minimal, that is, the Ti atom in the 
inverted domains undergoes a subtle change 
in site. This movement results in a subtle 
difference in intensity due to resonance scat- 
tering effects influencing the structure fac- 
tor and microstructural changes. The micro- 
structural changes are quite dramatic in the 
reciprocal space maps when comparing sam- 
ples that have been modified and those that 
have not. An elongated region of scattering 
is observed along the [2-101 direction of a 
LiNbO, sample having a (001) surface plane. 
This mapping in combination with topogra- 
phy allowed them to interpret these changes 
as causing a "minutely misorientated" struc- 
ture that they conclude arises from the strain 
induced from processing (piezoelectric ef- 
fect). However, these strains are quite inho- 
mogeneous and lead to the observed tilts 
evident as extended diffuse scattering in the 
reciprocal space maps. They have also de- 
tected a strain gradient at the boundaries of 
these domains, which was rather unexpected. 
An important point here was that they calcu- 
lated the contribution to the anomalous scat- 
tering that gives rise to the potential inten- 
sity difference between the two regions is 
not influenced by crystal perfection, that is, 
the intensity ratio is the same in the dynami- 
cal and kinematical theory limit (Hu and 
Thomas, 1996). 

2. Analysis of Mosaic Crystals 

Examining gross imperfections such as 
mosaicity in the sample will show itself as 

a distribution of orientations and this was 
illustrated in Fewster (1991a), where sig- 
nificant orientations between the mosaic 
blocks was observed as a spreading in the 
rocking angle. A radial scan, on the other 
hand, suggested that the strain distribution 
in each block was small, producing a very 
good fit to theory. However, the lattice pa- 
rameter did vary from block to block, which 
could be accounted for by the growth of this 
semiinsulating GaAs. In this case the block 
size was large and broadening of the profile 
from finite size effects was negligible. To 
confirm that the interpretation of the distrib- 
uted intensity arose from contributions of 
individual mosaic crystal blocks, a series of 
topographs at various crystal rocking angles 
were taken to reveal the block size and images 
of the defects at the block boundaries. The 
size correlated with an anomalous transmis- 
sion Lang topograph. A topograph taken 
while rocking the sample showed that the 
full sample region could be imaged and was 
composed of purely tilted blocks with small 
strain differences. The strain differences did 
indeed suggest that the lattice parameter 
decreased toward the edge of this liquid-en- 
capsulated Czochralski grown sample as pre- 
viously observed by Barnett, Tanner, and 
Brown (1985). 

Of course, this orientation distribution 
of mosaic blocks, or for that matter any layer 
to substrate tilting of imperfect materials 
obtained with a double crystal diffractome- 
ter, can be very difficult to simulate. This is 
because the mosaicity and strain differences 
are not separated. On the other hand, a ra- 
dial scan in triple axis mode may miss the 
tilted layer. However, a limited area recip- 
rocal space map contains all the data neces- 
sary and by projecting the intensity onto a 
radial direction the contribution due to tilts, 
either in macroscopic form or microscopic 
form, can be retrieved (Fewster, 1991a). It 
must be remembered that a high-resolution 
diffractometer with an open detector inte- 
grates over a different region of reciprocal 
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space so only by judicious choice of reflec- 
tion, etc., can comparable data be obtained. 

3. Determining the Distortion 
in Si Layers on SiOJSi 

To create an electrically insulated layer 
of Si, a popular approach is to create an 
oxide separating the layer from the Si sub- 
strate. However, the distortion of the layer 
may be of importance. Measuring the abso- 
lute lattice parameter of the layer and sub- 
strate in combination with the reciprocal 
space mapping can provide the answer 
(Fewster and Andrew, 1995b). This method 
has been used for determining the lattice 
parameters of a Si 1.2 pm layer separated 
from its Si substrate by a 2.5-pm oxide. The 
layer was tilted by as much as 650” arc and 
90” arc in two orthogonal azimuths. The lat- 
tice parameter shows considerable correla- 
tion with the substrate, that is, i t  has a mea- 
surable tetragonal distortion. Although the 
maps are placed on an absolute scale, it 
must be remembered that the two-dimen- 
sional reciprocal space map is a projection, 
and therefore to obtain accurate values the 
layer and substrate diffraction planes had to 
be aligned separately. With relative diffrac- 
tion plane tilting between the layer and sub- 
strate as in this example, the only reliable 
reciprocal space map for determining preci- 
sion lattice parameters is with a three-di- 
mensional reciprocal space map. 

4. Determining the Relaxation 
in Layered Crystals 

Fewster and Andrew (1993b) have used 
a combination of reciprocal space maps from 
several reflections to obtain detailed struc- 
tural parameters of heavily relaxed InGaAs 
on GaAs. Also, they used the projection ap- 

proach to recover all the intensity for model- 
ing. The thicknesses and compositions were 
determined as well as the strain distribution 
close to the interface (Section IV.D.6). The 
highly disrupted and distorted lattice planes 
close to the interface contribute mainly to 
the diffuse scattering and are incoherent with 
the remainder. Incorporating this diffuse 
scattering into the model gave the interfa- 
cial strain. The reciprocal space maps also 
contain information concerning the micro- 
structural components, mosaic spread and 
size and layer substrate tilts, and these were 
measured and plotted as a function of film 
thickness. The InGaAs compositions were 
all close to 5% In and the thicknesses ranged 
from 0.5 to 6 pm. The growth of this type of 
structure was intended to create the relaxed 
lattice parameters in the surface plane at the 
top of the buffer layer such that the subse- 
quent In,,,,Ga,,&s/GaAs superlattice would 
contain compressive and tensile strains and 
thus modify the electronic band structure. 
Only by doing a detailed analysis like this 
could the actual composition be determined 
of these partially relaxed structures. 

The apparent mosaic spread decreased 
with increasing thickness along with an en- 
hancement in the contrast of the topographs 
taken at the layer peak. The topographic fea- 
tures also reduced in size with increasing 
thickness above about 1 ym. This was ex- 
plained in terms of the orientation spread in 
submicron level regions (below the dimen- 
sions of the topographic resolution) being 
large for smaller thicknesses. These regions 
then interacted to create regions of similar- 
ly orientated mosaic blocks. These mosaic 
blocks coalesce to form regions of smaller 
orientation spread, increasing the mosaic 
block sizes but reducing the size of these 
regions as the layer thickness increases. The 
mosaic blocks then finally dominate the 
structure; this was termed “the mosaic grain 
growth” model. 

The considerable improvement in the 
analysis of strain relaxation using recipro- 
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cal space maps compared with double crys- 
tal diffaction profiles has been demonstrated 
by Koppensteiner, Ryan, Heuken, and Sollner 
(1993) for ZnSe layers on GaAs. In this 
study they showed that the deviations can 
be very large, especially for small relaxa- 
tions, and clearly indicates the sensitivity of 
the method. 

The onset of relaxation is important to 
understand because the introduction of de- 
fects to relieve the high internal stress lev- 
els can have a serious detrimental effect on 
the subsequent electronic device performance. 
The early stages of relaxation are very subtle 
and have been observed by imaging the dis- 
locations in X-ray topography (Eaglesham, 
Kvam, Mayer, Humphreys, Green, Tanner, 
and Bean, 1988). Similarly, the influence of 
these dislocations can be studied by recip- 
rocal space mapping by observing the dif- 
fuse scattering (Kidd, Fewster, Andrew, and 
Dunstan, 1993). The diffuse scattering in this 
case was interpreted directly from the recip- 
rocal space maps. A series of Ino,,G+,9,As 
layers of different thicknesses straddling the 
abrupt change in the thickness/residual strain 
relationship were analyzed. 

At the early stages of relaxation it was 
observed that weak diffuse scattering be- 
gins to increase close to the layer peak, ini- 
tially in the form of lobes that eventually 
coalesce into an ellipse as the layer thick- 
ness increases. The layer peak of the 004 
reflection from a (001)-orientated sample 
was found to broaden normal to the diffrac- 
tion vector due to the decreasing lateral cor- 
relation length of the unperturbed regions 
of the layer, while the diffuse scatter profile 
initially became sharper (Figure 7). Eventual- 
ly, as the thickness increases the two contri- 
butions became indistinguishable, elliptical 
shaped, and their lattice parameter appeared 
to collapse. The extent of the elliptical form 
gradually decreased in size with increasing 
thickness in common with the observations 
of Fewster and Andrew (1993b). 

The scattering in the vicinity of the layer 
peak was projected onto a plane normal to 
the diffraction vector to obtain the lateral 
dimensions of the correlation lengths con- 
tributing to this Scattering. Kidd et al. have 
correlated these lengths with the layer thick- 
ness and see a clear relationship that indi- 
cates the distortions from misfit disloca- 
tions extend as far as the nearest geometrical 
constraint that will relieve the strain. Hence, 
a thin layer sample with dislocations that 
are well separated appear to have their dis- 
tortion strain fields relieved at the sample 
surface, and this restricts their lateral ex- 
tent. As the dislocation density increases, 
the geometrical constraint becomes the strain 
field overlap laterally, and therefore this re- 
stricts its extent normal to the interface. 

The diffraction from these samples have 
been modeled after projection of the recip- 
rocal space maps onto the radial scan direc- 
tion to reconstruct the interface distortion 
and by combining this with the lateral cor- 
relation length dimensions the average mi- 
crostructures could be determined (Kidd and 
Fewster, 1994; Kidd, Fewster, and Andrew, 
1995). These results were also corroborated 
with plan view transmission electron micro- 
graphs, where the dislocation separation was 
measured for all four samples. The thinner 
layer samples of 700 and 1400 8, thickness 
gave a peak in the distribution of separa- 
tions well below the layer thicknesses; in 
fact, 90% and 74% of the separation lengths 
were in excess of the layer thicknesses, re- 
spectively. For the 2000- and 4000-A-thick 
layers, the number of separations in excess 
of the layer thicknesses were 13% and 0%. 
respectively. These distributions became nar- 
rower with increasing thickness. These re- 
sults of two analytical approaches therefore 
corroborate. It was also clear from this study 
that the mean dislocation separations do not 
correspond to the mean distance of a regu- 
lar array. Therefore, counting dislocations 
will give an unreliable value for the strain 
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relaxation without including their distribu- 
tion, because any dislocation bunching will 
reduce the effective strain relief. 

5. Relaxation Determination 
by Routine Analysis Methods 

Heinke, Einfeld, Kuhn-Heinrich, Pahl, 
Moller, and Landwehr (1995) have used the 
approach of Heinke, Moller, Hommel, and 
Landwehr (1994) to try and simplify the analy- 
sis of relaxing structures of II-VI compound 
semiconductors. Basically, they show from 
simple geometrical considerations that the 
locus of variable relaxation and composi- 
tion have different directions in reciprocal 
space and can therefore be separated. The 
reciprocal space map of a CdMgTe layer on 
a (001) CdTe substrate was analyzed from 
which they could conclude that the layer 
has a strain gradient, that is, variable relax- 
ation, from the direction of the broadening. 
This rapid analysis approach is applicable 
to isotropic strain in the layers but does not 
include the complications of mosaic block 
size effects and their relative orientations. 
However, as an approach for rapid screen- 
ing of material this could prove to be a good 
procedure. 

The combination of reciprocal space 
mapping and the use of the absolute lattice 
parameter method has allowed very precise 
determination of the unit cell parameters of 
a relaxing layer and those of its substrate 
(Fewster and Andrew, 1996b). The pnnci- 
ple of the technique relies on the fact that 
the goniometer used has very precise opti- 
cal encoding on both the w and the 20’ axes, 
and therefore all the reciprocal lattice points 
can be interrelated on a relative as well as 
an absolute scale. This enables the possibil- 
ity of deriving the lattice parameters paral- 
lel and perpendicular to the interface plane 
with equal precision. Because the absolute 
lattice parameter method of Fewster and 

Andrew (1995b) has the capability of deter- 
mining the lattice parameters to within a part 
per million, the determination of the relaxa- 
tion parameters can be very reliable. A con- 
sequence of this study also indicates that 
the use of the substrate as an internal stan- 
dard can lead to significant errors, because 
significant strain extends down into the sub- 
strate that is not uniform. This can result 
from the epitaxy itself and be complicated 
further by the process of relaxation. The 
judicious choice of reflections with similar 
penetration depths therefore becomes very 
important. 

6. Interface Analysis of Relaxing 
Layered Structures 

Recovering the full intensity, as described 
above, allows the modeling of the intensity 
profile in terms of strain or deviation param- 
eter in dynamical theory (Fewster, 1992). 
Of course, the coherently scattered intensi- 
ty is recovered along with the incoherent or 
diffuse component. In general, this is small 
unless a significant number of defects are 
present. For epitaxial layers that have started 
to relax, a high level of mosaicity and dif- 
fuse scattering is present, and the interpre- 
tation of such structures requires modifica- 
tions to dynamical theory Kato (1980) for 
general distributed defects and Fewster 
(1992) for interfacial defects. Kato intro- 
duced the idea of limited coherence lengths 
of X-ray wavefields in a crystal with de- 
fects that showed a route to analyzing imper- 
fect structures. Fewster used these ideas and 
modeled the projected profiles of measured 
reciprocal space maps. These maps contained 
the distribution of scattering due to mosaicity 
and diffuse scattering, as well as the dy- 
namically scattered contribution. These pro- 
files projected onto the radial direction were 
compared with the calculated profile that is 
based on coherence breakdown and strain 
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gradients. From this i t  was possible to esti- 
mate the extent of the distortion of the inter- 
facial region and correctly determine the 
layer thicknesses. The scattering is consid- 
ered purely dynamically, although the vari- 
ous contributions have to be considered in- 
dividually and recombined in terms of their 
various phase relationships. In general, the 
distribution of different paths results in a 
phase averaging effect, and this has the ap- 
pearance of phase incoherence between the 
different paths for the X-ray photon. For a 
single interface the scattered intensities is 
given by: 

where Q is the proportion of the sampled 
region disrupted by defects and 5 is the pro- 
portion of the scattering from above the 
defects that is coherent with that from be- 
low. X represent the scattered amplitudes 
from the various regions. The amplitude 
from the defected region was calculated on 
the basis of an extended disrupted region 
scattering and appeared, for example, as the 
“wings” in Figure 8. 

Without taking into account the influ- 
ence of dislocations at the interface, in this 
way the magnitude of the scattering in parts 
of the profile could result in considerable 
errors. However, the distribution of scatter- 
ing in the reciprocal space maps only re- 
quires a very low concentration of interfa- 
cial defects (one dislocation per 10 pm) to 
create significant “ears” on the substrate 
peak shape (Figure 8). The “ears” are at 
higher scattering angle with a spread in crys- 
tal rocking angle (0) and can be explained 
as the regions remote from the dislocation 
core, where the diffracting planes are bent 
(spread in 0) and exist in regions of lower 

+291 

-831 
-64 +63 

FIGURE 8. The distribution of scattering close to 
the 004 reflection from a SiGe layer and Si sub- 
strate. The extended intensity close to the sub- 
strate peak is that which arises from the interface 
distortion as dislocations are present that rotate 
(creating a spread in q[llol) and collapse the planes 
parallel to the surface (increase the value of q[ooll) 
within the substrate. 

lattice parameter. These observations are 
explained by the right-hand diagram in Fig- 
ure 9. The substrate in this region has been 
stretched laterally, and therefore the lattice 
parameter has collapsed vertically due to 
the Poisson effect in an attempt to match the 
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partially relaxed layer lattice parameter. It is 
these distortions that are determined in the 
model of Fewster (1992). The cross-hatched 

is the angle between the surface normal and 
the diffracting plane normal. 

array of dislocations were also clearly re- 
vealed by topography at various positions in 

lateral-correlationlength 
h 

sin[2a’-a](A2a’-Aa)-sinwAo 
- - the reciprocal space map. This-diffraction 

model therefore reveals the interfacial strain 
resulting from misfit dislocations and more 
fundamentally simulates the scattering from 
the individual layers correctly to derive their 
thicknesses and compositions correctly. 

where ’ 

cos 5 
Aa = L -(cos$ + sin $ tan 0) 

sin @ 

7. Direct Approaches 
to the Interpretation 
of the Diffuse Scattering 

Clearly, the diffuse scattering created from 
a partially relaxed structure results from sev- 
eral contributions, that is, mosaic block size 
and tilts between mosaic blocks. Fewster 
(1 996b) has taken a simple approach to di- 
rectly interpret the diffuse scattering and 
separate these two components. In general, 
the mosaic blocks in a relaxing structure are 
approximately disc shaped with a character- 
istic lateral width (lateral correlation length) 
parallel to the interface. This lateral correla- 
tion length creates a broadening parallel to 
the sample surface, whereas the tilting (pro- 
vided each block has a comparable lattice 
parameter) creates a broadening perpendicu- 
lar to the radial scan direction. By measuring 
the angle that the diffuse scattering ellipse 
makes with respect to the radial direction 
and its width, L, these two contributions 
can be separated and determined using the 
following formulae: 

cos(@ + 5) rnicroscopietilt = -L 
sin @ 

where €, is the angle that the axis of the ellipse 
makes with the radial direction ( d 2 )  and Q 

and 

and w and 20’ represent the angle that the 
incident beam makes to the sample surface 
and the scattering angle, respectively. Clear- 
ly, by mapping the intensity from a diffract- 
ing plane that has a large angle with respect 
to the surface plane (i.e., large @), then it is 
possible to obtain the most accurate value for 
these parameters. To indicate the size of these 
various contributions consider Figure 10, then 
the contribution giving rise to the microscop- 
ic tilt is about half that due to the contribu- 
tion from the finite lateral correlation length. 
These contributions amount to 22” arc and 
61 80 A, respectively. Therefore, it is impor- 
tant therefore to separate these two compo- 
nents before deriving too many conclusions 
regarding the microstructure directly from 
reciprocal space maps. This method assumes 
that the strain distribution as a function of 
depth is small. This can be judged by the 
width of the radial scan profile for diffrac- 
tion planes parallel to the surface compared 
with theoretical widths. 

Goorsky, Meshkinpour, Streit, and Block 
(1995) have taken a very pragmatic route to 
analyzing the diffuse scattering and related 
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FIGURE 10. The scattering from a thick InGaAs layer that has relaxed significantly, 115 reflection. Because 
the axis of the diffuse scattering from the layer profile is not aligned in a direction normal to the surface normal 
or the direction to the origin of reciprocal space, it contains both finite size effects and distributions of 
orientations. These can be separated. 

the intensity and shape to semiconductor de- 
vice performance. In this case they just stud- 
ied the diffuse scattering close to the substrate 
peak as this simplified the alignment and the 
diffuse scattering was strongest in this region. 
They observed that the diffuse scattering from 
a HEMT structure was much stronger when 
the diffraction plane is normal to the [-I101 
direction and considerably weaker when nor- 
mal to the [ 1101 direction. The asymmetric 
distribution of dislocation densities observed 
by electron microscopy confirmed this. 
Goorsky et al. attributed this diffuse scatter to 
arise from lattice tilts and concluded that this 
scatter is sensitive to misfit dislocation levels 
below 0.3 pm-’ with the intensity having a 
linear relationship with dislocation density. 
This can obviously be a rapid screening method 
for analyzing devices. 

8. Modeling Reciprocal Space Maps 
of Relaxing Layered Crystals 

Kaganer, Kohler, Schmidbauer, Opitz, 
and Jenichen (1996) have used the correla- 

tion function derived by Krivoglaz (1969) 
based on Poisson statistics for uncorrelated 
dislocation strain field interaction and the 
Kubo cumulant expansion for positional 
correlations to model these reciprocal space 
maps. Krivoglaz proposed that the diffrac- 
tion from a distorted crystal can be entirely 
determined by the correlation function: 

G(r.r’) = (exp(27cih.[u(r)- u(r’)]) 

where u(r) is the random atomic displace- 
ment and h is the scattering vector. The 
averaging is over all configurations. The 
Fourier transform of this function then gives 
the distribution of intensity in reciprocal space. 

Kaganer et al. assume that the elastic pa- 
rameters of the two components of the bicrys- 
tal are identical and assumed that the distor- 
tion field extended into the layer. The problem 
was treated kinematically and because the 
distortion field was assumed to be identical 
in the layer and substrate only the scattering 
from the former was considered. Also, it was 
assumed that the coherently diffracting con- 

96 

D
o
w
n
l
o
a
d
e
d
 
B
y
:
 
[
C
A
S
 
C
h
i
n
e
s
e
 
A
c
a
d
e
m
y
 
o
f
 
S
c
i
e
n
c
e
s
]
 
A
t
:
 
0
8
:
4
5
 
3
1
 
M
a
r
c
h
 
2
0
1
0



tribution was very small. They showed from 
this theoretical approach that the diffraction 
maximum followed the mean distortion for 
large dislocation densities in agreement with 
Chu, Macrander, Strege, and Johnston (1985) 
but was not the case for small dislocation 
densities, as can be observed in Figure 8. The 
shape of the scattering in reciprocal space for 
edge and 60" dislocations on (001)-orientated 
samples was calculated to be quite differ- 
ent, that is, the AqlI/Aq, ratio of these ellipti- 
cal shapes were 0.68 to 0.3, respectively. 

For their calculations of large mismatch- 
es, the comparison with experimental results 
suggested that the dislocation distortions were 
correlated and an additional parameter was 
required. The complexity was increased fur- 
ther if both edge and 60" dislocations co- 
exist. For lower dislocation densities both 
coherent and incoherent contributions co- 
exist and using the same approach Kaganer 
et al. were able to reproduce the satellite re- 
flections illustrated in Figure 8. Their model 
also predicts that they will not exist for edge 
dislocations. The experimental reciprocal 
space maps were compared with theory and 
the agreement was in fairly good quantitative 
agreement for AlAs/GaAs structures, although 
problems of anisotropic elasticity could ac- 
count for some of the discrepancies with the 
studies on SiGe structures. For a high disloca- 
tion density SiGe sample, the observed pro- 
files were greater than that calculated and 
could be accounted for by including a non- 
uniform distribution of tilts. An AlSb/GaAs 
structure also with a high-dislocation densi- 
ty gave a very poor fit and could only be 
accounted for by introducing a very strong 
position correlation between the disloca- 
tions. It is clear from this work that this is 
a useful route to simulation of the diffuse 
scattering and consequently the evaluation 
of the nature of the dislocation structure in 
these materials. 

Another study making use of the kine- 
matical theory with statistically distributed 

misfit dislocations of Krivoglaz (1969) and 
Peterson and Kaganer ( 1994) has been car- 
ried out by Holy, Li, Bauer, Schaffler, and 
Herzog (1995). From this modelling, Holj 
et al. were able to estimate the strain profile 
and the misfit dislocation densities. The in- 
fluence of threading dislocations in all these 
studies was assumed to be small. Again, this 
approach was valid provided that the dislo- 
cation density was not too large because 
they assumed that lr-r'l was small com- 
pared with the separation between disloca- 
tions as this simplifies the determination of 
the probability distribution of the separa- 
tion distances. It was recognized also that if 
there was significant dislocation interaction 
the Gaussian distribution of separations and 
intensity were not necessarily valid. Howev- 
er, it was shown that this neglect only re- 
sults in a small (10%) error in the statistical 
variable c(r) in the calculation of the ran- 
dom atomic displacements: 

ui(r)  = zR wif( r  - R)bjc(R) 

where bj is a component of the Burgers 
vector and wij is the distortion at point r 
from a dislocation passing through the lat- 
tice site R. To account for the inhomogene- 
ity in the distortion, the epitaxial layer was 
considered as a series of homogeneous sub- 
layers. Holj et al. measured the reciprocal 
space maps of the 004 and 224 reflections 
of a SiGe sample'to estimate the misfit dis- 
location density and the average layer strain. 
Although the diffuse scattering was weak, 
reasonable agreement with theory was ob- 
tained and the discrepancies that do exist 
are thought to arise from exclusion of the 
contribution due to threading dislocations. 

Koppensteiner, Hmberger, Bauer, Holy, 
and Kasper ( 1994) have considered the dif- 
fraction from a SiGe superlattice that dif- 
fracts coherently throughout its depth but 
has a finite correlation length of 400 8, nor- 
mal to this direction. They considered two 
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structural models; one assumed that the mo- 
saic blocks were disc shaped, perfect within 
themselves, each having a statistically deter- 
mined tilt with respect to its neighbor and 
the second model was based on spherical 
blocks. Although the study was rather incon- 
clusive concerning the actual shape of the 
mosaic blocks Koppensteiner et al were able 
to determine the dimensions of the laterally 
coherently diffracting regions in the sample. 

9. Modeling the Diffuse Scattering 
to Study Threading Dislocations 

Kyutt, Ruvimov, and Argunova (1995) 
have combined reciprocal space mapping in 
Bragg (reflection) and Laue (transmission) 
geometries. From these maps they were able 
to determine the relaxation extent of each 
SiGe sublayer in a heterostructure multilay- 
er by comparing and (Add),. The 
relationship between these values gave a good 
indication of the concentration of misfit dislo- 
cations. The relative depths of the these arrays 
were also determined by calculating the indi- 
vidual layer thicknesses from the integrated 
intensities. Kyutt et al. concluded that the 
misfit dislocations broadened the profiles 
normal to the scattering vector (from planes 
parallel to the interface), while threading 
dislocations create a more general broaden- 
ing in normal and parallel directions. 

As mentioned previously, the determi- 
nation of threading dislocation densities is 
more difficult than for misfit dislocations, 
primarily because the diffuse scattering is 
more isotropic and distributed. Early X-ray 
diffraction methods for obtaining these val- 
ues was through measuring the profile 
widths obtained in double crystal diffracto- 
metry, although agreement with electron 
microscopy is generally poor (Gay, Hirsch, 
and Kelly, 1953; Jager, Stenkamp, Ehrhardt, 
Leifer, Sybertz, Kibbel, Resting, and Kasper, 

1992). This lack of agreement arises from 
the uncertain distribution of threading dis- 
locations. Koppensteiner, Schuh, Bauer, 
Holp, Watson, and Fitzgerald (1995) have 
approached the determination of the thread- 
ing dislocation density by calculating the 
total energy density due to random strain 
fields and subtracting the misfit dislocation 
density contribution, such that the density 
of threading dislocations is given by: 

where E represents the energies involved 
and L the threading dislocation line length. 
The energy terms and Burger’s vector and 
the radii of influence of the distortion field 
need to be known, but because these are func- 
tions of the dislocation density, the denomi- 
nator is unknown and the process becomes 
iterative. Koppensteiner et al. have modeled 
the scattering from 004 and 224 reciprocal 
space maps with various models and con- 
cluded that dislocation densities can only give 
an upper limit value because the agreement 
with EBIC indicated a large discrepancy. 

10. Reciprocal Space Mapping 
of Superlattice Structures 

The analysis of superlattice structures 
has a significant advantage in obtaining in- 
formation about the interfaces. If the satel- 
lite reflections that result from this periodic- 
ity have a different shape in reciprocal space 
than the “average” superlattice reflection, 
then this could very well be from the finite 
correlation lengths associated with the rough- 
ness (Fewster, 199 1 b). A simple measure of 
this profile width for each satellite order 
could then probe the interface in great de- 
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tail. However, even from this analysis of 
this diffuse scattering from the first-order 
satellites, an asymmetry was observed that 
indicated that the correlation length in the 
(110) direction was half that of the (1-10) 
direction and qualitatively agreed with re- 
sults from a scanning tunneling microscope 
study. Holy (1994) has proposed a theoret- 
ical approach to estimate the various con- 
tributions to imperfections in superlattices, 
including mosaicity, strain gradients, and 
in-terfacial roughness. The principle of the 
correlation length contribution to the dif- 
fuse scattering is as described earlier, ex- 
cept in this case the roughness can be cor- 
related from layer to layer. The correlation 
function associated with the mosaic struc- 
ture is as given previously; however, the 
interfacial roughness can be treated as a 
fractal surface (Sinha, Sirota, Garoff, and 
Stanley, 1988). 

G,(T) = o2 exp[ -( 

for the j th interface, where r is the distance 
over which the correlation in the interface 
plane is considered, A the correlation length, 
0 the root-mean-square roughness, and h 
the fractal parameter. For the correlated 
roughness, Holf took the root-mean-square- 
roughness to be given by o(N - j)”’, where 
N is the number of layers and the substrate 
surface was assumed to be ideally flat. The 
differences in the diffuse scattering from 
uncorrelated and correlated roughness was 
very dramatic; the former resulted in nar- 
row profiles in 61/20’ and broad profiles in 
61, whereas the latter resulted in a more 
general, rounded profile in the reciprocal 
space maps. Additional influences of strain 
effects can also contribute to the shape of 
the diffuse scattering by elongating the 
shapes along the scattering vector. 

1 1. Laterally Periodic Structures 
Studied by Reciprocal Space 
Mapping 

The analysis of complex quantum wire 
and dot array structures is greatly enhanced 
by the use of reciprocal space mapping 
(Gailhanou, Baumbach, Marti, Silva, Reinhart, 
and Ilegems, 1993; van der Sluis, Binsma, 
and van Dongen, 1993). This greatly improves 
the possibilities of interpreting the various 
periods, geometrical shapes, strains, damage, 
and compositions within the structure. Van 
der Sluis et al. modeled the reciprocal space 
map using a simple Fraunhofer approxima- 
tion, whereas Gailhanou et al. also included 
other diffraction effects in the kinematic ap- 
proximation. This more complete modeling 
included all the incident, transmitted, and trans- 
mitted diffracted beams to account for the 
subtleties in the diffraction pattern. If the etch- 
ing of the structure reaches below the layer 
depth, additional satellites will be observed 
centered around the substrate peak as well as 
that of the layer (Tapfer, Sciacovelli, and De 
Caro, 1995; Darhuber, Koppensteiner, Bauer, 
Wang, Song, Sotomayor-Torres, and Holland, 
1995). Darhuber et al. have also observed that 
the finite thickness fringes associated with the 
layer did not correspond to the expected thick- 
ness and concluded that the top of the wires 
were very imperfect and were not contribut- 
ing to the scattering. A large peak shift of the 
residual layer wires was also observed and 
was thought to arise from inclusion of ions 
during the reactive ion-etching process. 

V. FULL THREE-DIMENSIONAL 
RECIPROCAL SPACE MAPPING 

A. Principle and Method 

It must be realized that all data collec- 
tion methods assign an integrated intensity 

99 

D
o
w
n
l
o
a
d
e
d
 
B
y
:
 
[
C
A
S
 
C
h
i
n
e
s
e
 
A
c
a
d
e
m
y
 
o
f
 
S
c
i
e
n
c
e
s
]
 
A
t
:
 
0
8
:
4
5
 
3
1
 
M
a
r
c
h
 
2
0
1
0



to a specific set of coordinates in reciprocal 
space. If the reciprocal space probe is de- 
fined rather precisely, then the measured in- 
tensity at any position can be assigned to 
small and specific angular ranges, thus mak- 
ing interpretation that much more meaning- 
ful. Three-dimensional reciprocal space map- 
ping, and to a lesser extent two-dimensional 
reciprocal space mapping, therefore improve 
on the probe of the double crystal diffrac- 
tometer that defines the probe angular only 
in one direction. 

The importance of three-dimensional re- 
ciprocal space mapping can best be under- 
stood by considering a reciprocal lattice 
point (or the optimum diffracting condition 
for measuring the intensity) that is tilted out 
of the plane of the diffractometer. Its posi- 
tion moves in an arc such that any move- 
ment out of the diffractometer plane will 
increase the “apparent” crystal rocking angle 
(0) and will increase the “apparent” scatter- 
ing angle (20 ’ )  if 20’ is greater than d 2  and 
decrease the “apparent” 20’ if it is less than 
d 2 .  Hence, to obtain reliable quantitative 
results this must be realized or minimized 
experimentally by reducing the axial diver- 
gence. These movements have been used 
for obtaining automatic alignment procedures 
to bring the diffracting plane of interest into 
the optimum diffracting condition (Fewster, 
1985). Restricting the reciprocal space probe 
in three dimensions (axial and horizontal 
divergence, detector acceptance angle, and 
wavelength dispersion) allows reciprocal space 
mapping in three dimensions. This can pro- 
duce a three-dimensional reciprocal space 
representation of a reciprocal lattice point. 
Three-dimensional diffraction space map- 
ping effectively removes problems of align- 
ment because the axial divergence limits 
diffraction to a region close to the diffrac- 
tometer plane. 

The resolution so far has only been con- 
sidered in the plane of the diffractometer; 
however, the axial divergence is also very 

important when interpreting the reciprocal 
space maps. The “conventional” reciprocal 
space map is a projection of the measured 
intensity onto the diffractometer plane. By 
restricting this divergence to small values, 
Fewster and Andrew (1995a) have shown 
that it is possible to obtain the full three- 
dimensional shape of the scattering. It is 
very difficult to extract reliable quantitative 
data from two-dimensional reciprocal space 
mapping when dealing with imperfect ma- 
terial, for example, for a small change in the 
tilt alignment the apparent lattice parameter 
difference of individual mosaic blocks can 
be reversed. However, for example, three- 
dimensional reciprocal space mapping al- 
lows a very complete analysis of the quality 
of the epitaxy. This method shows consider- 
able promise; however, what is perhaps more 
important at this stage is to be aware that 
the resolution function is a three-dimensional 
shape and a two-dimensional reciprocal space 
map is a projection of the scattering from a 
curved surface onto a plane. 

As discussed in the introduction, the dif- 
fraction from a three-dimensional sample will 
create a three-dimensional diffraction pat- 
tern, and any representation of dimensions 
less than this must necessarily be a projec- 
tion. Of course, even the size of the diffrac- 
tion probe will result in an integration of the 
scattering close to the measured point and 
assign it to that point; however, this is just 
the instrument-smearing function that is al- 
ways present. The extent of the smearing in 
three dimensions is necessary to understand 
the true location and magnitude of the scatter- 
ing. It is clear, therefore, that a single rocking- 
curve obtained with a double-crystal diffrac- 
tometer, for example, associates a significant 
distribution of scattering in reciprocal space 
to one point. The conventional (two-dimen- 
sional) reciprocal space map essentially has 
a well-defined probe in two dimensions and 
therefore is purely a projection of the inte- 
grated scattering onto a plane. A three-dimen- 
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sional reciprocal space map has a better de- 
fined third dimension and therefore the as- 
sumptions are reduced further. This method 
was first used by Fewster and Andrew ( 1995a) 
to interpret the scattering from mosaic struc- 
tures so that reliable misorientations and lat- 
tice parameters could be obtained. 

each mosaic block can be determined. 
Fewster and Andrew were therefore able to 
show that each block has a different lattice 
parameter and that only small relative tilts 
were observed between the substrate and 
layer. It is also interesting to note that the 
shapes of the layer reciprocal lattice points 
follow those of the substrate very closely 
(Figure 12). 

6. Applications of Three-Dimensional 
Reciprocal Space Mapping 

2. Polycrystalline Material 
All the studies described in the follow- 

ing sections make use of the high-resolu- 
tion diffractometer illustrated in Figure 6. 
The axial divergence is modified with slits 
in both the incident and diffracted beam 
paths. 

1. Mosaic Blocks 

Fewster and Andrew (19954 used this 
approach to interpret the diffraction from a 
mosaic semiconductor sample to obtain ab- 
solute lattice parameter values of individual 
mosaic blocks and to observe deviations 
from perfect epitaxy in terms of relative 
tilts. The sample was of an AlGaAs layer 
grown by MBE on a mosaic semiinsulating 
GaAs substrate. The area studied consisted 
of three mosaic blocks that were observed 
by two-dimensional reciprocal space map- 
ping. However, depending on relative posi- 
tions of their reciprocal lattice points to the 
plane of the diffractometer their apparent 
positions were displaced (Figure 11). The 
reason for this is that the diffraction probe 
is not linear in reciprocal space and there- 
fore the projection can give rise to a com- 
plete misinterpretation of the reciprocal 
space maps. 

The three-dimensional reciprocal space 
map therefore resolves this so that the true 
positions of the reciprocal lattice points for 

These methods have also been applied to 
polycrystalline material (Fewster and An- 
drew, 1996a). The measurement of 
microstrain is conventionally performed 
using a slit based powder diffractometer by 
comparing reflections from parallel planes 
but of different orders such that the differ- 
ences in profile width can be related to the 
“microstrain” (Warren and Averbach, 1950; 
Williamson and Hall, 1953). The question 
of interest to Fewster and Andrew was 
whether the individual crystallites contained 
a distribution of strain, that is, true 
microstrain or whether each crystallite had 
a different strain value. The two methods 
were also compared. A three-dimensional 
reciprocal space map of a textured A1 sample 
is given in Figure 13. The shape of this 
Debye-Scherrer ring is obviously very com- 
plex because at this resolution the scatter- 
ing from individual crystallites could be 
partially isolated. It must also be remem- 
bered that the lattice parameters of each 
crystallite can be placed on an absolute scale 
(Section IV.C), and therefore the distribu- 
tion of orientation texture and distribution 
of strain is all contained in this map. 

The size of the crystallites determined 
from this map were -4 pm because the 
diffraction widths were close to the intrin- 
sic instrumental broadening of 7” arc at this 
scattering angle. Provided that the distribu- 
tion of strain within an individual grain is 
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FIGURE 11. 

- .......... +-*- -- 

-0.05 
0120’ - +0.02 

The two-dimensional reciprocal map from a mosaic GaAs laver with an AlGaAs laver. The data 
indicate three clear mosaic blocks in the.substrate’that is mimicked in the layer. Yet, obtaining rektive tilts and 
lattice parameters is fraught with difficulties, as explained in the text. 

less than -8 x lC5. The main strain distribu- 
tion is clearly observed as individual crystal- 
lites having their own value distributed about 
a mean. The two arms of the Debye-Schemer 
ring have significantly different lattice param- 
eters, and the weighted average compares with 
that obtained by conventional powder diffrac- 
tometry. These studies were all carried out in 
high resolution. 

3. Analysis of Protein Crystals 

Reciprocal space mapping has been ap- 
plied not only to strongly diffracting semicon- 
ductor samples and polycrystalline samples 
but also to protein crystals. Good-quality pro- 
tein crystals are notoriously difficult to grow 
and also are extremely weak scatterers. The 
crystal quality ultimately determines the real 
space resolution achievable with X-ray dif- 
fraction for determining the molecular struc- 

ture (Helliwell, 1988). There are complica- 
tions of limited crystal size, shelf-life, and 
degradation in the X-ray beam. Attempts to 
improve the understanding and to produce 
higher quality crystals have been carried 
out in space to achieve microgravity condi- 
tions (Snell, Weisgerber, Helliwell, Weckert, 
Holzer, and Schroer, 1995). Reciprocal space 
mapping could well produce the necessary 
feedback in crystal quality to improve the 
growth control. 

A two-dimensional reciprocal space map 
of a reflection from a 0.5-mm-diameter sam- 
ple of lysozyme is given in Figure 14. The 
profile is exceedingly sharp (-5.5” arc on the 
o’ scale) indicative of a constant interplanar 
spacings for these length scales. The larger 
width parallel to the diffraction plane is indic- 
ative of some mosaicity that could also be 
observed by topography from this same re- 
flection with a film close to the sample (posi- 
tion 1, Figure 6 )  (Fewster, Andrew, Snell, 
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22.40 

22.30 
44.661 5 44.7635 

FIGURE 13. A three-dimensional reciprocal space map of the 002 reflection from a textured Al polycrystalline 
sample. Note the two main branches and the distribution of relative tilts and lattice parameters; from this it was 
possible to conclude that individual crystallites have slightly different lattice parameters. 

-5.54 I 
-0.21 +O. 17 

FIGURE 14. A reciprocal space map obtained from a biological macromolecule approximately 0.5 mm in 
diameter with a 2-kW X-ray source. These materials are extremely weakly scattering and can produce very 
sharp diffraction profiles (this profile has a full-width-at-half-maximum of 5 . 5  arc on the w’ scale). 
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Boggon, and Helliwell, 1996). The three- 
dimensional reciprocal space maps reveals 
more information and by combining the sev- 
eral reflections quantitative information can 
be obtained at various spatial resolutions 
(Figure 15). 

VI. SUMMARY AND FUTURE 

Reciprocal space mapping has now be- 
come well established as a powerful X-ray 
diffraction analysis method. The reason for 
this is the development of the multiple-crys- 
tal multiple-reflection diffmctometer giving a 
wide range of analysis problems to be tack- 
led on one instrument with only the sample 
alignment to consider. Of course, the instru- 
ments are available commercially and are all 
fully computer controlled. The range of set- 
tings can also be varied very easily so that the 
diffractometer can be set to solve the problem 
instead of the former situation when the prob- 
lem was fitted to the diffractometer! Hence, 
changing from slit-based, low-resolution recip- 
rocal space mapping to high-resolution, crys- 
tal-based reciprocal space mapping is now 
a rather straightforward exercise. 

Reciprocal space mapping allows ac- 
cess to a considerable amount of data, which, 
as can be seen from this review, permits much 
more detailed information to be obtained. 
The analytical procedures will develop to 
fill the gap between the measured and pre- 
dicted, or for that matter to explain unexpect- 
ed features that appear in the reciprocal space 
maps. This will then lead to additional infor- 
mation about the structural details of mate- 
rials. The finer details of most reciprocal 
space maps are rarely completely described. 
In high-resolution mode, the present day in- 
strumentation will show deviations from per- 
fection, even in some of the most “perfect” 
samples. For this reason the limit of the 
techniques is difficult to see. There is more 

information in a reciprocal space map than 
can presently be simulated; consequently, the 
method has a long future. 

The range of applicability is clearly 
broadening, some of which has been allud- 
ed to in this review, for example, studies on 
semiconductors, ferroelectrics, polycrystal- 
line materials, metallic multilayers, and even 
large biological macromolecules. In all these 
cases the single profile has been inadequate 
to obtain the information of interest. Of course, 
once the analysis has been performed with 
the most general methods, that is, recipro- 
cal space mapping, such that a better under- 
standing of the structural features are under- 
stood then a faster or a short-cut approach 
may be valid, because the assumptions are 
more clearly understood. Similarly recipro- 
cal space mapping can prove very valuable 
in confirming the analysis from a short-cut 
approach, where there is an incomplete agree- 
ment with what might be expected from theo- 
retical considerations. 
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