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pression of a SC gap at the center of vortices
may induce Andreev scattering (16, 22, 23).
In both cases, scatterings with sign-preserving
momenta should be selectively enhanced, as
discussed above. In addition to such q-selective
enhancement of QP scatterings, there may be a
g-independent overall reduction of QPI intensity
under magnetic fields; a Doppler shift of QP
energies induced by supercurrent around vor-
tices has been argued to suppress QPI ampli-
tude irrespective of the nature of the scatterings
(16, 22, 23). In total, sign-preserving and sign-
reversing scatterings will be enhanced and sup-
pressed, respectively, by a magnetic field. This
technique was successfully applied in the de-
tection of the d-wave SC-gap function in a
cuprate superconductor (/6).

In the case of s.-wave symmetry, q, con-
nects Fermi pockets with the opposite sign of
the SC gap (sign-reversing scattering), whereas
3 does Fermi pockets with the same sign (sign-
preserving scattering) (Fig. 1A). Therefore, inten-
sities of QPI at ¢, and ¢ should be suppressed
and enhanced, respectively, with application of
the magnetic field. If the gap symmetry were of
a d-wave or conventional s-wave, the magnetic-
field dependence of intensities of QPI at ¢, and
g3 would be qualitatively different from that ex-
pected for s.-wave symmetry (/3).

Shown in Fig. 3, C and D, are Z(r, E) and
Z(q, E), respectively, under a magnetic field of
10 T applied perpendicular to the surface. Both scat-
terings at ¢, and q3 show field dependence. In
the field-induced change in Z(q, E) (Fig. 4), an
opposite-field dependence is clearly observed
between the two scatterings; the intensity at g is
suppressed by a field, whereas that at q3 is
enhanced, which was observed at all £ studied
(<5 meV) and pronounced at 1 to ~3 meV near
the edge of the SC gap (/3). These observa-
tions are exactly what are expected for s.-wave

symmetry, implying that the sign of the SC
gap is reversed between the Fermi pockets
around T" and M points, whereas adjacent M-
point Fermi pockets have the same sign. With
the support of the fully gapped behavior of QP
density of states demonstrated in Fig. 2B, we
conclude that only s;-wave symmetry is con-
sistent with the SI-STM data.

The sign reversal in the SC-gap function im-
plies that the electron pairing is mediated by
repulsive interaction in & space (&), which is
most likely spin fluctuations associated with
the nesting between the Fermi pockets (4-7). It
was theoretically pointed out in models based
on spin fluctuations that s.-wave is not the only
possible symmetry in iron-based superconduc-
tors; d-wave and nodal s.-wave symmetries
may be stabilized within the same theoretical
framework, depending on the details of the band
structure (27, 28). Experimentally, nodal super-
conductivity has indeed been suggested for
LaFePO and BaFe,(As;_P,), (29, 30). It should
therefore be meaningful to establish the phase
structure of the SC-gap function in these ma-
terials by using the k-resolved phase-sensitive
QPI technique to step further toward under-
standing the pairing mechanism of iron-based
superconductors.
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Mechanism and Kinetics of
Spontaneous Nanotube Growth Driven
by Screw Dislocations

Stephen A. Morin,™* Matthew ]. Bierman,2* Jonathan Tong," Song Jin't

Single-crystal nanotubes are commonly observed, but their formation is often not understood. We
show that nanotube growth can be driven by axial screw dislocations: Self-perpetuating growth
spirals enable anisotropic growth, and the dislocation strain energy overcomes the surface energy
required for creating a new inner surface forming hollow tubes spontaneously. This was
demonstrated through solution-grown zinc oxide nanotubes and nanowires by controlling
supersaturation using a flow reactor and confirmed using microstructural characterization. The
agreement between experimental growth kinetics and those predicted from fundamental crystal
growth theories confirms that the growth of these nanotubes is driven by dislocations.

crystals grow has long fascinated scien-
tists, starting from microscale whiskers
(I, 2) and continuing on to nanowires (NWs)

The question of how one-dimensional (1D)

(3, 4). One-dimensional growth of NWs has
been explained by the vapor-liquid-solid (VLS)
mechanism (2, 3) and other catalyst-driven mech-
anisms (4). The growth mechanism of frequent-

ly observed single-crystal nanotubes (NTs) (5) is
usually thought to be unrelated to that of NWs.
However, NWs can also grow via the propaga-
tion of an axial screw dislocation (/, 6-8). Recent
theoretical work has connected the growth rate
of a carbon nanotube to the magnitude of the
Burgers vector of a screw dislocation that it pos-
sesses (9). We used dislocation-driven growth to
rationally grow inorganic nanotubes from solu-
tion and to explain the driving forces behind the
formation of hollow tubes.

Dislocation-driven anisotropic 1D crystal
growth is explained by preferred growth at the
self-perpetuating spirals of axial screw disloca-
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tions under low supersaturations (/, 6). Here,
supersaturation (o) is defined as

c=1In (i)
Co

where ¢ and ¢, are the concentration and equi-
librium concentration of the system, respec-
tively (10). According to classical crystal growth
as described by the Burton-Cabrera-Frank (BCF)
theory (/1), dislocation growth, layer-by-layer
(LBL) growth, and dendritic growth progressive-
ly dominate crystal growth as supersaturation is
increased (fig. S1) (10, 1I). Therefore, inten-
tionally exploiting low supersaturation condi-
tions that favor the dislocation-driven growth
mechanism could provide a pathway to enable
catalyst-free synthesis of 1D nanomaterials. Spe-
cifically, by using flowed aqueous solutions of
constant low supersaturation, we demonstrate
dislocation-driven growth of single-crystal NWs
and hollow NTs of zinc oxide (ZnO) in solution-
phase. We show that axial screw dislocations
with large magnitude contained within these
materials result in the spontaneous formation
of single-crystal NTs as the equilibrium mor-
phology of 1D nanomaterials.

We chose ZnO (zincite) as a model material
partly because 1D nanomaterials of semi-
conducting ZnO have found many applications,
such as in photonics (/2) and solar (/3) and
piezoelectronic (/4) energy conversion, and
they can be readily grown in solution (15, 16).
ZnO also has well-characterized dislocation
microstructure (/7). In typical aqueous syn-
thesis, zinc salts are hydrolyzed in closed con-
tainers in the presence of weak polyamine
bases, such as hexamethylenetetramine (HMT),
producing ZnO NWs, nanorods (NRs) (13, 16),
and even NTs or microtubes (/8, 19). Nano-
structure morphology is influenced by varia-
tions in reagent concentration, growth time,
and temperature (/6). To investigate the pos-
sibility that growth is driven by axial screw
dislocations, we observe the effect of supersatu-
ration on nanomaterial morphology and growth
kinetics using the zinc nitrate and HMT re-
action. However, commonly practiced closed-
system hydrothermal growth of ZnO, where
precursors are introduced at once and allowed
to react to completion, suffers from a significant
decline in the concentration of soluble zinc spe-
cies during the course of the reaction (fig. S2).
Such changes in the supersaturation conditions
lead to irregular growth kinetics that are difficult
to deconvolute and may affect morphology. We
therefore developed a continuous flow reactor
(CFR) (fig. S3) (20) to maintain constant super-
saturation and enable indefinite reaction times.

We observed a dramatic morphology de-
pendence of the growth products on super-
saturation. Specifically, when CFR experiments
are run at decreasing precursor concentrations
from millimolar (mM) down to micromolar (WM)
(20), a steady decrease in diameter and an in-

(1)

crease in aspect ratio of the resulting 1D ZnO
nanomaterials is observed (Fig. 1, A to C).
High concentrations (10 mM) yield NRs of
about 270 nm in diameter with clear tapering
(Fig. 1A), rather similar to what are observed
in closed-system growth (fig. S11E). Interme-
diate concentrations (500 uM) produce NWs
of about 100 nm in diameter (Fig. 1B), and
the lowest concentrations (30 uM) yield high-
aspect-ratio nanostructures of about 22 nm in
diameter (Fig. 1, C to F). These nanomaterials
were confirmed to be of the single-crystal wurtzite
structure with growth along the [001] direc-

Decreasing Concentration

2

e
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tion by transmission electron microscopy (TEM)
(Fig. 1, D and F; only data for low-concentration
NWs shown) and electron diffraction (ED)
(Fig. 1E, inset). In all cases, seed nuclei were
first created in a separate high-concentration
(100 mM) nucleation step (20). This is important
for the extremely low-concentration reactions
(Fig. 1, C to E) that are below the concentration
necessary for heterogeneous nucleation. Occa-
sionally, these seeds are visible at the bases of
NWs synthesized at the lowest concentration
(Fig. 1F). Interestingly, they have a coherent
crystal lattice with the NWs but contain more

Fig. 1. Evolution of ZnO morphology with decreasing precursor concentration (supersaturation).

Scanning electron micrographs of ZnO morphology evolution, from NRs/NWs (A and B, run at
concentrations of 10 mM and 500 puM, respectively) to high-aspect-ratio ZnO NWs (C and E, run at 30
uM), as supersaturation is decreased in the CFR. The electron diffraction pattern along [100] zone axis
[inset in (E)] confirms that the NWs are zincite. The NWs (E) grow along the [001] direction as indicated by
high-resolution TEM (D) and form continuous crystals with the seed nuclei as shown in TEM (F). The
corresponding fast Fourier transform images are shown in the (D) and (F) insets.

Fig. 2. TEM observation of screw dis-
locations within ZnO NWs and the crystal
behavior of NTs. Several TEM images of a
ZnO NW are tiled together to provide
perspective of the areas examined (A).
Exciting the (002) spot in the [100] zone
axis pattern (ZAP) shows dislocation con-
trast (B), whereas exciting the orthogonal
(010) spots makes the dislocation invisible
(C). Because both the growth direction and
dislocation direction are along [001], this
behavior is consistent with a dislocation of
screw character. The amorphous coating in
(A) to (Q) is carbon deposition from the
TEM. Several micrographs succinctly show
the variety of possible morphologies,
including solid NWs (D), the intermediate
voided NWs (E and F), and the hollow NT
(@), whose forms are dictated by the
strength of the dislocation (Burgers vector
magnitude). Two cases are shown where
the voids are either irregularly (E) or evenly
(F) spaced. All images share a 50-nm scale
bar except (A).
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defects. These defects suggest slight misori-
entation between adjacent crystal grains that
form each seed nuclei and presumably provide a
source for dislocations (27). Such dislocations
could then propagate the NW growth.

We observed axial dislocations in the thin,
high-aspect-ratio NWs grown at low concentra-
tions (Fig. 1, C to F) using diffraction contrast
TEM. For diffraction contrast images taken along
the [100] zone axis (Fig. 2, B and C), dislocation
contrast is visible under the two-beam condition
that excites the (002) diffraction spot (Fig. 2B),
which is along the direction of the dislocation
line and NW growth axis. Exciting the orthog-
onal (010) family of spots, the dislocation be-
comes invisible (Fig. 2C), consistent with the
behavior of a screw dislocation.

Nearly all the products from low-concentration
CFR synthesis examined under TEM were not
NWs with solid cores such as the one shown in
Fig. 2D, but instead voided (Fig. 2, E and F) or
hollow NTs (Fig. 2G). Axial screw dislocations
contained within NWs not only drive anisotropic
growth but also cause the spontaneous formation
of NTs due to the dislocation strain energy. Be-
cause of the disruption of the perfect periodicity
within the crystal lattice, there is a strain energy
per unit length (£) due to a screw dislocation that
is quadratically dependent on the magnitude of

the Burgers vector (b)
R
In(— 2
& e

where L is the shear modulus, and R and r are the
outer and inner tube radii, respectively (22, 23).
As b increases, eventually the crystal contains
enough strain energy that it exceeds the energy
cost of creating a new inner surface and the
dislocation core becomes hollow. This causes
the formation of micropipes often observed in
dislocation-prone materials such as SiC or GaN
(22, 24). An energy balance between surface
energy (2myr, where v is surface energy) and the
strain energy from Eq. 2 (both per unit length)
results in a relationship between » and b (22).

_ b

E=-_=-
47

8n2yr
u

3)

b TUBE —

For NWs reaching this energy threshold, the
solid NW becomes a hollow NT, as observed in
these ZnO nanostructures (Fig. 2, D to G).
Essentially, the equilibrium morphology of 1D
nanomaterials whose growth is driven by screw
dislocations should be hollow NTs (Fig. 3A)
when the Burgers vector is sufficiently large
(25). 1t is possible that the intermediate (void)
case is on the threshold and oscillates between
the solid and hollow conditions due to small
fluctuations in growth environment and NW
thickness that subtly change the energy balance,
or tubes initially formed could partially close up
after synthesis.

The strain energy imbalance due to a coaxial
screw dislocation in a cylinder also results in a
torque around the dislocation known as the
Eshelby twist (26). This was confirmed in
nanowire pine trees of PbS and PbSe (6, 7).
For tubes, the Eshelby twist equation must be
modified (27) from the solid cylinder case to

b
E 4
¢ nR? + mr? )

with o representing lattice twist in radians/length
and R and 7 representing the outer and inner radii
of the tube, respectively. Attempts to observe the
twist in these ZnO NTs by indexing the zone
axis via electron diffraction as the electron beam
is moved along the object revealed no Eshelby
twist above the detection limits of the technique,
which is about 5° of absolute twist (fig. S4) (20).

Fig. 3. Two pathways to relieve the strain
energy and the estimation of b in ZnO NTs.
Large strain energy contained within a
screw dislocation coaxial to a nanowire
leads to the formation of a NT or voided
structure as schematically illustrated (A). A
HRTEM of the tip of a NT (B) allows direct
measurement of the critical parameters R,
r, and b. The energy for a dislocated ZnO
NT (C) is shown from Eq. 5 to be dependent
on r and b for fixed R. The dashed line
represents the energy minimum. By ex-
plicitly solving Eq. 5 along this energy
valley, we obtain an energy-minimized
relation for b versus /R (D) for the specific
ZnO NTin (B), where R =12.6 nm, r = 2.9
nm, and b = 1.9 nm [r/R = 0.23, noted by
the vertical green line in (D)]. The total
contribution to b (Eq. 6) has components
due to the hollow inner tube surface
energy (Tube) and to the Eshelby twist

We further adopted a finer technique (28) of
indexing twist contours using dark field TEM
(fig. S5) that allowed the estimate of a twist of
~1.6%um for these completely hollow thin NTs
and ~ 4.5%um for solid NWs with larger diameter
(~100 nm). Although the amount of twist ob-
served in the larger-diameter solid NWs is in line
with the Eshelby prediction, such a small amount
of twist in the small diameter NTs was puzzling
because Eq. 4 predicts twists of ~100%um. This
made us realize that the classic dislocation micro-
pipe treatment by Frank was incomplete for 1D
NTs because it overlooks the Eshelby twist mech-
anism for strain energy relief. The very small
Eshelby twist in NTs is expected if we consider
that there are two competing mechanisms for the
alleviation of dislocation strain: (i) forming a hol-
low core and (ii) producing a torque around the
dislocation axis via the Eshelby twist mechanism.

(Twist). At low Burgers vector, the total effect follows the dislocation hollow core line and almost all strain
energy is alleviated by hollowing out the dislocation core. At larger Burgers vector and larger inner core
radius, the surface energy becomes large and all new strain energy is relaxed through the Eshelby twist,
with the intermediate b transitioning between these two limits.

Fig. 4. Summary of ex- 10 - 000

perimental and theoret- Dis. Rate : !
ical ZnO crystal growth o ——tgll: gate (;) 3~ 100} / |
kinetics. Theoretical growth 81 « Exp th;() 2 ) / S
rates as a function of su-  —~ ’ 12 / |
persaturation for a dislo- 2 ] ig k 7 I
cation mechanism (solid) = 6- P g0 |
and LBL mechanism cal- % G0l /

alatedusingac,of 11uM &€ 57 . / / :
and physical constants £ 4- R T T S S Ty S S
(small dashed line uses a H Supersaturation (o) /
small surface energy value 1G] 37

of 0.16 J/m2; large dashed 2 'y
line uses an intermediate " /
surface energy value of iy " /
0.31 }/m2) for growth N . . —
along the ¢ axis of ZnO. 0 1 3 4 5 6 7 8
Experimental growth rates Supersaturation (o)

(squares; error bars show

SD) clearly follow the trend predicted by a dislocation mechanism. This is further illustrated by the

logarithmic rate plot (inset).
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Once the nanostructure becomes hollow, the over-
all energy per unit length (£) contains three terms:
the surface energy from the hollow inner tube, the
lattice strain due to the dislocation, and the reduc-
tion in lattice strain due to the Eshelby twist.

> (R
E =2nyr+ gh‘n(—)
4n

r

2 (p2_ 2
n (R? +r?)
Using ZnO specific values for surface en-

ergy, 0.31 J/m? (20), shear modulus, 44.3 GPa

(29), and the radii of the NT shown in Fig. 3B

allows for an evaluation of this equation. A 3D

surface plot of Eq. 5 constructed for £ versus b

and /R (Fig. 3C) shows that there is an energy

valley (minimum) associated with certain opti-
mized » and b values (marked with a dashed
line). The energy-minimized relation between

r and b can be solved by setting the energy

derivative with respect to r to zero.

8n2yr (R> + 17
R0 ©

The first factor in Eq. 6 represents the effect

from Frank’s hollow-tube mechanism (see Eq. 3)

(22), whereas the second factor is the modification

due to the Eshelby-twist pathway. The Eshelby-

twist component can also be expressed explicitly

as the difference between Eq. 6 and Eq. 3.
brwist = brotaL — bTUBE

2 2,2
_ 8neyr (R +r 1 7)
u R2 — ;2

This direct relation between the r and b
variables along the energy valley (Eq. 6 and
dashed line in Fig. 3C) contains the contribu-
tions to the total energy from the Eshelby-twist
and hollow-tube components and can be alter-
nately displayed as a plot of b versus #/R (Fig.
3D). At low b, the total energy minimization
approximates the Frank hollow-tube mecha-
nism, and most energy is relieved by making
the tube hollow. However, at much larger 4 (and
larger r), the total energy minimization begins
to follow the Eshelby-twist line. That is, as the
NT becomes a cylindrical shell, creating more
surface becomes energetically forbidden, and
most energy goes toward the Eshelby twist. For
the ZnO NT in Fig. 3B, the vertical dashed line
#/R = 12.6 nm/2.9 nm = 0.23) in Fig. 3D
predicts that this tube follows the former limit,
and the strain energy is alleviated almost purely
by hollowing out into a NT, consistent with our
observation of very little Eshelby twist in ZnO NTs.

So what then is the Burgers vector magni-
tude (b) for these ZnO NTs? Burgers vector
magnitudes are generally difficult to determine.
Following scanning probe microscopy tech-
niques that measure the growth spiral step
height around the screw dislocation core as b
(24, 30), we suggest a measurement of the step

dE
-0 brotaL =
»

height from the tip of NTs using high-resolution
TEM (HRTEM) (Fig. 3B and fig. S7). Because
LBL growth is expected to be virtually shut off
under these conditions, this step edge is un-
likely the result of a nucleated island. For NTs
that show clear c-axis planes, the distance be-
tween the highest lattice fringe and the last
lattice fringe that is continuous throughout the
NT can be approximated as b, which is about
1.9 nm for this representative NT (Fig. 3B). Al-
ternatively, from dislocation energy minimiza-
tion (Eq. 6) we can directly estimate the b to be
1.4 nm for the same NT (R = 12.6 nm and r =
2.9 nm). Despite the limitations of both approx-
imations, they give similar estimates.

To prove that the growth of ZnO NWs,
NTs, and thicker NRs containing axial screw
dislocations (for evidence of axial dislocations
in NRs, see fig. S11) is driven by dislocations,
we compare experimentally determined growth
kinetics with those predicted using fundamental
BCF (10, 11) and LBL crystal growth theories
(10). Thorough treatment of both crystal growth
theories in detail can be found in the supporting
online material (20). Briefly, BCF theory pre-
dicts a dislocation-growth rate (Rgisioction) linear-
ly dependent on supersaturation

(8)

where the rate constant C can be calculated
(10, 11, 20). In contrast, LBL growth has an
exponential growth rate (Ryy,)

Riislocation = Co

Ry = J,I*p o o)1 )
where J, is the rate of 2D nucleation, L is the
length of the facet (assuming a square growth
facet), B is the step height, &k is Boltzmanns
constant, 7 is the temperature, and g, is the en-
ergy barrier to 2D nucleation, which is inversely
proportional to supersaturation (20). These
expressions illustrate that, although LBL growth
requires the formation of 2D nuclei by overcom-
ing the energy barrier g, dislocation growth
has no such barrier because of self-perpetuating
growth steps; therefore, at low supersaturations
dislocation growth dominates. Only at supersat-
urations above the critical supersaturation of
forming 2D nuclei is LBL expected to overtake
dislocation growth (fig. S1). These macroscopic
growth rates for dislocation (Eq. 8) and LBL
(Eq. 9) growth are plotted as a function of super-
saturation for ZnO growth using appropriate
parameters (Fig. 4) (20).

We have determined experimental axial
growth rates by conducting a series of growth
experiments over a range of precursor concen-
trations (c¢) from 20 uM to 10 mM and sur-
veying the lengths of the NR/NW/NT products
(fig. S9) (20). These experimental growth rates
are plotted as a function of supersaturation (o)
against those theoretically predicted (Fig. 4).
To convert ¢ to ¢ using Eq. 1, we empirically de-
termine the equilibrium concentration (c,) to be

REPORTS

11 uM by finding the concentration at which the
initial ZnO seed crystals are stable, that is,
neither dissolving nor growing into NWs (fig.
S8) (20). 1t is clear that the experimentally mea-
sured ZnO NR/NW/NT growth rates follow the
rate law predicted by dislocation-driven growth
and not that predicted by LBL growth. Because
a single value of specific surface energy for ZnO,
which heavily influences g, has not been re-
ported, LBL growth rates calculated using a
conservative value of 0.16 J/m* and an inter-
mediate value of 0.31 J/m? (among the reported
surface energy range of 0.1 to 0.7 J/m?) are dis-
played in Fig. 4. For all calculations, experimental
growth rates do not follow the LBL model. Al-
though the apparent good match between experi-
mental and theoretical dislocation growth rates
might be incidental, the logarithmic growth rate
plot (inset of Fig. 4) shows that the dislocation
and LBL growth rate trends are so different that
even errors of several orders of magnitude would
not support a different conclusion. Together with
the observation of axial dislocations and NT for-
mation, this proves that the solution growth of
7ZnO NRs, NWs, and NTs in various concentra-
tion regimes, observed by us or reported in the
literature, is indeed driven by dislocations. Fur-
thermore, the observed decrease in aspect ratio
with increasing supersaturation (Fig. 1, C to A)
may be explained by the competition between
dislocation and LBL growth mechanisms at dif-
ferent supersaturations (fig. S10) (20). Because
only axial dislocations are observed, LBL growth
accounts for radial growth (broadening) exclu-
sively, and the barrier to 2D nucleation on the side
walls heavily impacts aspect ratio. Supersaturations
below this barrier yield high-aspect-ratio NWs/NTs;
those above it do not (fig. S10, C and D).

We have shown that large axial screw
dislocations in NWs result in the spontaneous
formation of single-crystal NTs as the equi-
librium morphology and explained why thick-
walled dislocated NTs have very little Eshelby
twist. The growth kinetics of these materials
follow the prediction of the dislocation growth
mechanism as described by BCF theory, con-
firming that axial screw dislocations seen in
these materials drive the anisotropic growth of
NWs or NTs. The connections between super-
saturation, preferred crystal growth mechanism,
energetics of dislocations, and the final mor-
phology elucidated here present unifying con-
cepts to explain and control the variety of 1D
nanomaterial morphologies (NR, NW, and NT)
reported. Although ZnO is used as a specific
example herein, we provide a general theoretical
framework for controlling solution NW/NT
growth that can be applied to other materials.

-
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Monolithic Carbide-Derived Carbon
Films for Micro-Supercapacitors

John Chmiola,** Celine Largeot,z Pierre-Louis Taberna,? Patrice Simon,? Yury Gogotsi't

Microbatteries with dimensions of tens to hundreds of micrometers that are produced by
common microfabrication techniques are poised to provide integration of power sources onto
electronic devices, but they still suffer from poor cycle lifetime, as well as power and temperature
range of operation issues that are alleviated with the use of supercapacitors. There have been a
few reports on thin-film and other micro-supercapacitors, but they are either too thin to provide
sufficient energy or the technology is not scalable. By etching supercapacitor electrodes into
conductive titanium carbide substrates, we demonstrate that monolithic carbon films lead to a
volumetric capacity exceeding that of micro- and macroscale supercapacitors reported thus far,
by a factor of 2. This study also provides the framework for integration of high-performance

micro-supercapacitors onto a variety of devices.

icrobatteries with the capability to be

fabricated with length scales controlled

in the micrometer range improve per-
formance over their larger cousins by decreasing
diffusion lengths, increasing the fraction of elec-
troactive materials and making use of precise
fabrication protocols. The prospect of integrating
microbatteries as discrete power sources with the
micro-electromechanical systems (MEMS), the
devices they power, and the capacity for au-
tonomous recharging represents a conceptual leap
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forward over existing methods for powering de-
vices. This could potentially increase the density
of devices allowing improved functionality, re-
duced complexity, and enhanced redundancy by
removing intricate interconnects to bulk-sized
batteries. Currently, advanced rechargeable mi-
crobatteries that use thin-film technologies are
commercially available (7), but they suffer from
many of the limitations of their larger counter-
parts, namely limited cycle life, abrupt failure,
poor low-temperature kinetics, and safety con-
cerns associated with using lithium (2). Even
three-dimensional (3D) batteries (/), which are
expected to overcome power limitations by fur-
ther shortening electrolyte path lengths, cannot
avoid fast failure because of the inevitable self-
discharge caused by electron tunneling through
marginally conductive thin dielectric coatings
(solid electrolytes) and repeated recharging cy-
cles. Electrochemical capacitors (ECs), also called
ultracapacitors or supercapacitors, can solve
these lifetime and power issues and provide a

bridge between devices operating with short
charge-discharge times (<0.1 s) and longer dis-
charge times (>0.1 hours) under and over which
dielectric or electrolytic capacitors and batteries,
respectively, find their niche (3). However, com-
pared to lithium-ion batteries, very little work has
been done to integrate ECs on a chip or to produce
thin- and thick-film ECs in general.

The power density and cycle time of ECs
enable them to improve the efficiency of a bat-
tery when the two are used together (4). ECs
can harvest the excess kinetic energy, such as
in the braking of a motor vehicle or the vibra-
tions of a moving object. ECs store energy
through reversible ion adsorption at the sur-
face of high—specific surface area carbons at
the carbon-electrolyte interface, in a so-called
double-layer (3), whereas batteries store elec-
trical energy in chemical bonds in a bulk mate-
rial (5, 6). ECs do not require slow charge or
discharge to satisfy relatively sluggish electro-
chemical charge-transfer kinetics that maintain
the thermodynamic steady state in batteries.
Additionally, because only physical motion of
charge carriers dictates the charge stored (7),
they can handle currents that are larger by sev-
eral orders of magnitude (8). Moreover, because
EC electrostatics avoids battery and fuel-cell
chemical kinetics, EC efficiency and revers-
ibility exceed 90%, even at very high discharge
rates (4). In combination with a practically in-
finite cycle life, ECs seem ideal for capturing
and storing energy from renewable resources
and for on-chip operation.

There have been notable advances in the
micro-supercapacitor field, which were mostly
focused on increasing micro-supercapacitor en-
ergy density by using different active materials
(9) and designs, such as carbon nanotubes (CNTs)
(10, 11), activated carbons (/2), polymers (/3),
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