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要塞銮望查兰壁圭兰苎一——
变电设备的绝缘在线监测数据处理
及状态模式分类

摘要

／随着电力系统电压等级的提高、设备容量的增大，对系统安全性、稳定
性的要求也越来越高。研究电力设备在线监测技术是及早发现绝缘缺陷、确

定设备绝缘状态、提高系统运行可靠性的重要技术手段之一。要实现设备的

在线监测除了要完善监测系统外，还需对监测数据进行综合分析处理，挖掘

数据蕴含的信息，丰富诊断专家系统的知识库，以提高诊断的可靠性。为了

从这些监测的数据中获得设备的状态信息，论文采用了综合分析的方法对在

线数据进行处理，其主要内容如下：)夕7一
针对在线数据采集和传输过程中易受干扰的问题，论文分别对数据在时

域和频域进行分析、处理，并提出了一种快速滤波算法——中值滤波快速算
法。

为了及时、准确地发现设备潜伏性故障或绝缘缺陷，必须对在线监测数

据进行预测。论文采用时间序列的思想对在线数据进行实时递推预测。

为了对被监测设备的状态作一个整体的评估，应通过对在线数据进行分

析实现设备状态的分类。论文采用支撑向量机的思想设计了～个基于径向基

函数的分类器，该分类器通过支撑向量机学习网络实现了在线数据的融合，

达到对设备状态分类的目的。

一⋯。。． 。夕，一。
关键词：在线监测斑焦鲨婆堡婆塞鎏．堕间虔到，支撑向量弧、径向基函数j
～论变类型—癌离翔醪卜
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Data Processing of On—line Insulation Monitoring and

Condition Pattern Classification for Power Equipments

Abstract

With the increase of rated voltage and capacity of power equipments，higher

reliability of power system is expected．The on—line insulation monitoring is one

of important methods for the fault detection of the equipments and the reliability

of the power system．In order to realize the on—line monitoring，it is necessary to

improve the monitoring system and analyze the detected data synthetically．So

the information contained in the data should be mined，the diagnostic system of

knowledge base be enriched，so as to improve accuracy of diagnosis．To realize

real—time condition for substation equipments，several methods are developed for

analyzing and processing on-line monitoring data synthetically．The main content

of this paper is as following．

On-line monitoring data is easily to be interfered in the course of collection and

transmission．In order to solve this problem，data filter analyzing and processing

methods in time domain and frequency domain are introduced，and a new

filtering algorithm，fast median filtering algorithm，is presented

In order to find potential fault or insulation defect of power equipments timely

and accurately,on-line monitoring data should be forecasted．The method oftime

series is adopted in the paper,it is beIfIful to forecast on—line monitoring data

tendency．

In order to evaluate monitored power equipment integrally,condition

classification is realized based on the on—line monitoring data analysis．A

classifier based oll Radial Basis Function(P,BF)is designed by Support Vector

Machine(SVM)．Based on the classifier,on-line monitoring data fusion is

realized，and the aim ofpower equipment condition classification is achieved．

Key Words：On·line Monitoring Fast Median Filtering Algorithm Time Series

Support Vector Machine Radial Basis Function
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1绪论

本章叙述了变电设备绝缘在线监测技术及其数据处理、模式识别的发展

历程、基本概念以及目前存在的一些问题，最后介绍了本文的主要研究工作。

1．1引言

随着经济的发展，电力系统对供电的可靠性和经济性提出了愈来愈高的

要求．高压输变电设备的安全运行已成为影响电力系统安全、稳定、经济运

行的重要因素。由于高压电力设备的绝缘系统在运行过程中长期处于电、

机械、化学等应力作用下，不可避免地将逐渐劣化，在系统的薄弱环节

会导致绝缘缺陷的出现，如未能及时发现并采取适当的修复措施，缺陷

将不断发展，有可能引发设备绝缘击穿事故，造成多方面的损失。自六

十年代以来，国内的某些大型电力网络出现了一些大的停电事故，给国民经

济造成了巨大的损失II】。“八五”期间，我国主要电网中由于设备故障而直接

引发的电网事故约占事故总量的26．3％【2】，可见提高设备的运行可靠性是保证

电力系统安全运行的关键之一。及时了解电力设备的工作情况，对电力系统

的故障作出先兆判断是十分重要的。尤其是在电力设备的运行过程中通过必

要的监测和试验等手段有效地判断其运行状态，将会对减少事故发生、提高

设备运行可靠性具有重要的意义。

】．2变电设备检测技术的发展概况

我国开展电力设备绝缘在线监测技术的开发应用已有十几年了，此项工

作对提高电力设备的运行维护水平，及时发现事故隐患，减少停电事故的发

生起到了积极作用Ijj。

我国从50年代开始，一直根据电力设备预防性试验规程对电力设备进

行定期的停电试验、检修和维护。这些试验是过去长期的运行经验和试验研

究的积累，对发现设备缺陷、减少事故的发生发挥了很重要的作用，但随着

电压等级的提高、设备容量的增大也暴露出一些问题：

1)预防性试验周期规定过死，有时不能及时发现设备绝缘的劣化。

2)高压电力设备的试验电压低，难以真实反映运行电压下的设备绝缘
状况。

3)“到期必修”没有充分考虑到设备的实际状态，超量维修不少，以

致出现不必要的停电维修，造成大量人力、物力的浪费【4】。



4)难以适应无人值班变电站自动化的要求。

随着电子技术的进步和传感器技术、光纤技术、计算机技术、信息处理

技术等的发展以及其向各领域的渗透，使电力设备的在线监测成为了可能，

且与传统的预防性试验相比在线监测具有很大优势：

11在线监测是设备在运行电压下进行的，能更真实地反映设备的绝缘状

态。
、

2)在线监测并不需要停电，有助于提高供电的可靠性。

3)以设备的状态为依据，决定是否采用相应的维修策略，在很大程度上

减少了维修费用，提高了经济效益。

4)对变电设备进行在线监测，有助于加强对设备的管理和自动化监控。

我国对在线监测的重要性认识比较早，60年代时就提出过不少带电试验

的方法，但行之有效的不多。近年来，国内外对变电设备绝缘状况的在线监

测进行了大量的研究，取得了很大进展，也有不少形成了产品和系统。其发

展大体经历了以下三个阶段IjJ：

1)带电测试阶段。主要对电气设备的某些绝缘参数进行直接测量(如泄

漏电流等)。

2)从80年代以来，采用各种专用带电测量仪器，使在线监测从传统的

模拟测量转变到数字测量。

3)从90年代开始，出现以数字信号采集和微处理技术为核心的微机多

功能绝缘在线监测系统【5】。

目前，在国外在线监测的研究方向已经进一步发展到以可靠性为中心的

状态维修，不但要保证设备正常运行，而且还要考虑经济效益、投入产出比

等。但在线监测系统也还存在一些问题和不足之处：

1)在线数据在采集和传输过程中易受周围环境的干扰，可能导致数据的

波动和数据失真。

2)在线监测系统通常以设备一个或几个特征参数为目标，构成一个监测

诊断系统，因此对很难设备状态作出完整的评估。

3)目前在线数据的诊断还没有一个完整的标准。

1．3绝缘监测数据的处理及设备状态的模式分类

在线监测是以变电设备为监测对象，采用更高灵敏度的传感器以采集运

行中设备绝缘状态的信息——主要是数据，然后对其进行加工处理获取知
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识，并可参照过去积累的大量知识及经验(包括预防性试验规程等)加以识

别，形成较为完善的系统，因此，在线监测系统中数据的处理、模式识别显

得极为重要。

电力设备维修方式的发展使得用于模式分类的数据不再只是少量的单

次数据，而是包括离线试验数据和大量连续监测的在线数据，这些大量数据

背后隐藏着许多重要的信息，因此如何对数据进行更高层次的分析，以便更

好地利用这些数据是一个重要的目标。虽然目前电力系统中广泛应用的数据

库管理系统(MIS)可以高效地实现数据的录入、查询、统计等功能，但至

今仍无法直接发现数据中存在的各种关系和规则，无法很好的根据现有的数

据得知电力设备的绝缘状态并作出诊断决策【6J，因此，对进一步挖掘数据的

信息十分必要。

数据是指一个有关事实，的集合(如电力设备状态维修数据库中在线监

测数据)，它是用来描述事物某方面的信息，是我们进一步对设备分析、诊

断的原材料。经过数据挖掘出提取出诊断的模式，但其内容必须是新颖的、

有效的，至少对监测系统来说应该如此。模式是否真实有效可以通过两个途

径来衡量：其一是从得到的数据中，通过优化处理是否能反映设备真实状况，

来判断该模式的真实程度：其二是通过其内部所包含的知识，即通过对比发

现的模式与已有的模式的关系来判断。

综上所述，数据的处理、模式分类是一个多步骤的、循序渐进的处理过

程，它们之间相互联系、相互影响，其图形如图1．1所示【61。

图l-l数据处理及模式分类过程示意图

在线数据的信息挖掘是以被监测的设备为对象，以设备的绝缘特性为依



据选择合理的参数，通过高灵敏度的传感器获取模拟信号，以数据采集卡转

变为数字信号，以后的工作都是以采集的数字信号为基础进行。’

由于被监测设备周围环境较复杂，且数字信号在传输过程中还可能存在

数据波动和数据失真的现象，因此数据采集和传输都难以保证其真实性，需

对其进行合适的处理。目前最为常用的处理方法主要是滤波方法，虽然硬件

和软件都可以实现，但基于经济效益的考虑，目前更多选择软件滤波，其中

较为常用的有快速傅立叶变换、53H算法【_”、滑动平均算法f5】及中值滤波快

速算法【81。

而进行在线监测主要的目的就是及时、准确地发现设备存在的隐患；应

根据数据所反映信息为设备作～个“健康”报告。已获取的数据反映了设备

当前信息，如果要对设备未来的趋势作出评估，还必须获取被监测对象的大

量未知信息。通常获取未知信息的方法主要是数据预测，常用的预测方法如

最小二乘法、时间序列模型(^RM科91、灰色理论模型‘1 01、支撑向量机[10,11】
等，本文将采用一种基于时间序列的最小二乘递推算法f9)进行数据预测。

在完成了数据预测步骤后，需要对数据进行整理、分析，以挖掘数据所

蕴涵的信息。数据预测只是数据优化处理实现途径之一，其最终目标应是根

据数据对设备状态进行模式分类。本文将设计一个基于径向基函数的支撑向

量分类器113,14]，该分类器能够有效地对数据进行模式识别。

由于各个步骤问存在着循序渐进关系，最后需要做的工作就是对数据进

行综合分析即知识的积累和应用。在完成了对大量数据优化处理后，可以通

过一个知识库的形式把知识积累下来，通过使用知识库来实现对被监测的设

备的评估和解释。

1．4论文的研究工作

本文提出了以优化处理的方式对变电设备在线监测数据进行综合分析。

优化处理的对象是在线数据，因此论文首先介绍了在线数据采集和数据的预

处理，通过分析在线数据的特点同时结合变电站自动化监测的要求，提出了

一种较为实用的处理算法一中值滤波快速算法；然后利用时序分析法，将预

处理后的数据通过时序建模提取征兆，以变压器套管泄漏电流为例，采用最

小二乘递推算法建立了相应的预测模型，并实现了对在线数据的预测；最后

利用了支撑向量机可进行学习和模式识别的思想，以110kV变电站的金属氧

化物避霄器全电流和阻性电流为例设计了一个基于径向基函数的支撑向量

4



一——————————————．———————!—!!!!—————————————————————————————————一———_—————_————，———_————__——-__-——_--——’__———●_-●_’●●-_——————————————一

分类器，达到了对被监测设备状态分类的目的。论文的主要结构如图1-2所

示。

在线数据的采集和预处理

'

基于时间序列的数据预测

’

基于径向基函数的支撑向量分类
器设计

0

图1—2论文结构图



2在线数据的采集和预处理

在线监测系统所获取的大量数据是有序的数据序列，它们反映了运行电

压下设备的绝缘状况。要使获取的数据真实、有效，需从数据采集和预处理

两方面解决，以提高其抗干扰的性能。因此本章主要针对这两方面进行研究，

为下一步数据预测奠定基础。

2．1数据的采集

由于大多数系统的输出信号是连续信号，要进行数据处理必须对连续信

号进行离散化采样。而如何确定合适的采样时间间隔△与样本长度L，以确

保获取的信息真实、准确，是数据采集阶段必须解决的问题。

2．1．1采样时间间隔的确定

若假设被监测对象的信号为连续信号x(f)，采样时间间隔△确定，连续
信号x(f)经离散采样后变成了k}，且两者的频谱发生了变化，在频域内可
能出现高频分量和低频的分量即频率混迭，这种现象简称混频。

由傅立叶变换可知：对于～个连续信号,4t)可分解成不同频率的谐波信
号的迭加【l51。对于连续信号x(r)我们感兴趣的只是某一频带范围，设为

一刃一～叮一，其中巧。为该频带中最高的频率。以某一连续信号z(f)为例，
按不同的采样间隔△采样后，对应的时域和频域图形如图2．1所示19】。

其中图2-1(a)是信号球)的时域图形，x(谚)为信号频谱图。图2-l(b)是

采样频率吼>2口一时，时域和频域图形。图2-1(c)为采样频率吼<2‰。时
时域、频域图形。因此由图2—1可知，信号不发生混频的条件为

留。≥2叮一 (2-1)

由于采样频率疋=形=∥，／2a，因此采样频率．疋与该段频带中最高频

率丘。，对应的关系为

或

(2．2)

(2．3)

公式(2．2)和(2-3)为著名的Shannon采样定理，为了正确地获取连续信

号中各种频率成分的信息，在最高频率谐波的一个周期内至少应采样两次。

实践中可首先对连续信号进行带宽为0～丘的低通滤波，然后取
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△=％5 r 进行采样，可在很大程度上防止了混频的发生。，“’。J max

血舡如
雄厦乳

(c)

图2．1采样信号的频率混迭

(a)％=2nr,。。 (b)织>2Wm。 (c)吼<2功赢

除了混频之外还需指出的是，在确定△时还应同时考虑两方面的问题：

第一，当△取得过大时，k}中将丧失监测信号的真实信息：第二，当△取

得过小时，可能将高频干扰也当作了有用信号，干扰了正常的数据处理。

2．1．2样本长度的确定

样本长度L的确定主要与信号在频域中的能量泄漏效应以及不同频率谐

波的分辨率有关。从理论上来说，要了解信号的统计特性，需要样本长度无

限大，但对于工程应用来说显然是不切实际的。通常采用是加窗处理的方法

截取有限长样本。

若假设输出的连续信号为x(f)，用矩形窗6(，)对其进行加窗处理，得到

有限长的信号x。(r)，如图2．2所示。



图2．2对连续信号进行加窗处理

若假设信号x(f)中相邻两频域成分的谐波频率分别为．_，；和．厶，在频域中

的频谱如图2．3(a)所示，其频域的间隔为正一．五。由于加窗截取的作用，

t(厂)中该谐波成分的频谱如图2．3(b)所示。由于加窗作用，使样本频谱仅

分布在某一频域范围，即相当于谱线被拉宽或扩散，这种现象成为能量泄漏，

因此该信号对应的频谱将出现主瓣和旁瓣。对于能量泄漏，可根据信号的特

征选择不同形状的窗函数以减弱其影响；而对于频率分辨率的问题，则可用

窗函数的长度L加以解决。当窗的宽度L>1／(石一．厶)时，x。(．厂)呈双峰状，

两谐波可很明确地被区分，如图2．3(b)所示；当L<l／(斤一．疋)时，Ⅳ，(厂)汇
合成单峰，两谐波不能被分辨，如图2．3(c)所示；当L----1／(／,一^)的临界情

况时，两谐波刚好能被分辨出，如图2．3(d)所示。且
《

出 X^{1

图2．3采样信号的频率分辨率
(a)信号两谐波的频谱 (b)L>1／(g，：一厶)
(c)L<1／“-／2) (d)临界状况信号的频谱



由图2—3可知，要保证信号中所需要的谐波频率分量能有效地被分辨，

样本长度L的选择应满足以下不等式
1

L>L (2—4)
^一_

由于L=N△，因此，上式也可表达为

N>———!～ (2—5)
A(L一■)

2．2中值滤波快速算法隅】

由于在线监测的各个特征量更能反映设备在运行电压下的绝缘状况，从

理论上来说在线测得的数据应该比离线测量的数据更加真实。对于在线测的

数据，通常可把它看作一个时间上连续的离散数据序列即时间序列：k}中

j=o，l，2⋯⋯，若设备正常运行时，k}为一个平稳的时间序列；然而在线

数据往往是在强噪声等多种干扰的现场环境下测得的，而且在数据传输过程

还可能引起数据失真，因此，对在线测得的数据分析诊断之前必须进行预处

理。该预处理的171的是在于剔除“野点”，以削弱环境等干扰因素的影响。

预处理的原则是：既能剔除“野点“，又能保持数据的真实性。由于在线监

测数据量大，且要求对设备进行实时诊断，因而还宜对预处理的算法进行优

化。本文介绍了一种基于中值滤波的快速算法，该方法己应用于电力设备在

线监测，且取得了较好的效果。

2．2．1中值滤波的原理

在数字信号处理中，经常遇到这样的问题：原始数据、初始信号中包含

噪声等干扰源的干扰，在分析、处理之前需要对其进行预处理以确保数据和

信号稳定、可靠，因此预处理是数据和信号处理的基础，在各种预处理方法

中滤波是一种常用的预处理方法，而中值滤波通常用于有高频干扰的随机信

号处理，特别是对于有随机脉冲或噪声叠加的信号尤为有效【161。其基本思想

是：在一个滑动窗内对数据序列进行排序处理，取其中间序号所对应的值作

为输出值，而由各输出值组成了另一个数据序列即滤波后的数据序列。因此

中值滤波属于一种非线性的滤波方法。其具体的实现过程如下：

1)由原始数据组成一个数据序列．佩，)；
2)建立一个长度为N的滑动窗口，该窗口能沿数据序号增加的方向移
动，即滑动窗g(f)；



!垄塑夔塑塑墨叁塑翌竺堡——————————————一
3)利用G0。)对滑动窗内的数据进行排序：
4)取出排序后的中间值放入或加入到另一数据序列^G。)中；

其数学表达式为

厂G，)=[x。，z。，x：，屯⋯吖．⋯’．]i∈[o，+。。] (2-6)

gO)=

0．．．0．．．0···0

0⋯1⋯0⋯0

0⋯O⋯1．．·0

O⋯0⋯0⋯0

(2．7)

滑动窗的窗函数g(f)为n×n矩阵，其中n为数据序列的长度，i应为

[0，n一1]。矩阵g(f)从第i行、i列开始，对角线的元素连续N个值为l，其

它的值为0，N为窗函数中从数据序列取出数据的个数。
由公式(2．6)和(2．7)式得到窗函数中数据个数为N的数据序列Fb。)。

其数学表达式为

FG。)=厂(‘)g(1) (2-8)

令G(xf)为排序函数，由公式(2．8)可从数据序列取出N个数据，在滑
动窗内通过Gb，)完成排序，取出排序后的中间值，由其组成的滤波后的数
据序列|jzk)。该数据序列的数学表达式为

r 、

^G，)=G(FG，))万I x。一。l (2·9)
L”T／

利用公式(2．-9)中G(F(x。”可对窗口内N数据按升序或按降序排序。对
排序后的序列取中间值后可得到滤波后的序列{h(x，)}。
由中值滤波算法及公式推理可知，算法性能的好坏在很大程度上取决于

滑动窗宽度N的选取。N的取值越大。滤波的效果将越显著；但考虑到中值

滤波算法是以滑动窗中间值作为输出值，因此将产生了int荽的时延，不利
：z

于发挥在线监测的优势，特别是对突发性故障监测的优势。基于上述因素在

滑动窗选取时，既要保证能滤除干扰，又要使N值尽可能的小。在滑动窗宽

度选定后，应确定一个快速的算法对在线数据进行处理。为了综合考虑算法

10



堕室奎望查兰堡主笙兰———————————————一
性能，引入了时间复杂度o(n)的概念以表征算法的运算量；而中值滤波算法

的计算量主要集中在排序算法上，因此本文基于对各种排序算法的比较提出

了快速中值滤波算法，且从理论及实例两方面说明其对于在线监测数据预处

理的必要性及优越性。例如对N数据进行一次普通的冒泡排序的运算量为

o(N2)，而对快速排序算法理论上的最小运算量为0(Nl092 N)¨”，况且每次

实时诊断时还需要进行相同数量级的移动运算。基于以上原因传统的算法不

适宜于用作电力设备在线监测，为了实现电力设备在线监测，必须优化排序

算法，因此论文中提出了快速滤波算法，其基本思想是：先把无序数据序列

转变成有序数据序列，然后对其进行的二分法排序；因而避免了对无序数据

序列的反复排序，实现了快速排序和中值滤波的功能。

2．2．2中值滤波快速算法

该算法主要可分为两部分：

1前N个数据可由传统排序或快速排序得到一个有序的数据序列。

假设k}为无序数据序列，{Y，}是有序数据序列，{^(x。)}是滤波后的序

列。首先对k}中前N个数据{x(o)，xO)，x(2)，¨⋯J(Ⅳ一1)}按升序或降序排
序，既可采用快速排序也可采用普通的排序方法得到对应的有序数据序列

{J，(o)，J，(1)，y(2)，¨⋯y(N一1)}，再通过冲击函数取出其中值y“Ⅳ一1)／2)作为
滤波后序列的第一个值h(01。

2在有序数据序列的基础上，用二分法快速的查询和内插，实现中值滤

波。

对于无序数据序列k}来说，首先由算法的第一部分获得了一个有序数

据序列，以后的数据可先通过滑动窗从无序数据序列取出数据，然后与该有

序数据序列的数据比较后进行排序、插值，这样无序数据序列就转变成了有
序数据序列。若有序数据序列按降序排序，则数据zfⅣ)先与中间值

y((Ⅳ一1)／2)比较；若数据x(N)J<-T-中间值y((Ⅳ一1)／2)，则比较的范围可缩
小到前((Ⅳ一】)／2)个数据，在前((Ⅳ一】)／2)个数据中取中间值与数据“Ⅳ)比较
大小；如小于其中值则与后((Ⅳ一1)／2)个数据比较，取后((Ⅳ一1)／2)个数据中
取中间值与数据x(N)比较大小；依此类推直到比较完成后记录下插入点的位
置。若有序数据是按升序排列，则其比较过程也相同，但比较时范围选择的

方向应相反。比较完成以后取出x(o)，在插入点的位置插入数据x∽)，从窗
口函数输出中间值y(Ⅳ／2+1)作为滤波后的序列{^G．)}的第二个值砷)，以后



2在线教据的采集和顶处理

由滑动窗口获取的数据均可按以上方法处理。

为了进～步分析本文中所用的快速中值滤波算法是否具有一般性，假设

已知滑动窗口内数据{工(fXx(i+1X⋯．．，x(i"4-N一1)}及其对应的有序数据序列
涉(f)，y(f+1)，⋯．．，J，(f+N_1))，求数据序列扛(f+1)，x(f+2l⋯J(f+Ⅳ))所对应
的有序数据序列及其中值，具体步骤如下。

第一步，找出数据x(f)在有序数据序列{y(fXy(f+1X⋯．．，Y(i+N一1)}中的
位置。对有序数据序列用二分法查找，找出序号并记录下来。

第二步，求出数据x(f+Ⅳ)在有序数据序列中内插的位置。用二分法查

找，即按上面的数据x(N)的方法查找，得出数据工(f+Ⅳ)在窗口中的位置，
且把窗口位置赋值个～个变量。

第三步，从有序数据序列中移出x(1)，移进x(f+Ⅳ)。插入x(f+Ⅳ1后构
成了另一有序数据序列，输出数据序列的中值y(f+(Ⅳ一1)／2)，并把它赋给
h(i)；对应窗口中数据序列的序号均加1，构成另一新的有序数据序列
抄(f+1)，y(i+2k⋯，y(i+Ⅳ)}。令N=2M+l，M属于整数，k，t分别代表窗
口内数据序列的开始数据的位置、末尾数据的位置，而m为滑动窗中值的位

置。二分法查找和内插的流程图如图2．4所示。

图2·4二分法查找及内插流程图

12
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在线测量所获得的无序数据序列经滑动窗处理后可以转化为有序数据

序列，然后通过中值滤波快速法实现快速排序。对于滑动窗内一个由N个数

据组成的有序数据序列，用二分法查找序列中某一数据对应的序号，最多只

需要进行。(1+[109?])次运算就能找到；对滑动的数据序列而言，平均查

找的次数更少。可见本文提到的中值滤波快速算法的优势在于：运算量显著

减小。求取数据序列的中值时，在数据序列中运用二分法比较查找时最大的

运算量为Df 2(1+l log?⋯”⋯，此外，还应加上N次数据移位。而论文中提
、 、 L J，，

出的中值滤波快速排序算法无论是数据比较查询的次数还是数据移动的次

数都比其它排序算法少得多。为了更进一步说明算法的优势，本文列举窗的

宽度N=7、15、31、63、127、255时各种算法排序的运算量如表2—1所示。

表2．】不同排序算法运算量的比较

＼窗宽度
算法、＼ 7 15 3l 63 127 255

冒泡法排序
21 105 465 1953 9954 32385

(次)

快速排序
10 59 154 377 888 2039

(次)

中值滤波快
3 4 5 6 7 8

速算法(次)

由表2—1可以看出：当窗口宽度N逐渐增大时，冒泡排序算法的运算量

呈Ⅳ2／2增长；快速排序算法的运算量呈Nlog；增长；本文的中值滤波快速
算法运算量呈log!增长。由此可以看出随着N的不断增长本文中提出的快速
算法优势更加明显。为了对不同的算法进行比较，用冒泡法和中值滤波快速

算法分别在计算机(CPU主频为Pentium4 1．6G，内存DDR265MB)编程，窗口

宽度对应表2．1，求出其机器时间如表2．2所示。

＼＼寅宽 7 15 31 53 127 255度算法＼
冒泡法排序
(ms)

0．21790 1．0250 4．4457 18．578 75．610 308．91

中值滤波快

速算法(Ⅳs)
36．125 47．031 55．657 65．578 75．578 85．688



由表2．2可知，冒泡法的机器时间基本上在毫秒级水平，而中值滤波快

速算法的机器时间基本上在微秒水平，两者机器时阃相差很大；且冒中值滤

波快速算法机器运算时间随窗口的增加远不如冒泡法迅速，因此就机器运算

时间而言，可以证明中值滤波快速算法比常用的排序算法快速度快得多。

2．2．3中值滤波快速算法的应用 ．

变电设备在线数据在测量、传输过程中不可避免的受到了电晕、数据传

输失真等因素的影响，这些影响因素的作用相当于在原始数据序列中叠加了

一些尖峰数据，这时可运用中值滤波快速算法对数据预处理效果明显。为了

验证算法的有效性、实用性，应选用一些典型的数据进行分析，通过对大量

典型数据的分析，如确实获得正确的结果，进而可将此中值滤波的快速算法

推广。例如对电容型设备(高压套管、cT等)的介质损耗因数辔艿值往往仅

千分之几，因此在线监测时，即使环境微小的变化或传输过程存在微弱的干

扰也可能引起介损测量值的跳跃，反映在介损数据序列中则表现为某些尖峰

数据，数据的这种跳跃严重影响了对设备的状态的诊断分析。本文选用了广

东省某l 10kV变电站c相cT的介损在线数据，并以此为例进行了分析、处

理。通过选取不同宽度窗函数对这些介损的原始数据进行中值滤波快速处

理，处理前和处理后的图形如图2．5所示。

0 2

015

01

0∞

0 10110 2Q00蛳4000

图2-5介损的原始数据及中值滤波后的图
(8)原始数据的图 (b)滤波后的图(N=7)

(C)滤波后的图(N=15) (d)滤波后的图(N=31)
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2．3预处理算法的选择

由于在线监测的目的在于准确、及时反映设备的运行状态，因此，对于

滤波算法而言，不仅要考虑滤波后数据的真实性，而且也应考虑其实时性：

同时对不同的对象所选用的方法应有所差别。

2．3．1奇异点及处理方法

在采集信号和传输数据的过程中，由于噪声干扰、数据丢失、传感器瞬

时失灵等原因，造成个别数据过高或者过低，这些点是应当剔除的，称为野

点。通过对在线数据的分析、归纳，可将其野点(奇异点)可归纳为如下几种

类型：(1)孤立野点：一般在时间序列中是一个很大的尖峰，而野点邻近的

数据都远小于(或大于)野点值，如图2．6(a)；(2)孤立的连续野点：该类

型野点一般在时间序列中也是一个很大的尖峰，且连续出现的几个野点的左

邻和右邻的数据都远小于(或大于)野点值，如图2。6(b)：(3)阵发噪音型

野点：这种野点类似噪音，在时间序列里也像是有些规律，然而在每组野点

内部却起伏很大，远离真实值的程度也大小不一，如果这样的野点很多，时

间序列将会变得难以应用，如图2．6(c)"J所示。

图2-6在线监测数据中野点的几种类型

(a)孤立野点；(b)孤立的连续野点；(c)阵发嗓音型野点

对于l、2两类野点，常用差分的方法滤掉：构造一个新的时间序列

S。=口。一口。小因为在野点的左邻和右邻各有一个很大的跳跃点并且方向

是相反的，用这样的方法很容易滤掉这两类野点。而第3类野点不太容易滤



除，但由于这类情况往往强噪声源干扰而产生的，遇到此类情况时也可以在

数据采集时采取一些适当的措施。

2．3．2时域内几种常见的预处理算法

1．53H算法【5·61：其基本思想是产生一个曲线的平滑估计，然后通过将测

量值与这一估计值进行比较来识别野点。其步骤如下：

1)设x(i)为测量的在线数据序列。为从x(i)构造一个新序列Xl(i)，方法

是取x(1)，⋯，x(5)的中间值作为Xl(3)，然后舍去x(1)、加入x(6)，取中间

值得到x1(4)；依此类推，直到加入最后一个数据。显然，xI(i)的项数比x(i)

的项数少四项。

2)用类似的方法在Xl(i)的相邻三个数中选取中间值而构成序列x2(i)。

3、最后由序列x2(i)按如下方式构成x3(i)

x3(i)=O．25x2(i-1)+O．5x2(i)+O．25x2(i+I) (2-10)

这是一个地m吨平滑滤波器。
4)如果有下式成立，则用x3(i)代替x(i)，

Ix(i)．x3(i)』>k (2．11)

其中k为一预定值。

2．滑动平均算法115】：将一个宽度为N个点的窗口逐点向前移动(滑动窗)，

每次取窗口内所取点的算术平均值作为中间点的输出值。若N=2k+1且输

入、输出分别为x(n)和y(n)，则有下式

y(n)=嘉耋砌+f) (2_12)

3．中值滤波快速算法：其具体思想已如2．2节所述。

2．3．3时域算法的实例分析

以广东省某1 lOkV变电站CT介损的在线数据为对象，分别采用53H算

法、滑动平均算法和中值滤波快速算法进行预处理，并对其处理后的数据比

较分析和仿真处理，处理前、处理后图形如图2．7所示。图2．7(a)为介损原

始数据图，由图可知其仿真图明显存在几个尖峰干扰：图2．7(b)为经中值滤

波快速算法处理后的图，相对于图2．7(a)而言，尖峰被抑制了，数据的趋势

基本得到了保留，因此该中值滤波方法效果较好；图2．7(c)和2．7(d)分别为

经滑动平均算法和53H算法处理后的图，与图2．7(a)比较，他们在某种程度

上对抑制尖峰干扰有一定作用，但效果不如图2．7(b)明显。

16
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图2．7几种预处理算法的仿真结果

(a)介损原始数据图 (b)中值滤波快速处理图

(c)滑动平均算法处理图 (d)53H算法处理图

以上几种算法的原理都是通过滑动窗的方式来实现滤波，其代价是以牺

牲数据的实时性，因而滑动窗宽度的选择十分重要。53H算法窗口宽度被限

定，对于削弱阶跃性干扰效果较好，而对其它的干扰则不适应，因此，其灵

活性较差。中值滤波快速算法和滑动平均算法窗口的选择较灵活，但对窗口

选择依赖较大，若窗的宽度选择不合适，可能会导致两方面的问题：一方面

窗口较小可能达不到滤波的目的，另一方面窗口过大可能因为时延较长很难

实现真实意义上的实时监测。

相对于正常数据而言，奇异点的幅值一般较大，可能是正常数据的几倍

或者更大，考虑到在线监测的实时性，滑动窗的宽度不宜取得太大；对于滑

动平均算法而言，任何一个阶跃的奇异点，都可能使其输出值有较大的跳跃，

因此有可能对以后数据的分析、处理造成很大干扰：而中值滤波快速算法只

要滑动窗选择合适，则有可能完全避免。而当设备存在故障或故障隐患时，

反映出来的征兆是输出信号变化，其表现形式通常是循序渐进的过程：而对

4
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，

5

5

5
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反映出来的征兆是输出信号变化，其表现形式通常是循序渐进的过程；而对

于突发性故障而言，以上几种预处理算法都可反应其变化的征兆，其表现形

式可能有所差别。滑动平均算法对奇异点和故障数据区分很困难，因此可能

造成奇异点时，诊断误报，而故障数据时却不报：对于53H算法和中值滤波

快速算法而言，若干扰为阶跃性的奇异点，则上述两种算法均可区分干扰数

据和故障数据；但对于53H算法窗的宽度被限定，其适应的范围受到限制，

而对于中值滤波快速算法而言，只要滑动窗选择较为灵活，在实际应用中选

择范围较大，适合工程应用。综上所述中值滤波快速较适合于在线数据的预

处理。

2．3．4频域处理方法

上述的分析处理均在时域进行的，通常变电站内存在很强的电晕干扰或

其它放电源的干扰，这些因索都可能导致监测信号中包含高频干扰分量；而

低频干扰分量则可能来源于传感器铁心致使监测信号的畸变，因此仅从时域

的范围内处理可能很难达到实际要求。以广东某变电站CT介损为例，分别

作出其时域和频域的图形，如图2-8所示。

图2-8 CT介损时域和频域图

(a)原始数据时域图Co)滤除直流分量后时域图(c)频域图

对图2-g(c)频谱分析可知介损在频域内低频分量和高频分量都较大，低

频分量主要体现为设备绝缘特性，通常情况下它变化非常缓慢，变化周期也

较长：而高频分量则反映了信号测量时的噪声污染。因此，如果将监测数据

构成数据序列进行傅立叶变换，并将变换后的高频和低频分量置一个较低数
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值或置零，然后对其进行反傅立叶变换从而实现滤除干扰的目的，即可通过

设计一个带通滤波器来实现。采用傅立叶变换(FFT)口-J以保证在频域内信息

完整性、准确性。如果监测数据序列的频率特性随时间的变化而变化，是一

种时变序列，而傅立叶变换难以实现实时显示任意时刻数据的频谱信息，此

时傅立叶变换很难达到要求。

2．3．5小波奇异性处理

由于小波变换在时域和频域同时具有局部性，能够计算某一特定时刻的

频率分布，因此能将各种交织在一起的不同频率组成的混合信号分解成不同

频率的信号块【18】，一般情况下噪声信号的频率较高(局部放电信号除Ch)，应

存在于低尺度小波变换中，因而通过将在线监测数据用小波进行多尺度分

析，将低尺度小波系数置零或选择合适的闽值量化，然后对其进行重构，可

实现信号去噪目的。其实质是一种由小波构造带通滤波器的思想，可解决傅

立叶变换只能处理全局信息的问题，同时能在较低信噪比的情况下灵活、有

效地减弱噪声干扰。

以上的小波处理方法是一种全局的处理思想，无法有效地发现数据中的

奇异点或不规则突变成分，且有可能丢失部分有用的信息。如能剔除数据中

的奇异点，则可提高其处理效率并尽可能地保留数据的原始性。时域分析的

方法可以在平稳的前提下有效地检测出因幅值发生突变而引起信号的非连

续的奇异点，对于信号较平滑，幅值没有突变，但其一阶微分有突变的奇异

点却缺乏行之有效的处理手段。小波的奇异变换为解决该问题提供了新的思

想，信号小波变换系数模极大值的位置和幅度同信号的局部奇异性密切相

关，可利用这些极大值以检测出信号的局部奇异性。

在小波变换中，局部奇异性可定义为：定义lIl州设fix)L2限)(平方可积

空间)，若fix)对V∈如，，小波y(x)是满足连续可微的紧支集小波，并具有
n阶消失矩，n<a<n+l，A为常数，有

I～(s，x)l≤彳，1w，(S,I)『≤4， (2-13)

则称口为‰点的奇异指(即李普西兹指数)。如果函数在％处的李普西兹

指数口为正值，那么随着尺度的增加，小波变换模极大值的幅值也会变大；

若李普西兹指数12"为负值，则情况相反。特别需要指出的是李普西兹指数口

刻画了函数在该点的正规性，其值越大，函数越光滑。函数在一点连续、可

微，则该点的李普西兹指数口≥1；在一点可导，而导数在有界但不连续时，

9



李普西兹指数口仍为l；如果函数在‰的李普西兹指数t2"<l，则称函数在‰

是奇异的；一个在‰点不连续但有界的函数，则该点李普西兹指数0≤口≤1：

x．点的冲击函数在该点李普西兹指数口为-1。

通过寻找尺度空间中的模极大值点，计算其李普西兹指数口，判断是否

小于1，可发现信号中的奇异点，因此通过小波分解和重构可实现去噪和平

滑。但小波分解和重构的计算复杂且计算量较大，而时域分析去噪方法较多，

且实现灵活、简单，但信号含有高频或低频分量很难处理。因此可把时域算

法与小波算法结合起来应用，实现优势互补。利用小波变换检测奇异点的位

置与性质，然后再根据奇异点的性质用时域分析的方法进一步平滑去噪，实

现起来较为灵活，且可提高处理的效率与准确性。

2．4小结

本章主要从在线数据的采集和预处理两方面进行了深入的探讨和研究。

1数据采集时要注意时间间隔△与样本长度L的选择，应确保采样频率
1

正≥2／k，样本数量N’_万二—x。
△L，2一JlJ

2在对数据进行预处理时，分别从时域、频域等方面进行了讨论。在时

域范围内处理时，首先提出了一种快速算法一中值滤波快速算法，该算法能

有效地滤除奇异点，对平缓数据序列效果较好，其次从算法有效性和实用性

两个角度对几种常见的算法进行了比较。而信号含有高频或低频分量时，时

域算法难以实现；在频域内处理时，数据时变性和实时性又难以得到保障；

而小波变换具有奇异性，因此可以考虑使用小波变换进行预处理。
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3基于时间序列的数据预测

第2章所研究的是数据的采集和预处理技术，但为了对设备的运行状态

进一步的了解，需要对设备运行状态进行预测及其性能评估。而设备的状态

信息通常是通过在线数据反映的，因此通过对在线数据的预测从而实现设备

状态预测和性能评估。

目前，时间序列分析是一种常用的数据预测和分析的方法，本文以时间

序列分析为工具，变电设备在线数据为实例，从预测的数学基础、建模、实

例分析等方面进行研究。

3．1时间序列预测的数学基础【91

时间序列是按时间顺序排列的一组数据，即一组有序的随机数据。时间

序列分析主要是利用参数模型(ARMA模型、AR模型、MA模型等)对所获

取的有序的数据进行分析和处理的一种数据处理方法。

监测信号(包括连续信号与离散信号数据序列)是被监测对象的信息载

体。时间序列是被监测对象按时间或空间先后顺序排列的数据，其蕴含的信

息主要通过两方面体现：一是依靠数据的顺序，二是依靠数据的大小。

3．1．1时间序列的统计特性

时间序列是一类随机过程，因此也具有统计特性，且这种特性能刻划随

机过程的本质，从偶然性揭示必然性；其最根本的统计特性是分布函数，但

求解时相当繁琐，在工程实际应用中通常用矩函数来反映其统计特性，如一

阶矩函数(均值函数)、二阶矩函数(方差、自相关函数和协相关函数等)，所有

的这些函数都是确定性函数，便于应用。

设{Xt}为离散随机过程，其中t=0，±1，±2，．．，则一阶矩函数(均值函数)
定义为f9】

以，，皇EItl (3．1)

E表示集合平均算子，即数据期望。

二阶矩函数中，自协相关函数定义为

Q”皇El(‘一段，)(t一女一以Pk)I (3·2)

自相关函数定义为

虬，。皇Ef#『如^，皇E[‘玉一。】 (3—3)
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方差函数定义为

吒兰E[(批，。)] (3．4)

均方值函数定义为

妖，，叁Ek]
’

(3—5)

在二阶矩函数中自协相关函数最为重要，其他的三个二阶矩函数是自协

相关函数的特例，对于某些随机过程要亥口划其本质，需要求其三阶、四阶等

高阶矩函数，求解过程相当繁琐，因此，在～般情况下采用特殊的随机过程

以解决工程实际应用。

1平稳随机过程。当所有描述随机过程的矩函数与统计起点无关时，则

称之为严平稳随机过程；当只有一阶、二阶矩函数与统计起点无关时，则称

宽平稳随机过程。

2正态随机过程。若随机过程的各阶矩函数取决于一阶、二阶矩函数，

则之为正态随机过程(Gauss随机过程)。此随机过程一定是严平稳随机过程。

3遍历性(各态历经)随机过程。若从随机过程中任取两个样本t，，X。

i≠，，i，j=l，2，⋯，又有‘'f=x，0-k}，k为某一延迟步数，则称此随机过程

为遍历性随机过程。遍历性随机过程一定是平稳随机过程，其对应样本的各

阶矩函数时间平均可代替整个随机过程各阶矩函数的集合平均。

4白噪声。一类特殊的平稳随机过程，且彼此独立不相关。其对应的均

值为零，方差为某一常数。

3．1．2 ARIⅥ_A模型、AR模型、MA模型

1．ARMA(AutoregressiveMovingAverage)模型。对于一个平稳、零均值的
时间序列{Xt}，t=l，2，3⋯，N，一定能拟合成一个差分方程，具体形式如下

z，一9lxt．t一吼t也一⋯一％xf一。=口，一鼠q一1—6l口f一2一⋯一以at一。 (3-6)

其中‘是时间序列{‘}在t时刻的元素，仍(i=l，2，⋯，n)称为自回归参

数，伊，(j=l，2，⋯，m)称为滑动平均参数，口，为模型残差，其时序应为白噪声。

公式(3—6)中左边rl阶差分多项式称为n阶自回归部分，右边m阶差分多项式

称为m阶滑动平均部分，因此该模型可记为ARMfi(n，m)模型。

为了研究方便，引入了后移算子B，定义如下：设时间序列fⅥ}，则有

Bw,=M∥以此类推公式(3．6)可改写为19]

(1一仍占一仍B2⋯。一死B”)‘=(1一仍B一仍B2⋯·一％占。)口， (3-7)



若设 妒(B)=1一仍占-c&B2⋯·一％B”

o(81=1一张口一仍B2一·-·一cp．B⋯
t伊(B)=e(B)q (3-8)

2．AR(Autoregressive)模型。该模型可以认为是ARbtA模型中O(B)=1

的情况，若存在n阶差分多项式，则称之为AR(n)模型，其表现形式可写为

t=∑仍五一。+aj (3—9)

3．MA(Moving Average)模型。该模型可以认为是ARMA模型中妒(B)=1

的情况，若存在m阶差分多项式，则称之为MA(m)模型，其表现形式可写为

t=∑pa。+q (3一lo)

3．1．3舢龇t模型的物理解释
建立AR姒模型所用的观测数据序列(x，}，可视为某一系统的输出，而记，

p和Z是基于序列{Xt)按某一方法估计出来的模型参数，因此系统特性和系

统工作状态的所有信息都蕴含在{而，x：，⋯，h}这N个数据中，且主要与数据
的大小及其先后顺序有关，因此其信息也就蕴含在仍，仍，⋯纯，岛，02，⋯以和

盯!这n+m+1个参数之中。这正是hPaIA模型的一个最大的特点——信息的凝

聚性，即大量数据所蕴含的信息凝聚成为少数几个模型参数，这中信息的凝

聚称之为数据的压缩。

若对公式(3．8)进行变换可得

‘=工(B)q其中L(B)=怒 协11)

若从系统的角度来看，则12，对应系统的输入信号，而x，对应系统的输出

信号，那么hRblA(n，m)模型描述了传递函数为工(召)的系统。可对伊(B)和

Xt=上(曰)口，o(e)进行分解【9】

妒(占)=(1-^B)(1-4B)

o(B)=(1一碣占)(1一砚B)

公式(3-12)中，丑和玑分别对应hR部分和MA部分的特征根；而从系统
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的观点来看，1／^对应系统传递函数的极点，1／珥MA的特征根对应系统的零

点。系统传递函数的极点表征系统固有的、与外界无关的特性，而其零点则
表征系统与外界的相互联系。由于ARMA模型是基于数据序列{t)建立起来

的，不论系统的输入是否可观测，都没有利用系统的任何信息，而是将白噪
声{口，)的数据序列视为输入。设输入为某一平稳时间序列{‘)，则无法直接

对其按时间序列的方法进行建模，可将{S，}视为某一线性环节在白噪声{口，}

驱动下的输出，则有

铲粥q 协㈣‘2痢q u_驯

因此可先将平稳时间序列h}转换成自噪声输入再进行建模，如下所示

薯=器船n轳莉南8 (3—14)

若妒(聊、口l(B)无公共的因子式，(3-14)式中分母包含妒(丑)，这表明

ARMA模型表示的等价系统的固定信息一定包含在实际的系统的固定信息中，

因此该模型不存在丢失信息的现象，从拓宽了模型应用的范围。

3．2 AR预测模型的建立

预测模型的建立就是对所测得的时间序列{薯)(t=1，2，⋯，N)拟合出合

适的时序模型，建模的内容包括数据的采集、数据的检验、数据的预处理、

模型方式的选择、模型参数的估计和模型的实用性检验，其中模型参数的估

计最为重要。由于数据的采集和数据的预处理在第二章已进行了详细的阐

述，因而本节主要对其它部分进行研究，其中模型参数的估计是研究的重点。

3．2．1数据的检验

时间序列(ARMA，ARMA)模型均要求数据为平稳、正态、零均值的时间

序列，因此，必须对预处理后的数据序列进行检验以确定其是否满足条件。

1平稳性检验。根据平稳时间序列{‘}的定义可知：其均值从和方差盯；
为常数，且其自协方差函数R，仅与时间间隔有关。因此，对h)进行平稳性

检验，最根本的就是检验其是否具备这两个性质。采用的方法为：逆序检验，
即将时间序列{‘)(i=1，2，⋯，N)均匀分成L子序列，每个子序列的长度为M，

N=．LM，第i段序列的形式可表示为：{h}={h，t2，⋯，‰}。对各段子序列
而言，可应用数理统计的理论分别计算出各子序列的均值、方差、自协相关
系数；以均值以为例，这些均值构成了一个序列：“，鸬，⋯，肼．，当



i>j(j=l，2，⋯，L一1)时，出现H>一，定义为uj的一个逆序；对于某一“，
定义,uj的逆序数A，为H>∥，(i>j)出现的次数，而所有的逆序数Aj的总和称

为序列逆序总数A。

由于{X)是随机过程的一个样本，则各子序列均值“的值也是随机的at

当{t)是一个平稳序列时，H后面L-1个随机数一大于“和小于u。几率是

相等的，故其逆序数的平均值E[4】_(L一1)／2，同理也可求出H(f≠1)的逆
序数的平均值，因此总的逆序数的平均值及方差为【91

叫爿】：芝龇4]=掣
一：亟掣‘

。。15’

构造一个统计量u，对A进行正规化处理有

{A+{一引4】I
“=∑—』I———』 (3一16)

Ⅳ满足标准的正态分布：∥～N(0，1)。因此当取其置信概率为95％时，

若有㈨≤1．96，则认为∥是平稳序列，因此{‘)也为平稳序列：反之，则认

为是非平稳序列。

2零均值性检验。检验时间序列{Xt}的均值E(Xt)是否为零，此处时间

序列{x．)是整个随机过程，而不随机过程的样本。对于一个长度为N的样本

可通过计算其算术平均来实现，如丘：f妻t 1／，Ⅳ，丘是以：E(葺)估计值，
根据随机序列各态经历特性，可用其算术平均值代替均值，因此只需要检验

以是否满足l从J<善，吾可定义较小的数。对于从不满足条件的情况，可其

进行零均值处理，从而得到处理后的时间序列{墨}，apexf2t一,ut。
3．2．2模型的选择f9】

ARMA(n，m)模型既包含自回归部分，又包含滑动平均部分，因此能蕴含

数据所有信息，但求解时需要对n+m+1个参数进行估计，计算量和计算的难

度很大。根据ARhlA模型的解释可知，模型的极点反映系统的固有的、与外



界无关的特性，而ARMA的极点又与AR模型的特征根有关，因此将ARMA模

型转变换成AR模型其系统固有的特性仍然得以维持，而且只需要求解n+1

个参数，变换的证明过程如下【9】

将公式(3．8)改写，有：詈高‘=q，可对其进行进一步的分析，有

卜)+锱卜 cs-柳

当伊(B)的阶数高于口(B)的阶数(即n>m)，可从妒(B)中分解一部分多项
式算予即仍(B)；而剩余部分为阶数低于p(B)的一部分算予。当妒(B)的阶
数低于的阶次式(即n<m)，仍(B)=o。对公式(3—17)中o(B)进行分解，有

仍(B)+?I-IO!盟-．：) Xt=at (3-18)

对公式(3-18)中左边第二项进行分解，有

仍(B)t+善南2q胎待，时rl,≠rlj(3-19)
仍(B)‘+妻qf主彰F k=Ⅱf当I仉I<l时(3-20)

J。l ＼l-O ／

交换求和符号的位置，有
∞厂Ⅲ 、

仍(口)‘+∑J∑6J嘭[8lXt----Egt (3·21)
，-0＼，-I ，

令∑6J玎；；一t，有
J-l

仍(B)‘+∑(一t)8’‘=口， (3-22)

由于仍(B)是B的多项式，，因此可与公式(3·22)左边第二项相加，其结
果如下

厂∞ 1

I∑(一‘p‘l‘=q (3-23)



且当i=O时，小1，这表明当m时，善(却，收敛与器，将
公式(3—23)中i=O的一项保留在等式左边，其余的部分移到等式右边，并考

虑到B算子的定义，有

Xt=∑t葺+，+at (3-25)

比较公式(3．24)和(3-25)，可知：两者在形式上是完全一致，而公式(3．25)

是一个AR(oo)模型，证明过程表明一个有限阶的ARMA(n，m)模型等价于～个

无限高阶的AR(m)模型。因此在工程应用中常用足够高阶的AR模型来取代

AR～tA模型，以避免估计ARMA模型的困难。

3．2．3 AR参数模型的建立

AR(13)建模实际上是通过确定合适的模型以拟合所监测的数据序列。建

模可从以下两方面进行：1 AR(n)阶数n的确定，2用最tJ,--乘递推估计法进

行参数估计。

1．AR(n)阶数n的确定

对于随机时序而言，其自协方差函数R代表了数据序列{t)的所有二阶

矩函数，因此它可以在最大限度内描述{X，)的统计特性，在对数据序列进行

建模时也可采用自协方差函数胄．。AR模型可定义为[9】

葺=∑够一一，+q (3-26)

将等式两边均乘以t一。并取数学期望，则有

E(x,x。)=∑cp,E(x。x。)+E(口f‘，。) (3—27)

其中：￡“‘一。)=墨，￡“一，‘一。)=R—E心‘一。)=07瓯，因此可对公
式(3—27)进行变换，则有

R=∑仍R一，+司皖 (3-28)
t-I

当k≠0时，有：R=∑仍墨一，。

设现有一时间序列{‘)，它共有N个数据，若对应的模型为AR(n)，将时

间序列f‘}代入公式(3．26)中，可得到一组线性方程【9】



‘+l=qolxn+CP2Xn—l+’’‘+识‘+an+1

Xn+2=仍‘+l+仍矗+⋯+吼x2+％+2
(3．29)

XN=仍XN—l+仍xⅣ一2+

设有：y=h xn+2．,·XN卜伊；[仍
％Xn—I⋯而

Xn+I％⋯屯

％卜

则可用矩阵的形式表示为

Y=xcp+a (3-30)

若求其自协相关系数墨，则在公式(3．30)两边均乘以x7，再进行变换后，

舻矩阵参数的最小二乘估计为
^

伊=(XTx)一1X7Y (3—3 1)

由于最小二乘估计法非常简单，不仅估计的精度高，而且，当已知{葺}

分布时，还能估计出真值的置信区间。但其计算次数正比于Nn2，随着模型

阶数的增高，计算量将会剧增；此外，当XTX中元素的绝对值相差较大时，

容易出现病态。对其改进的方法主要是采用自协相关系数，如

X‘X

N—t'l

R马是⋯B一。

置R置⋯R

B一，R一：咒_3．一R

同理也可对公式(3·31)中矩阵xry展开

(3．32)

+％肿■r
II

％

口+r，

M

1●J

Ⅵ

协

％

一：

+

妒



x。v 1

N—n Ⅳ一”

Ⅳ一l

∑t一+．
，2n

N-2

∑t‘+
f—l

∑
N—n

因此，参数妒的最小二乘估计可写成

^

∞=

R置R：⋯R一．

墨心马⋯圮

R一。兄一：R-3·’R

xt—IxI

葺一2x

xf—nx|

Rl

R2
：
●

民

Rl

R2 (3．33)

(3-34)

根据BOX建模方案，从n----2开始对{一)拟合AR(n)模型，由公式(3—31)

先求出其参数9的估计值p，将妒代替公式(3—26)中妒，求出拟合的数据序

列fx’}。对数据序列{五)和fx|}进行相减处理，求出对应的均值与方差。根

据F准则检验拟合模型的适用程度。若模型不适用，则令n=n+1再继续拟合，

直到模型适用。

对于不同FI，可应用信息准则(An Information Criterion)对其模型阶

数进行确认。信息准则(AIC)函数的定义如下

hIC(P)=一21nL+2p (3-35)

其中P为模型的阶数，L为时序{置)的似然函数，对(3．35)式进行进一

步的简化有

AIC(P)=一Nln蠢+2p (3—36)

公式(3．35)中，N为给定数据的长度，一残差的方差(即上面BOX建模

时求出的方差)。对于不同的阶数n及其对应的残差的方差可代入公式

(3．36)，得到不同的AIC值，其最小值所对应的阶数为AR模型阶数。

2．运用最小二乘递推估计法进行参数估计

当观测样本{‘)的样本长度N增加，参数估计精度提高，其结果是计算

机内存空间增大，计算速度下降，特别是对于工程系统的实时监测、故障诊

断、在线控制，普通算法难以达到要求，因此，对模型参数的估计应采用实



时估计的算法。实时估计算法通常具有以下优点：

第一，实时估计算法每步计算量小，占用机器内存小；

第二，可以在线建模，能及时对设备运行状况进行监测；

第三，实时估计算法中不断地引入新的系统信息，具有追踪时变参数地

能力：

第四，能不断修正系统参数模型，从可实现用低阶模型去逼近高阶模型，

用AR模型逼近ARMA模型，用线性模型逼近非线性模型，为复杂系统的在线

监测提供了可能。

论文基于上述原因，采用最小二乘递推最小二乘算法作为实时预测的算

法，具体的过程如下所示：

现将公式(3．30)中矩阵的形式改写为

％=Y

‰2妒

瓦=x=Ix(。)’：)

(3．37)

则AR模型参数的最小二乘估计式为

妒i=(彳：Xu)。爿ⅣT％ (3—38)

将各矩阵与向量加以下标N，指基于N个观测数据{蕾}(t=l，2，⋯，N)。

而公式(3-38)的矩阵‰中’n是一个n维行向量，若令目=(礤Xu)一，则可
将公式(3．38)改写为

％=晶碟yⅣ (3-39)

设原有的观测时序为{‘}(t=1，2，⋯，N)，根据公式(3．39)可求出模型参

数纨，若又测得一个新数据h。，这时可将h。加入原序列，得到
k)(t=l，2，⋯，N，N+I)，再进行参数估计。根据上述推导，基于N+1个数据

的参数估计为‘91．

吼+，=昂+．碟+。％+。I

昂+。：(碾。Xu+I)-If(3-40)

她‰=艮，卜铡



根据分块矩阵的乘法有

碍+。％，珥％+矗⋯。)‰一

目。=(巧1+z：⋯，h+。)～=[，一日再xt(r。-⋯n*l。)，XR(N粕-n*l⋯)刊)PⅣ
(3．41)

吼。=纨+％+。(h+。一X(N-n+t)纨)i-r。+。=i-j：：i彘，★x函⋯。，f‘3-42’



堕室奎望盔兰堡主堡奎——
历史数挺的彤l响．增强新数据的作用。分别对公式(3—41)和公式(3-42)引入

遗忘因子，其模型参数的递推公式为‘91

go。=吼十K。(x。一X(N-．*0吼)

峨，百i=1)rⅣ协+1)pNxjN⋯晶。=吉(，一Rii畿]昂
(3-43)

遗忘因子可根据模型的实际情况进行选择，当历史数据作用较小、或系

统参数随时变动较大时，口可取较小的值；当历史数据较大时，口可取较大

的值，通常情况下口的取值在[0．95 0．99]范围内。其建模的流程图如图3-1

所示。

)在线监测数据序列fx。)1
+

i 零均值处理 I
●

从n=2开始，求出其残差的平方和s
1一

，一 I

应用F一准则 f

霉
应用最小二乘法估算模型的参数妒

+

应用AIC准则确定模型的阶数n

+

f应用递推最小二乘估计算法，求出模型参数
●

引入遗忘因子进行调整

+

应用实例对其进行检验

图3-1时序预测建模流程图



!茎三堕堡堡型箜墼塑堡型————
3．3实例分析

在上节介绍了实时估计递推最小二乘算法。从中可以看出该实时估计算

法不仅包含了系统新数据蕴含的新信息，而且还引入了遗忘因子，以减少历

史数据的影响，增强了新数据的作用；同时还能对系统模型参数进行实时调

整。论文以湖南某地220kV变压器A相套管泄漏电流的在线监测数据为例，

采用该算法来预测套管泄漏电流。

论文选取300个样本(套管泄漏电流值)进行零均值处理和正规化处理，

其具体的方法是：一阶差分处理。为了便于分析，对处理前、处理后样本比

较，其图形如图3。2所示。

0．8

堇
髫
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嗍M⋯黼
0 50 100 150 200 2813 300

图3．2套管泄漏电流处理前后的图

(a)样本原始据图 ’(b)一阶差分处理后图

由图3·2可知，样本经一阶差分处理后，基本上能满足正态、零均值的

要求，为以后模型参数的求解打下了基础。

从n=2开始，在100个样本作为训练样本，并求出其残差的平方和S，

应用F一准则以确定n的取值范围。对于上述不同的n，应用最小二乘法求出
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其对应的模型参数p，并以此为依据求出其对应方差。其具体数据如表3-1

所示。

表3．1在n不同的情况下对应模型参数及其相关性能的比较

l＼＼ 量大误差

I阶数＼＼ 仍 仍 ％ 仍 纯 方差
(％)

2阶 O．8100 0．190l 1．5370 0．1286

J

3阶 ．0．8693 ．2．7710 4．6458 1．9374 0．1276

4阶 0．8286 0．1666 ．0．2772 0，2820 1．4023 0．1291

5阶 0．8825 0．1168 ．0．2296 0．4225 ．O．1920 1．6102 O．1307

表3—1列举了n在不同情况下系统的模型参数及其相关的性能。以此为

依据应用AIC准则来确定n取值。将表3．1中模型的阶数和方差代入公式

(3—36)有

AIC(2)=209．1273 AIC(3)=211．8854
AIC(4)=212．6922 AIC(5)=213．4878

而AIC(n)的最小值就是FPE(n)最小值，而当FPE(n)取得最小值时该模
型为适用模型，即n=2。

在确定了模型参数的阶数n=2后，选取了总体样本中后200个样本作

为预测模型检验样本"f=200。运用最d,--乘法对训练样本进行训练，求出

该套管泄漏电流的预测模型AR(2)为
x，+2=O．8100x,+1+0．1901x,(t=l，2，⋯98) (3．44)

由于在线数据需要实时预测、实时校正，所以根据检验样本运用最d,--

乘递推估计的思想，并引入遗忘因子口对其预测模型进行递推、实时调整，
其通用的表达式为

‘+2=dp：x,“+旌‘(户99，100⋯298)(3-45)
x。表示第t+2个样本的值，∥表示经过第t-98次递推估计后系统的模

型参数。令递推的次数为L，分别对数据进行短期单步递推预测，并求出经

过L次递推(L=1，20，50，80，110，140，170，190)后系统的参数p如表
3．2所示。



3基于时间序列的数据预测

表3．2短期单步递推预测的模型参数

f＼
l＼撼数 l 20 50 80 110 140 170 190

l 妒＼
l 仍 O．81002 O．81139 O．引856 0．84751 O．85904 0．86088 0．89634 0．8957l

f 仍 0．19007 0．18737 0．18152 O．15254 0．14100 0．13914 O．10367 0．10430

由表3-2可知，经过递推调整后系统的模型参数仍、仍均有所改变。为

了验证算法的准确性，对预测模型检验样本n’、预测数据及两者间误差进行

了比较，其结果如图3．3所示。

{

蚓
蟋
删

0 20 40 60 80 100 120 140 160 180 200

图3—3原始值、短期单步递推预测预测值及误差的比较

由图3-3可知，原始值与短期单步递推预测值的趋势是一致的，且误差

很小，基本上在卜O．5％，+0．5％]的范围内，因此证明算法对短期内的数据预
测的结果是可靠的、准确的。

为了对算法的实用进行推广，论文以预测值作为新的样本，通过遗忘因

子对在线数据进行预测，其经过多次递推后的模型参数如表3．3所示。
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表3．3长期递推预测的模型参数

『＼
j＼啉数 l 20 50 80 110 140 170 190

妒＼
j 弼 0．S1184 0．80783 0．80543 0，80723 0．80614 0．80897 O．8】640 0．81327

i 仍 0．18864 O．19639 0．20102 0．19747 0．19965 0．19378 0．18059 018592

对比表3．2可知，经过相同次递推后，短期单步递推预测的模型参数与

长期递推的模型参数有明显的差异，主要是在长期递推预测模型将预测值作

为了新的样本。其对应检验值、预测值和误差的图形如图3．4所示。
19
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图3-4原始值、长期递推预测值及误差的比较

由图3．4可知，当样本数小于100时，套管泄漏电流检验值和预测值的

趋势是基本一致的，而且他们之间的误差很小，基本上在[一2％，+2％]的

范围内。但随着样本数量的增大，预测值的误差逐渐增大，而且检验值和预

测值的偏差越来越大，趋势的偏差也逐步增大．对于数据预测而言，预测值

与数据的真值之间必定存在误差，若以预测值作为新的样本进行预测，势必
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造成误差的叠加使预测值偏离真值。数据预测的范围取决于训练样本的容量

和算法的精度，训练样本的容量越大，算法的精度越高，预测的效果越好，

预测的范围越大。论文通过引入遗忘因子，提高了算法的精度，拓宽了数据

预测的范围。为了验证算法的递推性，将该算法编写的程序在一台计算机(主

频1．6GHz，外频400MHz，内存256MB)上运行，进行一次预测的时间为

573．684“S o因此，算法即可以保证预测的准确性又能满足实时监测的要求；

并且对于新的数据和历史数据进行调整，能及时地反映被监测设备当前的真

实状态。因此，可证明基于时间序列的递推最小二乘估计算法可以用于在线

数据的实时预测，且预测的精度高、效果好。

3．4讨论

对于零均值平稳时间序列或可零均化的平稳时间序列，可以用3．2节的

方法建立hg(n)进行拟合，但以上方法均是假设“时间序列是平稳的”，因此

在建模前首先应检验其是否具有平稳性【2⋯。在实际问题中，所考虑的时间序

列并不都是平稳序列，因此不能对其直接用AR(n)模型或ARMA(n，m)模型去

拟合，这种时间序列称为非平稳时间序列。而非平稳时间序列的情况相当复

杂，下面主要对具有趋势项的时间序列进行讨论。

在平稳时间序列中，时间序列的均值为常数(零均值为特例，但总可以通

过零化处理得到零均值序列)，表现在时序的时间历程中：则数据在某一水平

线附近随机波动。而非时间序列的情况则与这种情况相反，其均值为时序在

时间上的函数，表现为：数据在某一趋向性曲线附近的随机波动。这种曲线

有可能是线性函数、幂函数、指数函数、余弦函数或多种函数叠加。

非平稳时间序列的建模方法可分为两类，一类称为直接剔除法，它是通

过某些处理方法(主要是差分)将确定性部分从时间序列中直接剔除，如季节

性ARIMA，但这种方法仍然可以用AR(n)或ARMA(n，m)建模。另一类称为

趋势项提取法，它是从时间序列中提取出确定性的部分，将确定性部分用明

确的函数关系表达，再对剩余的平稳时序按AR(n)或ARMA(n，m)的方法建

模，最后将确定性函数与平稳时序的函数组合，得到非平稳时序模型，如提

取趋势项的逐步回归法。

1．季节模型。该模型利用差分运算(称为季节差分)剔除非平稳时间序列

周期性变动的趋势。模型的典型分解式f9】[20】

Xt=m|+St+Yl(3-46、



其中mt是趋势项，S是季节项，r是随机噪声。在许多实际问题中，往

往可根据系统的物理特性或数据的物理规律得知时间序列的周期。其具体作
法是：将某一时刻的测量数据t减去前一个周期相应时刻的测量数据x。，

所得到的序列{五一t一，l将可能不再具有周期性趋向而成为平稳时间序列，然

后对其按3．2节方法建模。有时进行一次季节性差分尚不能得到平稳时序，

可进行多次差分，直到数据序列平稳为止。对于在线监测的变电设备而言，

若以月来计算，则数据序列的周期为12，对其进行趋势差分可得到数据序列

{Xt—Xt。}，如果为平稳序列，则可对其按3．2节方法建模；若仍然不为平稳

序列，则可进行多次差分，直到数据平稳。

根据上述思想，记时间序列的周期为T，则季节差分算子为：

矿r=(1一B7)，非平稳时间序列{Xt}(产l，2，⋯，N)进行季节差分，并对其进行
建模，其表达式为【91

≯(占7}VrD‘=口(B7)e。(3-47)
若公式(3．47)e。不一定为白噪声，可能具有二项式趋向，则应对其进行

差分处理，其表达式可改写为

尹(B)V“，=y(曰)q
，。．o、

伊(B)≯(矿)v。v托=y(B)臼∽)q
u1驯

其中口．为白噪声。

2．提取趋势项的逐步回归法。非平稳时间序列是由确定性部分和平稳

随机部分的叠加。若令确定性部分的函数为d，，平稳随机部分的函数为S，t

则其组合模型为例

xt=儡+‘(t=l，2，⋯，N) (3-49)

在非平稳时间序列建模中，由于平稳随机部分的函数为￡，可按3．2节

方法建模，因此关键性的问题在于如何求解一。由于趋势项Z的表现形式存

在差异，可采用不同提取方法，其中最常用的为逐步回归法。该方法的主要
思想是：根据趋势项吐与时间t的关系，建立组合模型，如线性趋势组合模

型、指数趋势组合模型、周期性趋势组合模型等，采用回归估计的方法求出
对应模型参数。

3．5小结

本章采用时间序列的思想对在线数据进行实时预测，首先介绍了时间序



列的数学基础，然后采用递推的思想对时序预测进行了较为深入的研究t最

后进行实例分析和讨论。

1预测模型的建立。由于ARMA模型参数较多，而且求解复杂，可将

有限阶的ARMA模型等价的转化为无限高阶的AR模型，因此工程应用中常选

用AR模型。先采用最小二乘算法和F．准则，确定AR模型n的范围；再运

用CIA准则确定n的取值；最后用递推最小二乘算法估计算法对时序模型的

参数进行估计，并引入了遗忘因子对当前数据和历史数据的影响进行了调

整。

2实例分析和讨论。论文以220kV变压器A相套管泄漏电流为例，选

取了300个接地电流值作为样本，其中前100样本为训练样本，后200为验

证样本，对其进行建模和数据预测，其结果为：预测值曲线趋势走向与检验

样本曲线趋势走向是一致的，且误差很小，而数据预测的范围在很大程度上

取决于训练样本的容量和算法的精度。上述建模的对象为平稳时序或可转化

为平稳时序的序列，而对于非平稳时序则情况相当复杂，论文主要对具有趋

势项的非平稳时序进行了讨论，其建模的方法可分为直接剔除和趋势项提取

两类，然后根据其特征可分别求解。



4基于径向基函数的支撑向量分类器设计

在线数据的综合处理包含预处理、预测、分类等，而数据的预处理和数

据的预测都是为设备的诊断和特征量的分类做准备的。一般来说，设备状态

的模式识别主要包含两方面的内容：第一，有故障时，能够及时识别，并力

争寻找故障的所在，分析故障原因：第二，能进行早期的故障诊断，即在故

障发生之前能及时地把故障将要发生的征兆诊断出来，以便采用相应的措

施，达到“防患于未然”的目的。在设备状态的模式识别时，系统的不同状

态就表现为不同模式，而对其进行分类并加以识别，即模式分类。在进行模

式识别和故障分类之前首先要确定参考模式，然后在将当前模式与参考模式

比较，然后才能确定状态的类别。

本章研究内容是如何设计一个基于径向基函数的支撑向量分类器，以实

现对被监测设备状态的模式分类。论文将从以下几方面展开：统计学习理论

和支撑向量机理论的阐述、径向基函数神经网络的软竞争学习算法、分类器

的构造及实例求解等。

美国贝尔实验室利用美国邮政标准手写数字库进行分类对比实验，其中

训I练集共7300个样本，测试集有2000个样本，用人工和几种传统的方法进

行模式分类，其识别的结果如表4-I所示¨“。

表4-1不同分类方法对美国邮政手写体数字库的识别结果

分类器 误判率

人工分类 2．5％

决策树 16，2％

{ 两层神经网络 5．9％

!teNetl 5．1％

基于径向基函数的支撑向量分类器 4．1％

由表4一l可知，人工分类的误判率最低，不能自动识别，效率低；基于

径向基函数的支撑向量分类器的识别误判率比决策树和神经网络的正判率

高，因此表明了用基于径向基函数的支撑向量分类器进行模式识别、状态分
类是可行的。



西安交通大学硕士论文

4．1支撑向量机理论的简述

传统的统计模式的方法都是在样本数目足够多的前提下进行研究的，所

提出的各种方法只有在样本数趋于无穷大时期性能才能得到理论的保证。而

在多数情况下，样本的数目通常时有限的，因此很多方法都难以取得好的效

果。而统计学习理论是一种专门的小样本理论，支撑向量机是它的～种新的

模式识别方法，它能够较好地解决小样本的机器学习问题。

4．1．1机器学习【J驯

机器学习的可以用图4—1表示，其中，系统S是我们的研究对象，它在

给定一定输入x的条件下可得到输出Y，LM是我们所的求学习机，输出为y。

机器学习的目的是：根据给定的已知训练样本，求取系统输入输出之间依赖

关系的估计。使它能够对未知输出做出尽可能准确的预测，如图4—1所示。

一L竺=!： j

—一学习机(LM)卜
预测输出Y

例4—1机器学习模型

机器学习的问题可以形式化地表示为：已知变量Y与输入X之间的存在

一定的未知关系，即存在～个未知联合概率分布F(x，Y)，根据多个独立同分

布观测样本，在一组函数{，(x，脚))中求一个最优的函数，(x，‰)使其期望风
险最小。

R(国)=J工(y，厂(x，∞)积(z，y)) (4-1)

其中，{f(x，∞)}为预测函数集，L(y，厂(x，∞))为由于，(工，翻)对Y进行
预测而造成损失。通常情况下上(y，／(x，印))为f一】，+1}的二值函数，其基本定
义如下

￡(y，，(。，∞))：{o if．y 2厂!工’●) (4．2)
【l ／t y≠f【x，国)

由于在实际应用中我们只能利用已知样本信息，因此无法直接求解。根

基大数定理的思想，可用数学平均代替数学期望，其表达式可定义为

4l



R，(甜)=圭∑上(M，厂(‘，∞)) (4·3)

由于R。(∞)是用己知的训练样本(即经验数据)定义的，因此称为经验

风险。通过对参数∞求经验风险Jt，(∞)的最小值来代替求期望风险刷[∞)的
最小值，即所谓的经验风险最小化原则(Empirical Risk Minimization简

称ERM)。

4．1．2支撑向量机的理论

支撑向量机(Support Vector Machine，简称SVM)是在统计学习理论的

基础上发展出的一种新的模式识别的方法，在解决小样本、非线性及高维模

式识别问题中表现出许多特有的优势，并能够推广到函数拟合和故障分类等

机器学习的领域‘11】。支撑向量机的基本思想可以概括为：首先通过非线性变

换将输入空间变换到一个高维空间，然后在这个空间中求取最优线性分类

面，而这种非线性变换是通过定义适当的内积函数实现的‘13】。

支撑向量机求得的分类函数形式上类似于一个神经网络，其输出是若干

中间节点对应于输入样本与一个支撑向嚣的内积，因此也被称为支撑向量网

络，如图4-2所示。
V

K( ，x)

X1
X
2 X

d

图4-2支撑向量机示意图

输入向量x=(一，x2，⋯，一)，基于S个支撑向量机乇，X2，⋯，‘的非线性变



换(内积)，对应输出函数为
厂一 、

y=sgnI∑qY，K(x，，x)+6 I (4-4)
Lj ／

其中权系数COi=口。只，K(‘，工)为内积函数。一个问题是，由于最终的判

别函数中实际只包含支撑向量机的内积和求和，因此识别时的计算复杂度取

决于支撑向量的个数。另一个问题是，由于变换空间的维数可能很高，在这

空间中的线性判别函数的VC维因此也可能很大，因此分类的性能并不一定

好，如何选择这种变换才能得到的判别函数具有比较好的的推广性?

首先SVM方法是从线性可分情况下的最优分类面提出的，若将所研究的

对象分成二维线性可分，分别用空心点和实心点表示两类训练样本，H为把
两类对象正确地分开地分类线，H、H，分别为过各类样本中离分类线最近

的点的且平行于分类线的直线，E和风之间的距离称为分类间隔。最优分

类不但要求能将两类准确无误地分开，而且要使两类的分类间隙最大。如图

4-3所示。

H

图4-3最优分类面示意图

设线性可分的样本集n，M)i=l，2，⋯n，x∈∥，Y∈{+l，一l}是类别标号。

d维空间中线性判别函数的一般形式为：g(x)=coex+b，分类面方程为
∞·x4-b=0 (4-5)

由图4—3可知要使分类间隔最大，必须使忪旷最小，此时得到的分类面
才是最优分类面。

此外，还应该尽可能的减少vc维，因此vC维的下界h满足以下不等式



h<rffm([R2c]，d)+l (4-6)

设所有样本均在一个超球面内，R为其半径；C为最优分类面的条件即

恼旷≤C：d为空间的维数。

4．2应用径向基函数求解支撑向量

由于采用不同的内积函数，因此求解支撑向量机的方法可能会有所差

异。而本文采用径向基函数(Radial Basis Function简称RBF)作为内基函数

Kh，x)的通用式为ll”“J

r I⋯12、Kfx，x，1=expI一￡：卓I (4．7)
、 ⋯

I 矿J
以径向基函数为内积函数，将获得到一个基于径向基函数的支撑向量机

分类器，且每个基函数的中心对应一个支撑向量，他们以及其输出权值都是

由算法自动确定的。本章主要通求解基函数的中心向量进而实现求取支撑向

量的目的。

4．2．1径向基函数中心向量的学习

径向基函数(RBF)神经网络[21～231是近几年来继多层感知机(Multi—Layer

Perception，简称MLP)之后又一种十分有效的多层前向网络【⋯。RBF网络可

通过输出节点计算隐含层节点，并求出的输出函数(基函数)的线性组合，而

隐含层的输出函数通常由高斯函数定义。对于一个基函数类型及个数已选好

的网络，为了能使其正确地执行期望地数据处理，有两个参数需要确定：一

基函数的中心在输入样本空间的位置：二隐含层到输出层的权向量集合。而

论文主要通过径向基函数确定其中心位置，包含中心的数目和宽度，从而求

解出支撑向量机内积函数的参数，因此，本节的主要工作为：1．初始化网络

结构及学习参数，2．训练权向量v，计算砰的值(，=1，2，⋯，c)。

第一个阶段通常的算法有K一均值聚类114～2H、Kohonen聚类渊、正爻最
小二乘算法【29垮，对初始值的选取非常敏感，而且中心向量计算复杂，致使
学习的速度较慢。根据这一特点，对于中心的调整采用了不同的模式，即根

据样本的不同响应程度，中心的调整不同；论文采用了一种网络初始化算法

一网络增长技术【2”。而对第二阶段的学习，引用了一种基于中心学习的软竞

争学习策略∞吨5][301，用来确定径向基函数中心的个数和位置，其主要思想：

定义一个网络隐层结点数的增长的规则，由此来自我增长RBF网络的隐节点。
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4．2．2学习算法

设训练样本集X={XI,X．2，⋯，Xp}，p为样本的个数，其中第i个输入样本

x，={x，1，x，2，‘’’，Xt。}。∈R”：Y。={只l，Y。2，·--，只。)∈R”，Oi={0d,D』2，·一，D瑚}∈R”
分别为网络对应葺的实际输出和期望输出。网络豫含层的节点个数设有C个。

令w，，表示第，个隐节点到第j个输出节点的权值；v。为第k个输入节点到第

，个隐节点的权值。

RBF网络隐层的输出函数采用高斯基函数，它对输入激励产生一个局部

化的响应，这特点使高斯隐层对输入样本有～个聚类的作用，隐层节点数代

表聚类的类数，隐层的中心为这一类的聚类中心点，基函数的形式通常为

脚心1 expf～喏f (4-s)

其中vj=(VII,v『2'⋯，vIn)，d子(f-1,2，⋯，C)，分别是第f个隐层单元的中心
向量和宽度，当输入样本为XI时，网络的实际输出为

跏=厂(‘)=∑％日(_)，j=l，2，⋯，m (4．9)

1．初始化网络结构和学习参数

初始化网络结构和学习参数通常采用K～均值聚类来训练中心向量"

M=i1∑z，，=1，2，⋯，c (4—10)

其中x=墨U⋯U墨U⋯U五是由最近邻规则定义的一个硬K．分割，

nI---Ix,I表示第，类的容量，下面的啊的意义相同。在一般情况下，宽度酽表
示第，类的分散度

砰=iI∑(x—v，)飞一v』) (4．11)

另外，网络的权向量国，=CO∥脚∥⋯∞，)(，=1，2，⋯，聊)的学习是基于
求下式定义的误差函数E最小值的梯度下降法f3”导出，它的第f+1次学习规
则由下面定义可知：

E=寺∑(儿一％)，i=I。2一P ， 、

厶k-I L4·12J

哆Ⅳ(r+1)=％(r)+口(f)(均一％)旃(薯)



!苎!=堡旦苎垩墼塑塞堡堕苎坌耋塑兰型J_——————————一
其中，善生=(y，，一o，，)办(一)，a(，)为学习步长。

U￡U a

RBF网络增长技术(Network Growth Technique简称NGT)的主要目的是

为了克服以往凭经验选取RBF网络隐层节点个数的弊端，为隐层节点个数的

选取找一定的理论依据：同时也可对网络结构和学习参数的初始化过程。其

实现过程如下：

№，计鼽=古争籼÷=专喜(¨)。Xt—VI)
令e=1，J7=1，vI=v和口l=仃。

NO．2 K⋯1·p；
1．如果IIx,一v,112=巴i非。一州<五砰(oc五<1)
按下面的调整中一tD向量

17／="．+1：

u 2u+去(矿q)；
盯?=型仃j2+土(h叫)2。
q PII

2．否则按下面原则建立一个新的隐节点，设f=C+l。

月。=1，V，=耳；

Z=lIx。1n
NO．3如果节点不再增加，则转入软竞争学习阶段。

2．RBF网络的软竞争学习算法

K一均值聚类算法虽然计算简单，而且性能良好，但使用它来训练RBF

网络的中心向量时，一方面对初值的选取敏感，同时存在死结点(dead nod)，

即无任和一个样本与其距离最近的问题。基于上述原因，论文引用了一种新

的算法一软竞争学习算法(Soft—competition Learning Algorithm，简称
SCLA)。该算法采用两阶段分别训练中心向量和输出权向量∞．，权向量∞．仍

然用梯度下降法进行训练，而中心向量的调整则利用一种软竞争方法。其学

习的步骤如下：

1．确定隐层的节点数C和最大的迭代次数T；

2．初始化中心q(0)=(I'I．(o)，H：(o)，⋯v，。(o))(f_1，2，⋯c)；
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a．修正∥(r)：
b．For i=1 to P

For ，=1 to c

计算只(r)

oxp(一∥(，)llx,一u(r一1)112)
“∑c e一∥(r)11xp( ‘_v，(，一1㈣∑e一∥(r‘_v，(f一1州

按下面的方法调整vj(f)

vj(t)=v，t一1)+r／(t)Pr，x，一V，(，一1))

4．i,-I-，gEl(t+1)=∑∑：．h(f+1)一_。(，)I：

5．计算E1(f+1)≥81151t<丁，令r=t+l，转入第3步：否则按照下式计算出刃=班皆
其中，步长，7(f)一般根据Kohonen网络的收敛性来选取，通常根据模拟

退后算法的冷却进度表，叩(f)值的变化公式如下‘32】

叩(f)=

r／oe”‘ 其中口>0

骷一4 其中口≤1 (4·13)

‰(1一口f) 其中o<口<(max{r})“

由上面学习步骤可知，0<Pt,(t)<l且∑。17 0(r)=1，因此可以称B(f)为
第i个样本x．属于第，类的模糊隶属度函数，∥“)是表征其模糊程度的一种
因子，所以v，的调整方法是一种模糊自适应方法，在每次迭代时，所有隐层

节点的中心同时都进行调整。此外，软竞争学习算法的关键在于如何选取

∥(f)，论文基于模拟退后算法的思想来选取∥(f)[32～33】：开始设置高的温度

随时间变化，温度逐渐降低。而,fl(t1是迭代次数t的递增函数，且满足

lim卢(f)=∞，因此，p{t)可定义为
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川=屏+4乎(4-14)
上述的算法是一种序列训练方法．它的每次调整与当时输入样本有关，

I，：】而样本的输入顺序对其是有直接影响的。K一均值方法的优点在于它是一

种批处理方式，同样考虑上述算法的批处理方式。按批处理方式求得v为u(，)=u(r一·)+-(，)i三：上竺掣 (a-·s)

4．3分类器实例构造

由于该支撑向量机分类器的内积函数是径向基函数，因此每个径向基函

数的中心向量对一个支撑向量，通过4．2节求取了中心向量v，和岔，完成了

分类器的设计，且对应的程序流程图4-4。

径向基网路学习

图4-4支撑向

一暨， 求取n 7一量： 中心1 支撑 模

茎。蠹纂。 向量 式
学-—一=纛—-
刊 ●’ll¨ 机网 分

2 出权 络 类

警 苗II，l }i

将中心向量和内积函数代入公式(4-4)得到分类器的表达式为：

心sn陋唧[_学H ∽㈦

公式(4．16)为分类器函数，对于输出期望只及参数a，、参数b来说存在

以下约束条件

∑y,a，=0 q≥o，i=1，2，⋯，J

q(Y，(∞·一)+6—1)=0 i=l，2，·，S

只(∞·x，)+6-I=0

∞=∑q只一 (4—17)

对于非支撑向量对应的参数a．均为0，支撑向量对应的参数a大于0：
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而h为分类的域值，也可通过上式求解。

论文以某变电站金属氧化物避雷器全电流和阻性电流在线测量值为对

象，把设备状态分成两类状态，即构建一个二维输入、二维输出、隐含层可

求的支撑向量机分类器。

论文选取了240组数据作为样本，其中训练样本为120组，分类检验样

本为120组，其中训练样本为正常数据，而分类样本中既包含正常数据又包

含故障数据。用径向基神经网络训练前120组样本，可求出q和茸和支撑向

量的个数c，通过软竞争学习算法求得c=3。为了更有效的证明分类器的分

类作用，选取的分类样本具有典型的意义，如图4—5所示。

图4-5分类样本的原始数据

由图4—5可知，分类样本数据明显成两类，方框是避雷器在线监测的获

取的在线数据，代表避雷器正常状态；而三角形则通过对避雷器故障仿真得

到的仿真数据，代表避雷器故障状态。因此设计的分类器应能将避雷器两类

状态正确地分开，且其错误分类的比例由参考文献f13】可知：如果一组训练样

本能够被一个最优分类面或广义最优分类面分开，则对于检验样本错误的期
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掣的卜界是训练样本中平均的支撑向量占训练样本数的比例，即即(⋯7．))≤嵩黧 (4-·s)

因此，对于上述基于径向基函数的支撑向量分类器的模型的错误期望上

界E：』 ×100=2．52％。应用上述基于径向基函数的支撑向量分类器进行
120—1

分类，其分类结果如图4-6所示。

图4．6支撑向量机的分类图

由图4．6可知，上面的点对应图4—5三角所代表数据的状态，即避雷器

的故障状态，下面的点则对应图4．5方框所代表数据的状态，即避雷器的正

常状态：中间的弧线将图形分成两个区域，上面的区域表示避雷器故障状态

的区域，下面的区域表示避雷器正常状态的区域。由此可见，分类器将避雷

器正常数据与故障数据正确地分开，且没有出现分类错误的情况；在上下两

个区域内各有一条虚线，该虚线是分类器最优线性分类面，两虚线之间的距

离表示最大的分类间隔，虚线上的每个点对应该分类器的一个支撑向量，虚

线上刚好有3个点，即支撑向量的个数c=3。分类器对应的分类与避雷器监

测数据之间存在对应关系：即正常数据对应正常状态，故障数据对应故障状
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态。因此分类器用于设备的状态识别是可行的。

由4．2节的推理和4．3节的实例证明：基于径向基函数的支撑向量分类

器能够通过在线数据对被监测对象进行准确的分类，因此表明了用该分类器

对被监测设备进行模式分类是可行的。该分类器是通过在高维空间构造一个

线性最优分类面实现准确地分类，而实现线性最优平面的关键在于选择一个

容易求解的内积函数。论文中采用了径向基神经网络作为内积函数，而该内

积函数有较为成熟的算法，因而实现起来很方便；但径向基网络学习算法复

杂，涉及知识面宽，学习的速度受训练样本数量的约束。

4．4小结

本章设计了一个基于径向基函数的支撑向量分类器，该分类器以在线数

据为对象通过构造内积函数和学习网络实现了设备状态的分类，从而达到了

对在线监测设备进行分类识别的目的。论文从支撑向量机理论的阐述、径向

基函数的学习算法以及分类器实例构造等几方面展开。

1支撑向量机理论的阐述。支撑向量机是一种新的模式识别方法，能较

好地解决小样本学习的。它通过非线性变换将输入空间变换到一个高维空

间，然后在这个空间中求取最优线性分类面，而这种非线性变换是通过定义

适当的内积函数实现的。其关键问题在于在高维空间构造一个最优分类平面

以及选择在最优分类平面一个合适内积函数。

2径向基函数的学习算法。论文采用网络增长技术对径向基函数网络结

构和学习参数进行初始化处理，从而求得了中心向量的数目；然后运用软竞

争学习算法分别训练中心向量和输出权向量，其中引入模拟退火算法来控制

训练的步长。由于把径向基函数作为内积函数，由于其每个中心向量对应于

一个支撑向量，从而实现了求解支撵向量的目的。

3分类器实例构造。论文以1lOkV避雷器在线监测的全电流和阻性电流

的测量值为输入节点，把监测设备分成两类不同的状态，且分类状态与监测

数据之间存在对应关系。实例证明该分类器能根据在线数据正确地识别设备
的状态，且准确率很高。
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5结论

论文以变电设备在线绝缘检测数据为对象，对其进行综合分析与处理。

主要从在线数据的采集和预处理、数据预测和设备状态的模式分类三个方面

进行了研究。通过本文的工作得到以下结论：

】论文提出了一种新的滤波算法一中值滤波快速算法，且算法简单，与

其它滤波算法比较具有机器运算时间少的特点。实例分析证明该方法对抑制

脉冲干扰效果明显。而对于频域内高频或低频的干扰，可以考虑设计一个合

适的滤波器或对其进行小波变换。

2论文采用时间序列的思想对在线数据进行递推预测。先建立预测的模

型，然后用最小二乘递推算法求解模型参数；最后引入了遗忘因子对其参数

进行校正。模型既包含历史数据的信息又包含最新数据的信息，遗忘因子的作

用不仅减小历史数据的作用，而且增强新数据的作用。以220kV变压器A

相套管泄漏电流为例，对数据进行了实时预测，结果表明算法对于在线数据

的预测是有效的，且精度较高，而数据预测的范围在很大程度上取决于训练

样本的容量和算法的精度。

3论文采用支撑向量机的思想设计了一个基于径向基函数的分类器。先

通过对径向基网络的学习求取隐含层节点数目和中心向量，然后由支撑向量

机网络获得状态的分类，其中关键的问题在于如何获取一个最优的线性分类

面以及选择～个合适内积函数。分类器设置较灵活，且对于设备状态的分类

准确率较高，因此该分类器可以用于在线设备的状态分类。
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