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This critical review covers the mechanisms underlying density functional theory (DFT) simulations

and their relevance in evaluating, developing and discovering new materials. It is intended to be

of interest for both experimentalists and theorists in the expanding field of hydrogen storage. We

focus on the most studied classes of materials, metal-hydride, -amide, and -borohydride mixtures,

and bare and transition metal-doped carbon systems and the utility of DFT simulations for the

pre-screening of thermally destabilised reaction paths (170 references).

1. Introduction

One of the major issues in the 21st century is the generation and

utilization of non-polluting energy. At present, the consumption

of energy is intimately linked to CO2 emission, a major and

increasingly prevalent artificial contributor to climate change.

Several solutions can ameliorate this: including increases in

efficiency, generation by renewable sources, and increasing usage

of nuclear power. However fossil fuels with a high energy density

will still be dominant in the near term. If CO2 emission is to be

significantly reduced there should be a switchover to a clean

alternative, of which hydrogen (H2) is the preferred candidate.1,2

Hydrogen however is difficult to store safely at low cost, light

weight, and low volume. Thus storage in solid materials that

have fast H2 release and adsorption kinetics at 85 1C (a typical

operating temperature) is desired.1–4

Simulations can aid in the understanding and discovery of

hydrogen storage materials. In this review, we will briefly

outline the fundamentals underpinning density functional

theory (DFT), a commonly used technique for modelling

molecular and solid systems as it is faster than wavefunction-

based ab initio methods, albeit at the cost of reduced accuracy.

We will then discuss how this technique may be applied to

calculate the following quantities of interest: hydrogen binding

energies, enthalpies and free energies of formation, diffusion

and reaction pathways, activation barriers, and transition

states. Finally, we will review the literature on simulations of

two important classes of hydrogen storage materials, metal

hydride mixtures and doped carbon systems.

2. Theoretical background

2.1 Density functional theory (DFT)

The properties of a material are determined by the behaviour

of the electrons that comprise the bonds of the system in

question. In DFT the ground state of an interacting electron
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gas is mapped onto the ground state of a non-interacting

electron gas which experiences an effective potential, in

contrast to other techniques such as Hartree–Fock which solve

for the full set of wavefunctions in the Schrödinger equation.

This mapping in principle gives the exact ground-state

properties (such as cohesive energy, lattice parameters and

phonon spectra). The Hamiltonian that describes the electron

gas density is

Ĥ ¼ T̂þ V̂ee þ
XN
i¼1

VextðriÞ

where T̂ and V̂ee are the kinetic and electron–electron inter-

action operators, respectively and Vext is the external poten-

tial. The two basic theorems of DFT are

1. There exists a functional F[n] of the electronic density

n that represents the ground state energy EGS.

2. The only density which gives an energy equal to the

energy of the ground state is the electronic density of the

ground state nGS, with all other densities giving higher energiesR
drVext(r)nGS(r) + F[nGS] � EGS

The functional E[n] thus satisfies a variational principle.

We can use a separation of the Hamiltonian first devised by

Kohn and Sham,5 wherein we can write the energy as a sum of

functionals that depend on electron density

E[n(r)] = T0[n(r)] +
R
dr n(r)[Vext(r) +

1
2F(r)] + EXC[n(r)]

where T0 is the kinetic energy of a system with density n in the

absence of electron–electron interactions, F is the classical

Coulomb potential and EXC is the exchange and correlation

energy. The exchange energy is the contribution to the energy

that results from the Pauli principle, that no two electrons of

the same spin energy can reside in the same state. The

correlation energy is the contribution to the energy from

the Coulomb repulsion that an electron experiences from all

other electrons.

The exchange and correlation energies thus depend on the

electronic density. As it is not known how to solve the n-body

problem exactly we have no idea a priori how EXC[n] behaves.

The oldest and simplest way of solving the variational

equations is the local-density approximation (LDA).6 This

assumes that the exchange–correlation potential for an

electron is equal to the exchange–correlation potential of an

electron in a uniform gas of interacting electrons, and can be

inserted into the above equation as

ELDA
XC =

R
drn(r)eXC[n(r)]

where eXC[n(r)] is the exchange–correlation energy density of a

homogeneous electron gas. In actuality, although the LDA is

surprisingly accurate for many systems, it has been surpassed

by newer and more sophisticated functionals. A useful scheme

for classifying all of these functionals is to divide them into

classes based on the types of variables that are involved, the

so-called ‘‘Jacob’s ladder’’ of functionals.7 At the lowest level,

the exchange–correlation functional depends solely on the

electron density n, e.g. the LDA. The next level up are

the generalised gradient approximations (GGA).8–12 We note

that in this review we discuss in more depth functionals that

are nonempirical, that is functionals that are constructed by

constraint fitting to known properties. In contrast, semi-

empirical functionals such as BLYP, B3LYP etc. are fitted

to data sets provided by high quality wavefunction based

methods.

Historically the GGAs originated in the presumption that as

real systems are not homogeneous then improvements to the

LDA can be made by treating the electron gas as slowly

varying and expanding to second order, the gradient expan-

sion approximation (GEA)13

UGEA[n(r)] =
R
(a(n(r)) + b(n(r))|rn(r)|2 + � � �)

Unfortunately this expansion does not lead to improvements,

as in reality the electron gas is rapidly varying so the expansion

breaks down at large distances due to large oscillations in the

electron density.14 At shorter distances however the GEA is an

improvement. Therefore in order to utilise the advantages of

the GEA there needs to be a truncation at the point where

unphysical oscillations in the exchange–correlation density

manifest. This truncation is known as the GGA. Placing

exchange and correlation into separate terms, for any GGA

the exchange energy may be written as

EGGA
X =

R
d3r neunifx (n)FX(s(r))

where FX(s(r)) is the factor of exchange enhancement caused by

the GGA and s(r) = |rn(r)|/2kFn is a dimensionless density

gradient parameter dependent on the Fermi wavenumber of the

material kF.
12 To recover the correct uniform gas limit, set FX(0)

= 1. For the correlation energy there is simply a renormaliza-

tion of all radii such that r is now set to rs. The full GGA

correction to the exchange–correlation energy EXC is

EGGA
XC [n] =

R
d3r neunifx (n)FXC(rs,s)

and is dependent on both n and rn. Different flavours of

GGA are simply choices on how this truncation is performed.

The Perdew–Wang (PW91) GGA is an analytic fit to this

nonempirical GGA10,13 however the parameterisation is

complex. For example, the exchange enhancement factor in

this functional is

FXðsðrÞÞ

¼ 1þ 0:19645s sinh�1ð7:7956sÞ þ ð0:2743� 0:1508e�100s
2Þs2

1þ 0:19654s sinh�1ð7:7956sÞ þ 0:004s4

The Perdew, Burke and Enzerhof (PBE) GGA12 is a modi-

fication of this nonempirical functional that only satisfies

conditions that are energetically relevant. For example, the

exchange enhancement factor in the PBE is

FXðsÞ ¼ 1:804� 0:804

1þ 0:24302s2

leading to a much smaller and more transparent parameter-

isation.

The next rung in the ladder of increasing accuracy of density

functionals are the meta-GGAs. As the LDA is a functional

that depends only on n, and the GGAs are functionals that

depend on n and rn, meta-GGAs are functionals that are

often of the form15

EMGGA
XC [n] =

R
d3r eMGGA

XC (n,rn,r2n,t)
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where t are the Kohn–Sham orbital kinetic energy densities

tsðrÞ ¼
1

2

Xocc
i

rfisj j2

which appear in the Taylor expansion of the exchange corre-

lation hole and thus are implicit functionals of the density.

Several meta-GGAs have been developed, but the only non-

empirical functional is the TPSS functional of Tao, Perdew,

Staroverov, and Scuseria.15

Higher rungs up the ladder of functionals would introduce

more nonlocality. For example, it has been posited that the next

rung up would be the so-called ‘‘hyper-GGA’’ functionals

which would include exact exchange energy density.7 Currently

there do not exist any nonempirical formulations of a hyper-

GGA. ‘‘Hybrid’’ functionals, which admix a portion of exact

Hartree–Fock exchange into the exchange–correlation

functional,16,17 can be regarded as analogous functionals to

the hyper-GGA. These tend to be the functionals of choice for

the chemistry community and often are the most accurate

functionals for calculations of barrier heights. However these

functionals are optimised semi-empirically on a specific set of

small molecules, therefore transferability to other systems may

be constrained. Indeed for large molecules B3LYP performs less

well than alternative functionals.18 A summary of all of these

different types of functionals is illustrated in Fig. 1.

2.2 Relevant properties for hydrogen storage

Density functional theory can accurately determine energetics

and structures, and on modern day parallel computers is able to

simulate fairly large (few hundred atom) systems in a reasonable

amount of time (of order days). It is thus the method of choice

for most hydrogen storage simulations. Important quantities of

interest for hydrogen storage are the strength of hydrogen

binding (and the associated enthalpy of formation and plateau

pressure for hydrogen release) and the kinetics of H2 release.

The strength of H2 binding to the material is of importance

for hydrogen storage applications. This is defined as

EBind(H2) = ETot(X � H2) + ETot(H2) � ETot(X)

where ETot(X) is the total energy of the original system,

ETot(X � H2) is the total energy of the original system after

two hydrogen atoms are removed, and ETot(H2) is the total

energy of a H2 molecule in vacuum, chosen as the reference

state. All geometries are relaxed. Often the reference is chosen

as the energy of a single atom in vacuum, however as

experimentally hydrogen is introduced into these systems in

molecular form a more reasonable choice is the molecule

reference state. The more positive EBind(H2) the stronger

hydrogen is bound. In order to meet the US Department of

Energy (DOE) targets for hydrogen storage applications the

binding energy (sometimes referred to as the removal energy

or equivalently the absorption energy) should be 0.7 eV/H2 Z

EBind(H2) Z 0.2 eV/H2.
19,20 This is true regardless of whether

the hydrogen is absorbed in a material (enters a material) or

adsorbs to a material (binds to the surface). We emphasize

that this formulation of the binding energy involves only the

electronic contribution to the energy, and thus is explicitly a

zero temperature binding energy. However as for large nano-

structures it is prohibitively expensive to calculate phonon

modes, the electronic binding energy is a suitable measure

for hydrogen affinity. Lee et al. have set out a criterion for

thermodynamically usable hydrogen capacity f

f ¼
P

l¼0 gll expðlðm� elÞ=kTÞP
l¼0 gl expðlðm� elÞ=kTÞ

where el is the zero-point corrected binding energy, l is the

number of adsorbed H2 molecules, k is Boltzmann’s constant,

gl is the multiplicity of a configuration for a given l, and m is

the chemical potential of H2 in the gas phase at temperature

T.21 This allows a direct comparison of usable capacity under

realistic operating conditions.

For smaller nanostructures, and for periodic solids with

primitive unit cells of less than fifty atoms, it is computationally

tractable to calculate phonon modes and thus the full enthalpy

of formation for successive or complete dehydrogenation

steps. The temperature dependent free energy of a solid can

be written as22

G(T) = U(T) � TS(T) + PV E U0 + Uvib(T) � TSvib(T)

where U0 is the electronic energy, Uvib(T) and Svib(T) are the

vibrational contributions to internal energy and entropy, respec-

tively, while the pressure–volume term is neglected. For the H2

gas, the translational and rotational contributions to the internal

energy (5/2RT) and the PV terms (RT) need to be included. The

entropy of the H2 gas can be taken from standard thermo-

chemical sources, and is usually taken to be 130 J K�1 mol�1

(0.0013 eV K�1) at 300 K and 1 atmosphere.4,22,23 Experimentally

the enthalpy change, DH = TDS, is measured. If the change in

entropy is dominated by the H2 gas, then hydrogen release in the

temperature range of 300 to 600 K requires an enthalpy change of

between 30 and 78 kJ mol�1 (0.31 to 0.81 eV). If the activity of all

the solid phases is taken to be unity, then the equilibrium pressure

P of dehydrogenation can be taken as

P

P0
¼ exp �DGðTÞ

RT

� �

Plotting these pressures defines the van’t Hoff plot for decomposi-

tion.24–26 Ideally hydrogen release should occur at relatively high

pressures, greater than 1 bar.

Fig. 1 Schematic of relationship between commonly used exchange

correlation functionals, increasing sophistication of treatment of

exchange and correlation, and accuracy. Figure adapted from Fig. 1

of ref. 7.
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In addition to favourable thermodynamics it is desirable for

hydrogen storage materials to possess quick charge and

discharge kinetics, of the order of seconds. In order to

determine the kinetics it is necessary to calculate the diffusion

rate r through the harmonic transition state expression27

rTST ¼
kBT

h

qTS
qIS

exp �DEa

kBT

� �

where qIS and qTS are the partition functions of the initial (IS)

and transition (TS) states, h is Planck’s constant, and DEa is

the activation energy (the energy difference between initial and

transition states). The most sensitive component of this diffu-

sion rate is the exponential term dependent on barrier height,

and catalysts for improving the kinetics of a reaction typically

act to reduce the barrier height, e.g. Ti substitutionals in

NaAlH4.
28 The harmonic approximation should only work

well at low temperatures, but is often applicable at high

temperatures as well.29,30 In principle, as H2 has a large

zero-point energy, quantum effects can still be of importance

and might need to be included in the partition function.31 In

order to calculate the minimum energy pathway, and thus the

barrier for activated processes, a commonly used method is the

nudged elastic band (NEB) method,32–34 where multiple inter-

mediate configurations between the initial and final states are

connected via fictitious springs and relaxed until all forces

perpendicular to the path vanish. Such calculations can be

expensive and time-consuming, due to the need for such NEB

simulations to be performed on large-scale parallel computers

and with convergence tending to be a quite prolonged process.

Calculations of the kinetics via the transition state theory are

straightforward for systems where the hydrogen is absorbed,

but materials where the hydrogen is adsorbed (e.g. metal

hydrides) where the stoichiometry changes between initial

and final products are too complex for straight forward

applications of the theory to apply.

We have thus enumerated four types of quantity of interest

for hydrogen storage. These can be divided into:

� Structures and electronic binding energies.

� Phonons, free energies, enthalpies of dehydrogenation and

entropies.

� Transition states and activation barriers.

� Diffusion and rate constants.

Typically simulations focus on the first set of items. How-

ever, all four sets of information are of potential interest for

hydrogen storage.

3. Solid hydride systems

One class of hydrogen storage systems that are of particular

interest are those that bind hydrogen in chemical form, e.g.

metal hydrides, amides, alanates, and borohydrides. In this

section we will report on the current status of theoretical

simulations on representative examples of these materials.

We will also discuss the concept of thermodynamic destabili-

sation, an important concept for hydrides research, and

computational efforts to explore new reaction paths utilizing

this concept.

3.1 Magnesium hydride (MgH2)

Magnesium hydride (MgH2) has long been considered as a

promising material for hydrogen storage due to substantial

thermal stability, low cost, reversibility of the reaction MgH2

2 Mg + H2, and significant gravimetric hydrogen storage

capacity (7.6 wt%). However, due to the high desorption

temperature (between 300 to 400 1C), a low plateau pressure

of 10 Pa (or 10�4 bar) at ambient, and relatively slow absorp-

tion/desorption kinetics,35 substantial effort, including simula-

tion work, has been devoted to improving this material for

hydrogen storage applications.

At room temperature, rutile MgH2 has a tetragonal unit cell

with lattice constants a = 4.518 and c = 3.021(c) Å, see

Fig. 2.36 This results in the (110) surface having the lowest

surface energy and the lowest hydrogen binding energy, which

DFT-PBE and DFT-PW91 finds to be of magnitude 1.2 to

1.5 eV/H2.
37–39 Both experimentally40 and theoretically41 the

stability of MgH2 can be affected by particle size, with

decreasing particle size decreasing the stability of the hydride.

However, in order to get a significant decrease in their

thermodynamic stability and hence desorption temperature it

is necessary to reduce the grain size to less than 1.3 nm,41

unlikely to be achievable using mechanical milling. In princi-

ple, alternative metastable MgH2 phases with lower energies of

formation, for example an anatase structure with a formation

energy of 58.03 kJ mol�1 (0.60 eV) compared with the rutile

formation energy of 76.00 kJ mol�1 (0.79 eV) as found in

DFT-PBE simulations,42 may be utilized, but such metastable

phases have not yet been identified in practice. Therefore most

approaches to reducing the desorption temperature of MgH2

have focused on dopants that alter the binding between the

Mg and H species. Pozzo et al. have recently published a paper

comparing the accuracy of DFT simulations of the formation

enthalpy of MgH2 with quantum Monte Carlo simulations, a

very accurate but very computationally expensive technique.43

They find that the GGA functionals give an enthalpy of

formation that is in worse agreement with experiment than

the LDA. Both types of exchange correlation functional

however give enthalpies of formation within B0.3 eV f.u.�1

(formula unit) of experiment.

Fig. 2 Crystal structure of MgH2, where the Mg and H atoms are

represented by light blue and dark red, respectively. Figure taken with

permission from ref. 43. Copyright (2008) by the American Physical

Society (URL: http://link.aps.org/abstract/PRB/v77/e104103).

214 | Chem. Soc. Rev., 2009, 38, 211–225 This journal is �c The Royal Society of Chemistry 2009



The differing electronegativities of Mg and H atoms have

significant implications for the binding of MgH2. In principle,

Mg should donate charge density to the H atoms forming an

ionic bond, see Fig. 3. Simulations indicate that this is partially

the case,44,45 with the Mg atoms having a positive charge of

+1.95e. However the H atoms do not accrue a corresponding

charge of �1e, instead there is a significant amount of

electronic density in the intermediate region,44 indicative of a

partially covalent bond in agreement with experiment.46

Nevertheless this suggests that to weaken the Mg–H bonding

one should decrease the ionic interaction. Calculations with

the PW91 functional on the effects of vacancies reveals that the

hydrogen removal energies are strongly reduced with respect

to the bulk (0.73 eV/H2 compared to the value of 2.90 eV/H2

for bulk MgH2). However, with respect to dopant inclusion

their formation energies are much larger and thus are less

likely to form.47 DFT-PBE simulations show that vacancies

have small activation energies for self-diffusion from the sur-

face to the bulk (0.45 to 0.70 eV), much smaller than the

energies for hydrogen release (1.78 to 2.80 eV/H2) from

the surface, implying that surface desorption is more likely to

be the rate limiting step than vacancy diffusion.48

Metal dopant substitution in order to modify Mg–H

bonding has also being investigated by DFT, e.g. Cu,38,42

Nb,47 Zr,49 Y,49 Fe,50 Mn,50 Ni,38,42,51 Sc,49,51 and coupled

LiAl codopants.52 In all these cases the addition of substitu-

tional dopants reduces the ionicity of the Mg–H binding via

the formation of covalent bonds with the dopant. In addition,

substitutional dopants can aid hydrogenation of magnesium

systems by strongly reducing the activation barrier for H2

splitting, the rate-limiting step for hydrogenation.31 In parti-

cular, Ti and V are good catalysts for barrierless H2 splitting

(as found by the NEB method) on Mg(0001).53–55 Unfortu-

nately they both trap hydrogen near the active site, inhibiting

diffusion into the bulk. A DFT-PBE simulation comparing Ni

and Ti substitutional dopants in Mg(0001) shows that, while

Ni is worse for H2 splitting due to the presence of a small

barrier of height 0.1 eV, it is much better for the subsequent

diffusion of hydrogen into the bulk due to the dopant only

weakly binding hydrogen compared to the much stronger

binding evinced by Ti.56 Even with dopant addition MgH2

does not by itself meet the targets for hydrogen storage

applications.40 Therefore other solid hydride materials are

also being investigated, of which lithium amide (LiNH2) is

of major interest.

3.2 Lithium amide (LiNH2)

Lithium amide (LiNH2) has had a long history as a reagent in

synthetic organic chemistry,57,58 however recent research has

highlighted its potential for hydrogen storage.59 Pure LiNH2

decomposes to lithium imide (Li2NH) and NH3 at tempera-

tures above 573 K, however upon intermixing with lithium

hydride (LiH), the mixture produces H2 at a temperature of

423 K to 723 K.59 The reaction is

LiNH2 + 2LiH 2 Li2NH + LiH + H2 2 Li3N + 2H2

where the first reaction liberates 5.5 wt% H2 and the second

5.2 wt% H2.
59,60 The proposed mechanism for this lower

temperature reaction is a polar interaction involving protic

hydrogen (Hd+) from the amide and hydridic hydrogen (Hd�)

from the hydride.59,61 However, additional mechanisms invol-

ving Li+ 62 and NH3 diffusion
63,64 have also been suggested.

The addition of 1 mol% of nanosized Ti or TiCl3 can reduce

the range of hydrogen desorption to 100 K, although without

altering the onset temperature.65

While LiNH2–LiH mixtures are of interest due to their high

hydrogen content they unfortunately possess several problems

that affect their applicability for room temperature applica-

tions. These include: (a) high dehydrogenation temperature of

473 K required for significant H2 plateau pressures, (b) slow

release kinetics on the order of several days,62 and (c) lack of

cyclability.66 This final issue is believed to be related to

ammonia release from LiNH2 during reaction with LiH.63

The crystal structure of LiNH2 as found by powder neutron

diffraction is a body centred tetragonal with lattice constants

a = 5.034 and c = 10.256 Å, see Fig. 4.67 In order to clarify the

thermodynamic properties of LiNH2 and Li2NH DFT simula-

tions have played a significant role in determining the nature of

the bonding in these systems,68–70 and it was unambiguously

found that GGAs are substantially better in matching the experi-

mental enthalpy of formation than the LDA (173.1 kJ mol�1

(experiment), 176 kJ mol�1 (GGA) and 245.8 kJ mol�1 (LDA)

for each formula unit).68 Electronic structure analysis indicates

that the Li atoms do not contribute to the occupied states but

have a strong overlap with the unoccupied states, whereas the N

and H atoms do have strong contributions to the occupied states.

This implies that the Li atoms are ionized to form cations while

the NH2 groups form anions, in agreement with experiment.67

The bonding between N andH atoms was found to be covalent,69

which explains the short experimental N–H distances of 0.94 and

0.98 Å. Confirmation of the nature of the binding between Li and

NH2 ions, and the covalent nature of the N–H bond is provided

by a calculation of the electron localisation function (a method of

determining electron pair probability in multielectron systems,

and thus types of bonds)71 using the PW91 functional, see

Fig. 3 Density difference plot (Dr = r(Mg48H96) � r(H) �
r(Mg48H95)) for the bulk MgH2, where orange represents charge

density accumulation and blue represents charge density depletion.

Mg atoms are in green, H atoms in purple. Figure taken from ref. 38.
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Fig. 5.68 The unequal bonding between N and H atoms (as

found by simulations using the PBE functional) lead to two

almost equivalent transient steps upon dehydrogenation:

(1) [LiNH]� + H+, and (2) Li+ + [NH2]
�.70

Several different crystal structures for Li2NH have been

proposed, see Table 1. Balogh et al.77 showed using

DFT-PW91 simulations that the disordered models experi-

mentally found by Noritake et al.75 and Ohoyama et al.76 are

equivalent to lower symmetry fully occupied orthorhombic

and rhombohedral structures, respectively. Low temperature

Pnma78 (found with DFT-PW91) and Pbca79 (found with

DFT-PBE) structures have been predicted by simulations

but have not been experimentally confirmed. Recent

DFT-PBE simulations find that the lowest energy structure

is the cell of symmetry Pbca, however in that work the authors

themselves ascribe this to intrinsic errors in DFT and favour

the cell of symmetry Ima2.72 We suggest that the reason for

this conflict is due to the nature of atomic binding in the

crystal. As for LiNH2, the bonding between Li and NH groups

is ionic.73,77 However, there are significant quantum effects in

the N–H binding.74 The hydrogens are delocalized and thus

able to reside over several sites. Thus there is still considerable

disagreement about the crystal structure of Li2NH.

As the binding for both amide and imide systems is ionic an

obvious method of decreasing the bond strength is to decrease

the charge on the cations, e.g. replacing Li with Mg. The

effects of Mg substitutional doping of Li for LiNH2 supercells

were investigated using DFT-PW91 simulations by Jin et al.80

They found that the Mg dopant has a significant effect,

reducing the Mulliken population overlap in the N–H moiety

implying a weaker bond and thus lower temperature H2

release, in qualitative agreement with experiment.81 Jin et al.

also investigated the electronic structures of several other

doped lithium amides, finding that the system with the least

population overlap in the N–H moiety is Al-doped LiNH2.

DFT-PBE simulations by Zhang et al. on the effects of Mg and K

substitution for Li find that the Mg dopant has a weaker

ionic bond with the NH2 group, but also strengthens the bonds

of the surrounding Li+ ions with their associated [NH2]
�

groups, suggesting that the stronger Li–NH2 bonds are the

key reason behind the efficacy of Mg doping.82 However the

energy required to form the Mg dopant is quite substantial

(B1.8 eV) and therefore Zhang et al. suggest that P substitu-

tion of N may further reduce hydrogen binding energy. These

calculations are of low concentration dopants, as of yet there

have been no simulations of the higher concentration

(Li,Mg)NH2 crystal structures, such as the recently deter-

mined orthorhombic Li2Mg(NH2)2 crystal.83 Despite contro-

versy behind the reaction mechanism of the combined LiNH2

+ LiH system, no theoretical research has been performed on

the mobility of suggested species in the bulk to date, which we

regard as an oversight.

3.3 Lithium borohydride (LiBH4)

Lithium borohydride (LiBH4) was first synthesized in 1940

and has a history in organic synthesis as a reducing agent.

Recently, due to its large theoretical hydrogen storage capacity

of B18.3 wt% it has become of interest for hydrogen storage

Fig. 4 Crystal structure of LiNH2. Red (large), green (middle), and

blue (small) spheres represent Li, N, and H atoms, respectively. Figure

taken with permission from ref. 69. Copyright (2005) by the American

Physical Society (URL: http://link.aps.org/abstract/PRB/v71/

e195109).

Fig. 5 Electron localisation function calculated for LiNH2 in a plane

containing an (NH2)
� complex. Figure taken with permission from

ref. 68. Copyright (2005) by the American Physical Society

(URL: http://link.aps.org/abstract/PRB/v72/e125120).

Table 1 Different proposed crystal structures for the Li2NH system

Symmetry Lattice parameters/Å Ref.

Fm�3m 5.077 75
F�43m 5.077 76
Ima2 (T o 400 K) 10.087 77
Fm�3m (T 4 400 K) 5.092 77
Pnma 7.733 (a), 3.600 (b), 4.872 (c) 78
Pbca 5.120 (a), 10.510 (b), 5.270 (c) 79
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applications. Experimentally, lithium borohydride reversibly

desorbs hydrogen in two steps, following melting at 560 K

2LiBH4 - 2LiBH + 3H2 - 2LiH + 2B + 3H2

releasing 13.1 wt% hydrogen.60,84 As this is a multistep

process with the associated low kinetics, and as this occurs

at heightened temperatures, unmodified LiBH4 is not ideal for

applications.

In comparison with other hydrogen storage materials such

as MgH2 and LiNH2, the phase diagram of LiBH4 is more

complicated, with a transition from one crystal structure to

another occurring at 381 K.85 The room temperature crystal

structure is uncontroversial, being an orthorhombic unit cell

with the space group Pnma and lattice vectors a = 7.179 Å,

b = 4.437 Å, and c = 6.803 Å, see Fig. 6.85,86 Simulations

using both LDA and PW91 functionals find that at zero

temperature PW91 more accurately reproduces the experi-

mental lattice vectors.87

In contrast, there is a significant controversy over the crystal

structure of the high temperature phase. Initial experimental

results indicated that the high temperature phase is hexagonal

with space group P63mc and lattice vectors a = 4.276 Å, and

c = 6.948 Å, see Fig. 6.85 However, simulation does not find

that this is the case. Calculations of the hexagonal phase using

the PBE functional find that the lowest energy structure does

not match experiment, with the final theoretical crystal struc-

ture found to be unstable (e.g. possessing phonon modes with

negative frequencies).88 Calculations of the Helmholtz free

energy using the PW91 functional find that the preferred high

temperature crystal structure is a cell analogous to LiAlH4

of symmetry P21/c and lattice vectors a = 7.267 Å, b =

7.174 Å, c = 7.683 Å and b = 148.521, with the experimental

hexagonal structure being vibrationally unstable.89 The

stability of the P21/c phase over the P63mc phase using both

LDA and PW91 functionals was also verified by Frankcombe

et al.90 Clearly the description of the binding is significantly

different for the PBE and PW91 functionals, with the latter

finding that the P63mc is a local minimum on the potential

energy surface while the former is not. Indeed, recent high

quality X-ray diffraction results have reverified the initial

hexagonal P63mc phase.91 Two principle factors have been

suggested for the failure of DFT to accurately model the high

temperature phase. Firstly, the problem of DFT in describing

the high temperature structure of LiBH4 has been related to

the anharmonicity of low frequency phonon modes corre-

sponding to the rotation of molecular BH4 units.91,92

Secondly, the high temperature phase is found to exhibit

significant disorder in the lattice positions of the hydrogens.93

This causes significant issues for simulating these materials in a

periodic supercell, as in order to accurately model this orien-

tationally disordered material would require the explicit con-

struction of very large supercells so as to capture the full

disorder of the system. This is prohibitively expensive to

simulate and thus currently beyond the capability of DFT-

based methods. In light of these issues the theoretically

proposed Cc phase predicted to form at 520 K should be

regarded as highly tentative in nature.88

The nature of the binding between Li and BH4 subunits

is similar to that of LiNH2, with the binding between Li

cations and BH4 anions ionic and the B–H binding covalent

in nature.88,94 Charge density analysis indicates that the Li

ion has a charge of +0.68e, while the B ion has a negative

charge of �0.51e.95 This has significant implications for

the stability of the BH4 subunit. Du et al. performed simula-

tions using the BLYP functional on isolated BH4 ions, finding

that for an ionic charge of �1 the complex is tetrahedral

and stable, but with decreasing negative charge the tetra-

hedron distorts and loses stability, releasing H2 at a charge

of �0.2e.96 Although experiment cannot readily identify H

sublattice positions, simulations do indicate the presence of

distorted BH4 subunits, with B–H bond variance ranging from

2%88 to 23%.90

The experimental enthalpy change in LiBH4 upon dehydro-

genation to the hydride is 68.9 kJ mol�1.97 The LDA, PW91

and PBE exchange correlation functionals do not accurately

reproduce this formation enthalpy, with zero point energy

corrected enthalpies of 57 kJ mol�1 (LDA),90 59 kJ mol�1

(PW91),87 and 56 kJ mol�1 (PBE).88 The addition of finite

temperature corrections within the quasiharmonic approxima-

tion does improve the calculated heat of formation, but not to

Fig. 6 Crystal structures of LiBH4 in (a) orthorhombic room tem-

perature phase, (b) high temperature hexagonal phase. Red represents

Li, green B, and blue H, respectively. Figure taken with permission

from ref. 88. Copyright (2004) by the American Physical Society

(URL: http://link.aps.org/abstract/PRB/v69/e245120).
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chemical accuracy.87 A recently developed method whereby

the anharmonic corrections to the free energy are estimated

from fitting to DFT molecular dynamics calculations at high

temperature promises to further improve the determination of

thermodynamic properties.92

Simulations of different surfaces of the LiBH4 crystal in-

dicate that the (010), (100) and (101) faces all have low surface

energies of approximately 0.12 J m�2 and thus should easily be

formed from ball milling.95 These faces have hydrogen atom

vacancy formation energies of 180 to 200 kJ mol�1. We note

that as the surface as a whole will be less polarised than the

bulk then the BH4 units possess less negative charge, thus their

hydrogen binding energies will also be significantly reduced

with respect to the bulk. An alternative way to reduce the

charge on the BH4 unit is to create a neutral Li vacancy. Du

et al. performed DFT-PBE simulations on the (010) surface of

LiBH4 to quantify the effects of Li vacancies on hydrogen

storage properties.98 They found that the hydrogen removal

energy from the ideal surface was 1.35 eV/H2, however in

the presence of mono- and di-vacancies this is reduced to

0.08 eV/H2 and �0.45 eV/H2, respectively. Vacancies also

strongly reduce the activation barriers for hydrogen release

(from 3.64 eV for the ideal system to 0.23 eV for the

di-vacancy), indicating that the creation of lithium vacancies

is essential in order to increase kinetics.

In order to utilise LiBH4 as a hydrogen storage materials it

is necessary to reduce the temperature for hydrogen release.

Therefore it is of interest that there is an empirical correlation

between increasing Pauling electronegativity of the cation and

decreasing temperature of desorption for the boro-

hydride compounds.99 Theoretical simulations on the effects

of substitutional copper doping into lithium borohydride,

where copper has a larger electronegativity than Li, to form

(Li1�xCux)BH4, where x = 0.25, 0.5, 0.75, confirm this. It is

found that the heat of formation decreases with increasing

copper content meeting application requirements at x =

0.3.100 Surprisingly, partial substitution of the H atoms by F

atoms in the BH4 anion has also been shown to reduce

decomposition enthalpies.101 However, this ‘‘functional

anion’’ concept has not been experimentally verified as of yet.

3.4 Thermodynamic destabilisation and design of reaction

paths

As seen above, LiNH2 and LiBH4 are both materials that by

themselves are not suitable hydrogen storage materials but in

combination with other materials such as LiH or MgH2

become more suitable. These are examples of thermodynamic

destabilization. The work of Reilly and Wiswall on alloys of

magnesium and nickel, and magnesium and copper showed

that it is possible to modify the thermodynamics of hydro-

genation or dehydrogenation reactions by using additives to

form compounds or alloys in the dehydrogenated state that

are energetically favourable with respect to the products of the

reaction without additives.102 This reduces the enthalpy and

increases the equilibrium pressure. Chen et al. have shown that

the addition of LiNH2 to LiH

LiNH2 + LiH 2 Li2NH + H2

liberates 6.5 wt% H2 at lower temperatures.59 Vajo et al. have

shown that the addition of MgH2 to LiBH4

2LiBH4 + MgH2 2 MgB2 + 2LiH + 4H2

reversibly liberates 49 wt% H2 at approximately 545 K.103

Clearly thermodynamic destabilization is an interesting and

fruitful concept, what can simulation do to aid in the discovery

of new reactions?

The full calculation of the enthalpy of formation and Gibbs

free energy, as discussed in section 2.2, is computationally

intensive and laborious. However approximations can be

made to speed up calculations, allowing the possibility of

rapid pre-screening of selected reactions. Instead of calculating

the Gibbs free energy, the enthalpy of the reaction can be

calculated instead, thus allowing an estimate of the tempera-

ture of the dehydrogenation reaction through DH= TDS. The
entropy change can be estimated to be of the order of the

entropy of H2 gas at standard conditions; in practice this is

estimated to be 95 r DS r 140 J K�1 mol�1.104 Therefore to

achieve dehydrogenation temperatures between 323 and 423 K

requires an enthalpy change of 30 r DH r 60 kJ mol�1.

In addition, DFT typically has an error of approximately

10 kJ mol�1, therefore calculations should search for reactions

with an enthalpy change of 15 r DH r 75 kJ mol�1.

This approach was initially used by Alapati et al. using DFT-

PW91 to calculate the enthalpies of 49 compounds and the

enthalpy change involved in 133 reactions based on these

compounds.104 They found five promising reaction schemes.

The Gibbs free energy of these desirable reactions was then

calculated in order to determine the validity of the pre-screening

approach.105 It was found that the enthalpy change DH for these

reactions can be estimated using the formula

DH E DU(T = 0) + dE

where DU(T = 0) is the difference in electronic energies only,

and dE is a error factor that is in the range �20 o dE o
0 kJ mol�1. The small empirical variance in dE reflects the fact

that the complex metal hydrides share similar bonding motifs.106

This new expression reduces the time needed to compare

enthalpies, with Alapati et al. then using this approach to screen

340 reactions between 163 compounds, finding 12 reactions of

interest, although only 6 reactions have significant hydrogen

plateau pressures.107 Recently a new approach has been devel-

oped where the grand canonical potential of a mixture of

compounds is determined as a function of temperature and

pressure (where the only chemical potential that varies as a

function of temperature and pressure is that of hydrogen), with

the mixture with the lowest potential being favoured. By repeat-

ing this calculation at various temperatures, reactions can be

detected as changes in the equilibrium state. This approach has

been used to evaluate 16 million reactions, from a 14 element set

that comprises a set of 212 compounds, finding 43 single step

dehydrogenation reactions of interest.108 We tabulate all reac-

tions of interest from these pre-screening simulations in Table 2.

We note that the majority of high hydrogen content paths

involve the (BH4) ligand, either in LiBH4 or Mg(BH4)2 form.

Research into the crystal structure, binding, and
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thermodynamics of these systems is of immense interest and is

an ongoing problem.91

General thermodynamic guidelines have been developed

from density functional theory simulations to aid in the

prediction of destabilisation reactions.109 In brief:

1. The enthalpy of the proposed destabilization reaction

must be less than the decomposition enthalpies of the indivi-

dual reactant phases.

2. If the proposed reaction involves a reactant that can

adsorb hydrogen (such as an elemental metal), the formation

enthalpy of the corresponding hydride cannot be greater in

magnitude than the enthalpy of the destabilized reaction.

3. In general, it is not possible to tune the thermodynamics

of destabilized reactions by adjusting the molar fractions of

the reactants. There is only one stoichiometry corresponding

to a single step reaction with the lowest possible enthalpy; all

Table 2 List of identified single-step reactions which yield Z 6.5 wt% H2 and have electronic binding energies in the range of 15 r DH r
75 kJ mol�1. The Table is amalgamated from the calculations of Alapati et al.,107,108 and Siegel et al.109 For Li5N3Si the unit cell is too large for
convenient calculation, and is instead approximated by smaller unit cells with varying stoichiometry. This is indicated by a. Calculations of LiBH4

are taken with respect to the room temperature orthorhombic cell, see Alapati et al. for more information on how this affects enthalpies at
heightened temperatures107

Reaction Wt% H2 DU/kJ mol�1 H2 Ref.

Mg(BH4)2 - MgB2 + 4H2 14.9 54.0 108
Si + 4Mg(BH4)2 - Mg2Si + 2MgB4 + 16H2 13.2 52.7 108
7LiBH4 + MgH2 - 7LiH + MgB7 + 11.5H2 13.0 71.5–75.5 107
4LiBH4 + MgH2 - 4LiH + MgB4 + 7H2 12.5 69.2 107
LiBH4 + C - LiBC + 2H2 12.0 45.1 107
LiBH4 + 2LiNH2 - Li3BN2 + 4H2 11.9 24.3 107
6LiBH4 + CaH2 - 6LiH + CaB6 + 10H2 11.7 62.1 108
8LiBH4 + MgH2 + BN - 8LiH + MgB9N + 13H2 11.6 66.3 108
MgH2 + 2LiBH4 - 2LiH + MgB2 + 4H2 11.6 66.8 107
3Si + MgSiN2 + 9Mg(BH4)2 - 4Mg2Si + 2MgB9N + 36H2 11.2 48.6 108
BN + 4Mg(BH4)2 - 3MgH2 + MgB9N + 13H2 10.9 51.2 108
NaH + 2Mg(BH4)2 - NaMgH3 + MgB4 + 7H2 10.67 53.2 108
CaH2 + 1.5Si + 3Mg(BH4)2 - CaB6 + 1.5Mg2Si + 13H2 10.6 45.4 108
2C + Mg(BH4)2 - MgB2C2 + 4H2 10.3 43.1 108
CaH2 + 3Mg(BH4)2 - 3MgH2 + CaB6 + 10H2 9.9 47.5 108
8LiBH4 + Mg2Si - 8LiH + Si + 2MgB4 + 12H2 9.6 74.0 108
2LiBH4 + ScH2 - 2LiH + ScB2 + 4H2 8.9 49.7 107
2LiBH4 + TiH2 - 2LiH + TiB2 + 4H2 8.6 22.2 107
2LiBH4 + NaMgH3 - 2LiH + NaH + MgB2 + 4H2 8.6 68.9 108
MgH2 + 2LiBH4 + 2C - MgB2C2 + 2LiH + 4H2 8.6 55.3 107
3NaH + BN + 4Mg(BH4)2 - 3NaMgH3 + MgB9N + 13H2 8.4 48.8 108
2LiBH4 + VH2 - VB2 + 2LiH + 4H2 8.4 24.7 109
LiNH2 + MgH2 - LiMgN + 2H2 8.2 31.9 107
2LiBH4 + Mg(NH2)2 - MgH2 + 2LiH + 2BN + 4H2 8.1 20.6 108
ScH2 + Mg(BH4)2 - MgH2 + ScB2 + 4H2 8.0 37.5 108
ScH2 + 2LiBH4 + C - ScB2C + 2LiH + 4H2 7.9 52.9 107
MgH2 - Mg + H2 7.7 64.7 108
5B + Mg(BH4)2 - MgB7 + 4H2 7.5 41.5 108
2MgH2 + Mg(NH2)2 - Mg3N2 + 4H2 7.4 26.0 108
CaH2 + 2LiBH4 + 2C - CaB2C2 + 2LiH + 4H2 7.4 59.7 107
CaH2 + 3NaH + 3Mg(BH4)2 - 3NaMgH3 + CaB6 + 10H2 7.3 44.3 108
6LiBH4 + 2ScN - 6LiH + 2ScB2 + 2BN + 9H2 7.3 59.5 108
3Si + 8BN + 5Mg(BH4)2 - 2MgB9N + 3MgSiN2 + 20H2 7.3 47.0 108
4LiBH4 + K2MgH4 - 4LiH + MgB4 + 2KH + 7H2 7.3 74.8 108
4LiH + 3Mg(NH2)2 + 2C - 2Li2CN2 + Mg3N2 + 8H2 7.2 47.8 108
3LiNH2 + 2LiH + Si - Li5N3Si + 4H2 7.2 34.2/23.3a 107
3Ca(AlH4)2 + 4LiH - 4AlLi + Al2Ca + 2CaH2 + 12H2 7.2 31.8 107
6LiBH4 + 2TiN - 6LiH + 2TiB2 + 2BN + 9H2 7.1 35.9 108
2LiNH2 + C - Li2CN2 + 2H2 7.0 31.4 107
ScH2 + 2LiBH4 + 2C - ScB2C2 + 2LiH + 4H2 7.0 52.4 107
Ca(BH4)2 + ScH2 - CaH2 + ScB2 + 4H2 6.9 44.8 109
Ca(AlH4)2 + 2LiH - 2AlLi + CaH2 + 4H2 6.9 33.3 107
Al + MgB9N + 2.5Mg(BH4)2 - AlN + 3.5MgB4 + 10H2 6.8 53.6 108
2LiBH4 + MgB2 - 2LiH + MgB4 + 3H2 6.8 72.5 108
MgB7 + 1.5Mg(BH4)2 - 2.5MgB4 + 6H2 6.7 50.2 108
12LiH + 3Mg(NH2)2 + 4BN - 4Li3BN2 + Mg3N2 + 12H2 6.7 54.2 108
3Ca(AlH4)2 + 2Si - 2Al2Ca + Al2CaSi2 + 12H2 6.7 24.1 107
3Ca(AlH4)2 + 2Si - 4Al + Al2Ca3Si2 + 12H2 6.7 28.4 107
6Ca(AlH4)2 + 17MgH2 - Al12Mg17 + 6CaH2 + 35H2 6.7 35.4 107
Ca(BH4)2 + TiH2 - CaH2 + TiB2 + 4H2 6.7 17.4 109
K2MgH4 + 2Mg(BH4)2 - MgB4 + 2KMgH3 + 7H2 6.6 51.2 108
Ca(BH4)2 + VH2 - CaH2 + VB2 + 4H2 6.6 20.8 109
28LiH + 9Mg(NH2)2 + 4VN - 4Li7N4V + 3Mg3N2 + 32H2 6.5 47.5 108
2ScN + 3Mg(BH4)2 - 3MgH2 + 2ScB2 + 2BN + 9H2 6.5 43.1 108
NaH + ScH2 + Mg(BH4)2 - NaMgH3 + ScB2 + 4H2 6.5 34.8 108
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other stoichiometries will release H2 in multistep reactions,

where the initial reaction is given by the lowest-enthalpy

reaction.

The rapid computational pre-screening of reactions that

lead to thermodynamic destabilization is of immense scientific

interest. However we emphasize that this is only an initial

determination of likely reaction chemistry and suitability for

hydrogen storage applications. Firstly, neglecting all entropy

contributions apart from that of H2 gas may strongly affect

properties, e.g. vibrational entropy contributions alter the

solubility of Al in Si by an order of magnitude.110 Secondly,

as mentioned in the general guidelines above, reactions invol-

ving almost unstable compounds (e.g. Ca(AlH4)2) may lead to

direct decomposition into different products.111 Thirdly, only

thermodynamics are determined not kinetics. For example,

Ca(AlH4)2 has only a DU of 14 kJ mol�1 but is kinetically

stable for temperatures up to 473 K.107 Fourthly, thermo-

dynamics of reactions can only be estimated for known crystal

structures, if unknown crystal structures exist for possible

intermediate compounds this will affect reaction enthalpies.

Fifthly, errors in DFT of the order of 10 kJ mol�1 will lead to

errors in the plateau pressure upon dehydrogenation of three

orders of magnitude.107 Regardless, simulation of thermo-

dynamic destabilization is an interesting concept that poten-

tially may prove very fruitful for hydrogen storage research.

4. Carbon systems

Carbon systems (nanotubes, fullerenes, and nanoporous struc-

tures) are another group of widely-researched hydrogen

storage materials.112 Initial interest was spurred by the early

results of Dillon et al. who observed a hydrogen uptake

between 5 and 10 wt% for single-walled nanotubes at low

temperature (133 K) and very low pressures (0.04 MPa).113

This was a spectacular result, and along with other spectacular

results for other carbon nanostructures114 indicated a promis-

ing future for hydrogen storage. Later experiments however

revealed much more modest storage capacities of B1.55 wt%

at 573 K and 0.01 MPa.115 This is due to the weak nature of

the Van der Waals interaction between H2 and carbon.

Simulation can play a significant role in understanding and

providing insight into two types of carbon systems: graphite

sheets which have a sheet structure with a repeating hexagonal

motif, and single walled carbon nanotubes (CNTs) which can

be envisaged as formed by the rolling of a single

graphene sheet.

4.1 Interaction of carbon systems with hydrogen

There have been many simulations to understand the hydro-

gen adsorption process on graphite systems so as to predict

optimal structures, involving both empirical potentials,116–118

and quantum mechanical calculations.119–126 Hydrogen atoms

can bind to carbon nanostructures with a binding energy of

magnitude 1 eV within the LDA approximation.127 However

atomic adsorption is not energetically preferred to molecular

adsorption, where DFT finds that molecular binding energy is

of the order of 0.1 eV/H2,
119,124–126 this is an overestimate with

respect to experiment which finds a binding energy of

0.043 eV/H2.
128 This is far too weak for applications. A recent

calculation that uses highly accurate Møller–Plesset wave-

function-based techniques shows that optimised graphite

plates may meet DOE targets if the interlayer distance of the

graphite is increased to between 6 and 7 Å.129 No mechanism

for enabling such a consistent layer separation has been

developed however.

Carbon nanotubes have also been investigated for hydrogen

storage applications, as due to the curvature of the graphene

sheets and varying metallic/semiconducting properties they are

expected to present different chemical behaviour to flat gra-

phene sheets. Indeed, the magnitude of the adsorption energy

increases with decreasing tube diameter due to the mixing of

sp2–sp3 rehybridisation induced by strong curvatures, so a tube

of diameter 1.2 nm has a binding energy of 5.9 kJ mol�1/H2

(0.061 eV/H2) while a tube of diameter 0.8 nm has a binding

energy of 8 to 9 kJ mol�1/H2 (0.0829 to 0.0933 eV/H2).
130,131

Hydrogen addition to the exterior of a SWNT will be in the

form of physisorption with a binding energy of approximately

0.1 eV/H2, as there is a large barrier of approximately 3 eV in

both DFT-LDA and DFT-PW91 simulations for H2 to dis-

sociate into atomic hydrogen,127,132 with chirality not affecting

binding energy.133 Small diameter nanotubes can sustain 100%

coverage but nanotubes over 1 nm in diameter can sustain at

best 80% coverage.134

DFT-B3LYP simulation shows that excessive atomic hydro-

gen adsorption can lead to the partial breakdown of tube

structure, with a greater than 50% coverage on a (10,0)

nanotube creating pores that will allow hydrogen access to

the interior of the nanotube.135 We emphasize that without a

source of readily available hydrogen atoms this particular

set of behaviours is very unlikely to happen, as thermo-

dynamically H2 prefers to adsorb in molecular form. However

if the nanotubes are pretreated with an atomic hydrogen beam

then a mixture of reversible chemisorption and physisorption

interactions has been observed, with a storage capacity of

5.1 � 1.2 wt%.136

Simulation tends to model nanotubes in isolation. However

in reality carbon nanotubes tend to exist in bundles with

multiple sites for hydrogen binding. These may be mechani-

cally manipulated. DFT has been used to investigate the effects

of deformation on reactivity, finding that reactivity increases

with increasing bend angle.137 Simulations of the solid phase

within the PW91 functional indicate that neighbouring carbon

nanotubes under a compressive stress of 12.5% dissociates H2

present in a channel of the interior of the nanotube bundle, see

Fig. 7.138 This process is reversible upon the release of pressure

with an energy barrier of B2 eV. Such tuning of adsorption

and storage properties are highly promising avenues for future

experimental research, with such processes also changing the

magnetic properties of the nanotube bundle.125

Although in general GGAs are better functionals than the

LDA, an exception occurs for the interaction of H2 with

carbon systems. Comparison of DFT with extremely accurate

wavefunction-based methods (Møller–Plesset and diffusion

Quantum Monte Carlo) finds that the LDA is more accu-

rate.120,139 This is largely fortuitous and due to favourable

error calculations. Recently a dispersion force corrected den-

sity functional theory has been introduced.140 In this treatment

a dispersion energy term to represent the Van der Waals
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energy is added to the total energy of the system (ETot = EDFT

+ Edis) where

Edis ¼ �
X
i;j

fðRijÞCij
6ðRijÞ�6

where Rij is distance of the H2 molecule from the carbon plane,

f(Rij) is a damping function which becomes unity for large Rij

and zero for small Rij. The C6 coefficients for C and H are 19.1

and 2.8 Hartrees � a60 and are derived from experimental

atomic polarisabilities. For diatomic coefficients Cij
6 can be

obtained by the Slater–Kirkwood combination rule.141 This

correction gives binding energies and equilibrium distances for

H2 on graphite that are much closer to experiment. Never-

theless most simulations on H2 adsorption on carbon do not

use this methodology.

4.2 Interaction of alkali-metal doped carbon systems

with hydrogen

By themselves carbon-based hydrogen storage materials will

not meet DOE targets for hydrogen adsorption. This is due to

the strength of the Van der Waals interaction between H2 and

the carbon support. To strengthen the binding requires the

addition of electrostatic interactions and/or orbital inter-

actions.142 The positive quadrupole moment of H2 cannot be

modified, therefore in order to increase adsorption energies

one needs to charge the carbon system.143 In order to cause

this charging, the carbon systems could be doped with highly

electropositive Group I and II metal nanoparticles, facilitating

charge transfer. Simulations show that the insertion of Li and

Rb,144 Cs,145 K,146 Ca and Sr,147 and Ni148 dopants induces a

charge on the nanotubes. Alkali metal-doped systems in

particular display marked increases in hydrogen storage capa-

cities.149 Both classical Monte Carlo and DFT-LDA simula-

tions show that Li+ ions act as acidic cores for hydrogen

binding, see Fig. 8.150,151 The insertion of K or Cs has been

measured to lead to an excess negative charge of �1e per 8

carbon atoms.145 Recent DFT-PW91 simulations indicate that

Ca and Sr dopants can lead to a charge transfer of 2e per

dopant atom to a C60 fullerene.
147

Dopants therefore directly boost the H2 binding energy of the

carbon substrate, but in addition they can act as H2 binding

centres. Simulation has aided in the design of these

materials,152–154 however the majority of first-principles simula-

tions consider only the interaction with atomic hydrogen, of

limited use for realistic systems where the thermodynamic

reference for hydrogen should be the molecule. Froudakis

performed a full DFT-B3LYP/MM simulation of molecular

adsorption on atomic K dopants adsorbed on a (5,5) SWNT.154

They found that each K dopant physisorbs 3H2, with decreasing

adsorption energies of 3.4 to 1.8 kcal mol�1/H2 (0.147 to

0.078 eV/H2), smaller than the 11.1 kcal mol�1 (0.481 eV/H2)

found by empirical calculations. Positively charged Li ions

complexed to a substrate will bind H2 with binding energies of

magnitude 12 kJ mol�1/H2 (0.124 eV/H2).
142 Yoon et al. found

that a Ca32C60 structure will bind 48.4 wt%, with each dopant

binding 5H2 molecules at a consistent binding energy of

0.4 eV/H2.
147 In general however direct H2 binding to an atomic

dopant will involve orbital interactions, e.g. H2 s-bond overlap

with a LUMO state or s*-bond overlap with a HOMO state.142

4.3 Interaction of transition-metal doped carbon systems

with hydrogen

Recently a new approach has been proposed, transition metal

(TM) atom doping.155,156 This method was initially developed

in analogy with organometallic cyclopentadiene (C5H5) com-

plexes, as TM atoms interact with a fivefold ring of fullerene

C60 in a similar way to cyclopentadiene (Cp) rings, forming a

Fig. 7 The structures and transition structures for the dissociative H2

chemisorption on an array of carbon nanotubes in a solid under high

pressure. Three steps are shown: H2 adsorption and dissociation on a

single CNT (A), deformation and displacement of a single H atom

through transition state (TS) A so that it chemisorbs on an adjacent

CNT (B), rotation of the initial CNT, and rehydrogenation of this

CNT through TS B such that final product is a 1,2 addition structure.

This causes a noticeable deformation of the CNT. Figure taken with

permission from ref. 138. Copyright (2001) by the American Physical

Society (URL: http://prola.aps.org/abstract/PRL/v87/i20/e205502).

Fig. 8 Effects of lithium intercalation into graphite, with associated

electron-density redistribution for the adsorption of Li on graphene.

(a) Top view of surface of constant Dr = r(graphene + Li) �
r(graphene) � r(Li). The red and orange surfaces correspond to

+2.5 and �2.5 � 10�2e a.u.�3, respectively. (b) Side view of constant

Dr. Figure is based on plane wave calculations performed by the

authors based on the results and Figure of ref. 133.
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Dewar coordination.157 This forms a strong bond between the

TM atom and the fullerene. Hydrogen molecules then inter-

act with the TM atom via a Kubas interaction, forming

s-bonds with the empty d-states of the TM atom, see

Fig. 9.158 The maximum number of hydrogens that bind to a

TM atom is determined by the 18-electron rule; once the s-, p-,

and d-orbitals of the TM atom are filled it can no longer bind

H2. The maximum number of hydrogens bound is

Nmax = 18 � nv � 5

where nv is the number of valence electrons of the TM atom

and 5 is the number of electrons contributed by the fivefold

ring. Therefore the optimum TM dopant is Sc, as it has the

largest number of empty d-states. Significantly, the binding

energies for these organometallic systems are in the exact range

needed for hydrogen storage applications.

Using this rational design methodology Zhao et al. found

(from DFT-PW91 simulations) that a C60 fullerene with each

fivefold face decorated by a Sc atom can reversibly adsorb

48 H2 molecules.155 Boron-doping the fullerene allows an

additional withdrawal of charge from the TM atom so that

a C48B12 fullerene has optimal hydrogen storage properties,

able to form a C48B12[ScH(H2)5]12 complex that has a hydro-

gen storage capacity of 8.77 wt%, is stable at room tempera-

ture and binds each H2 ligand with an adsorption energy of

approximately 0.3 eV/H2. Concurrently another first-princi-

ples simulation (DFT-PBE) demonstrated that a single Ti

atom dopant adsorbed on an (8,0) SWNT can bind 4H2 stably

at room temperature.156 If half of the surface hexagons are

covered with Ti atoms then the gravimetric density of H2 is

7.7 wt%, with a binding energy of 0.18 eV/H2, reduced due to

the interaction between Ti atoms. DFT-PBE simulation of a

Ni atom dopant on an (8,0) SWNT shows that each atom can

bind 5H2, releasing hydrogen at a temperature of 328 K,

allowing in principle a gravimetric storage capacity of

B10 wt%.159 Experimentally however nickel nanoparticles

on MWNTs only achieve a storage capacity of 2.8 wt%.159

We note that this general idea is applicable to other hexagonal

net systems such as boron nitride (BN), where DFT-PW91

calculations on an idealised system (BN)3H6Sc finds a rever-

sible adsorption capacity of 4H2.
19

Simulations on other transition metal doped carbon-based

systems have also been performed. The DFT-PW91 simulation

of organic molecules such as C4H4, C5H5, and C8H8 doped with

titanium show that these systems can contain up to 9 wt%

hydrogen with an adsorption energy of 0.55 eV/H2.
160 Again

maximum hydrogen storage capacity is determined by the

18-electron rule. A DFT-PBE combinatorial search by Lee

et al. on metal-decorated polymers found that Ti-decorated cis-

polyacetylene is optimal, with gravimetric storage capacities of

7.6 wt% and binding energies from 0.4 to 0.6 eV/H2 found.21

Density functional theory simulations on ethylene complexes

reveal that C2H4Ti2 and C2H4Zr2 can both bind 10H2, with

average binding energies of 0.45 eV/H2 (Ti) and 0.57 eV/H2 (Zr),

respectively and capacities of B14 wt% (Ti) and B9 wt%

(Zr).161,162 Such complexes have been recently observed experi-

mentally.163 Research on transition metal doped polymers has led

to additionally research on light-metal doped polymers, for

example C2H4Li2 complexes162 or Li-doped cis-polyacetylene.164

Due to the lighter mass of the dopant their gravimetric capacities

are higher, however the binding energy for H2 adsorption is less

Fig. 9 Schematic energy diagram and structure model for hybridisa-

tion of (a) Cp ring with Sc forming CpSc, (b) CpSc with 2H forming

Cp[ScH2], and (c) Cp[ScH2] with H2 forming Cp[Sc(H2)H2]. In

(a), only the last two p states are shown for Cp. In (c) the two upper

states of Cp[ScH2] are neglected. Arrows indicate level occupation.

Figure taken with permission from ref. 155. Copyright (2005) by the

American Physical Society (URL: http://link.aps.org/abstract/PRL/

v94/e155504).

Fig. 10 Two configurations of Ti12C60. The configuration on the left-

hand side is 24.8 eV higher in energy than the configuration on the

right hand-side. Figure adapted from ref. 166.
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strong than for the TM decorated polymers, and thus these

systems would be less suitable for hydrogen storage applications.

A major issue for the polymers is that they are unstable with

respect to TM nanoparticle coalescence, consequently storing

less hydrogen, see Fig. 10.165 Indeed, energetically C2H4Ti2
prefers to dimerise to form 2(C2H4Ti2) through the forma-

tion of a Ti–Ti bond, reducing gravimetric capacity to

B7 wt%.161,164 This process has also been observed for Ti

on a C60 surface, hindering hydrogen storage.166 Therefore in

order to maximise hydrogen storage the TM dopants should

be pinned strongly to the carbon substrate. One way of doing

this is to add dopants to the carbon system such that the

binding of the TM atoms is increased, e.g. nitrogen doping of

graphenes.167 Another way would be to firmly emplace the

TM atoms in a carbon matrix, either by defecting the

support168 or by forming a metal carbide.169,170 Simulations

on both the former and latter systems find that the maximum

hydrogen capacity is less than expected from the 18 electron

rule, e.g. for the latter system, the Ti metcar Ti8C12, Ti atoms

on the corners adsorb 3H2 and Ti atoms in the centre of a face

adsorb a single H2, see Fig. 11. These metcars can still adsorb

6 wt% H2, be stable at room temperature, and have desirable

H2 binding energies. We note though that these are idealized

models, as no one has experimentally realized the formation

and subsequent dispersal of these metcar systems. However

they (and all of the organometallic systems discussed in this

section) are new systems which are of great potential utility for

energy applications.

5. Conclusions

Hydrogen storage is a scientifically interesting but challenging

problem for the worldwide research community. DFT simula-

tions are best used to simulate chemical events that occur over

a length scale of nanometres and a timescale of picoseconds.

They thus are of great utility for modelling a wide range of

behaviours in hydrogen storage materials. However, DFT

cannot model truly collective long duration phenomena

explicitly, e.g. the transformation in crystal structure upon

dehydrogenation of MgH2. In addition DFT has an inherent

uncertainty in the total energy of approximately 0.1 eV,

although due to the systematic nature of the errors relative

energies are often much more accurate. For most of the

ground state properties, errors in the evaluation of energy

differences can be factored into results (although this tends not

to occur in the literature). However, for calculations of the

activation barrier for chemical reactions (and thus reaction

rate), the exponential dependence on energy results in a

magnification of error, rendering calculated plateau pressures

unreliable at best. Finally simulation, by its very nature,

models idealized systems. Solid materials will consist of multi-

ple grains and structural defects, dopants will not be ideally

dispersed uniformly throughout the material, and nanotubes

and nanoparticles will not exist in isolation. Crystals (such as

LiBH4) where there is a substantial amount of orientational

disorder need large supercells in order to treat these systems

realistically, which is prohibitively expensive to simulate.

Nevertheless DFT simulation is an extremely useful tool in

the study of this field, providing insight into the chemistry and

basic mechanisms behind hydrogenation and dehydrogenation

mechanisms and allowing rapid design and prototyping of

novel hydrogen storage materials. They provide insight into

the nature of chemical bonding in MgH2, clarifying that the

mechanism by which transition metals reduce the dehydro-

genation enthalpy is by lessening the ionicity of the mixed

covalent–ionic Mg–H bond. Simulations on LiNH2 indicate

that the strength of the Li–N ionic bond affects the strength of

the N–H covalent bond, with partial Mg or Al substitution of

the Li ion reducing the temperature at which the N–H bond

breaks. Simulations on LiBH4, another complex metal

hydride, find that the binding between Li and BH4 units is ionic

in nature, and that partial Cu substitution of the Li ion or F

substitution of a H atom reduces the temperature at which

hydrogen desorption occurs. However simulations for this

system also reveal the shortfalls inherent in straightforward

applications of density functional theory, where without

highly sophisticated modifications to the free energy based on

semiempirical data the experimentally observed high tem-

perature phase is not observed. DFT simulations can also be

used to screen for new reaction paths that may lead to very

fruitful avenues for experimental research. We note in passing

that the majority of high hydrogen content paths involve the

(BH4) ligand. Thus further fundamental research both experi-

mental and theoretical in nature, should be performed to

understand the crystal structure, binding, and thermo-

dynamics of the LiBH4 and Mg(BH4)2 systems. Finally DFT

simulations have been used to prototype and rapidly develop

new concepts for carbon based hydrogen storage materials. Of

particular interest in this field is the recent advent of new

transition metal doped carbon systems, which possess great

promise in meeting technological targets for hydrogen storage.

However experimental verification of these materials is, apart

from a few cases, lacking. Simulation, as a single tool in the

repertoire of chemical science, is therefore best used in con-

junction with, not as a replacement for, experiment.
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43 M. Pozzo and D. Alfè, Phys. Rev. B, 2008, 77, 104103.
44 R. Yu and P. K. Lam, Phys. Rev. B, 1988, 37, 8730.
45 M. Tsuda, W. A. Diño, H. Nakanishi and H. Kasai, J. Phys. Soc.

Jpn., 2004, 73, 2628.
46 T. Noritake, M. Aoki, S. Towata, Y. Seno, Y. Hirose,

E. Nishibori, M. Takata and M. Sakata, Appl. Phys. Lett.,
2002, 81, 2008.

47 S. Li, P. Jena and R. Ahuja, Phys. Rev. B, 2006, 74, 132106.
48 A. J. Du, S. C. Smith and G. Q. Lu, J. Phys. Chem. C, 2007, 111,

8360.
49 D. Chen, Y. M. Wang, L. Chen, S. Liu, C. X. Ma and

L. B. Wang, Acta Mater., 2004, 52, 521.
50 M. Tsuda, W. A. Diño, H. Kasai and H. Nakanishi, Appl. Phys.

Lett., 2005, 86, 213109.
51 M. Tsuda, W. A. Diño, H. Kasai, H. Nakanishi and H. Aikawa,

Thin Solid Films, 2006, 509, 157.
52 J.-J. Liang, J. Alloys Compd., 2007, 446–447, 72.
53 A. J. Du, S. C. Smith, X. D. Yao and G. Q. Lu, J. Phys. Chem. B,

2005, 109, 18037.
54 X. Yao, C. Wu, A. J. Du, G. Q. Lu, H. Cheng, S. C. Smith, J. Zou

and Y. He, J. Phys. Chem. B, 2006, 110, 11697.
55 A. J. Du, S. C. Smith, X. D. Yao, C. H. Sun, L. Li and G. Q. Lu,

Appl. Phys. Lett., 2008, 92, 163106.
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